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ABSTRACT In recent years, handwritten numeral classification has achieved remarkable attention in the
field of computer vision. Handwritten numbers are difficult to recognize due to the different writing styles
of individuals. In a multilingual country like India, negligible research attempts have been carried out for
handwritten Gujarati numerals recognition using deep learning techniques compared to the other regional
scripts. The Gujarati digit dataset is not available publicly and deep learning requires a large amount of
labeled data for the training of the models. If the number of annotated data is not sufficient enough to train
Convolutional Neural Networks (CNN) from the scratch, transfer learning can be applied. However, the
issue arises by using transfer learning is that how deep to fine-tune the pre-trained convolutional neural
network while training the target model. In this paper, we addressed these problems using three deep transfer
learning scenarios to classify handwritten Gujarati numerals from the images of zero to nine. We presented
transfer learning scenarios using ten pre-trained CNN architectures including LeNet, VGG16, InceptionV3,
ResNet50, Xception, ResNet101, MobileNet, MobileNetV2, DenseNet169 and EfficientNetV2S to find
the best performing model by freezing and fine-tuning the weight parameters. We implemented the pre-
trained models using a self-created handwritten Gujarati digit dataset with 8000 images of zero to nine
digits with data augmentation. Exhaustive experiments are performed using various performance evaluation
matrices. EfficientNetV2S model showed promising results among all the models including three transfer
learning scenarios and achieved 98.39% training accuracy, 97.92% testing accuracy, 97.69% f1-score, and
97.15% AUC. Our handwritten Gujarati digit dataset is available on https://github.com/Parth-Goel/gujarati-
handwritten-digit-dataset/.

INDEX TERMS Convolutional neural networks, Gujarati numerals, handwritten Gujarati digit dataset,
classification, transfer learning, deep learning.

I. INTRODUCTION

India is one of the most linguistically diverse nations in the
world with 28 states and 8 Union territories. Each state has its
unique regional language including writing scripts. Gujarat
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is one of the states of India which is situated in the western
region and Gujarati is the language of this state. The Gujarati
language is derived from the Devanagari family of languages
and it is spoken by more than 65 million people across the
world [1]. Today, every organization including government
or private sectors aimed for paperless work. However, banks,
post offices, and any government or non-government offices
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use to collect handwritten various paper documents which
are generally written in regional languages. In the digital era,
there is a requirement to convert these paper documents into
a computer-readable format which leads to the development
of Optical Character Recognition (OCR). OCR is a method to
convert handwritten or printed text from electronic versions
of documents into machine-readable text documents.

Gujarati OCR consists of Gujarati characters and num-
bers recognition. Our research work focuses on handwrit-
ten Gujarati numerals classification. Handwritten number
recognition is a challenging task compared to printed docu-
ments because handwritten numbers vary depending on a per-
son’s writing style including the different sizes, curves, and
thickness of the number. Handwritten number recognition is
used in various applications for reading numbers from bank
cheques, vehicle number plates, postal codes, houses, and any
scanned forms. Moreover, handwritten number recognition
is a primary task to read two or more digit numbers in a
sequence. Significant research work has already been done
for English [2], [3], Chinese [4], Arabic [5] and other Indian
languages such as Bangla [6], [7], [8], Hindi [5], Kannada [9],
Assamese [10], etc. Researchers also put effort for Gujarati
digit or character classification using traditional machine
learning techniques. However, very limited research work has
been reported for Gujarati numerals classification using deep
learning. Furthermore, to the best of our knowledge, authors
have created their own Gujarati handwritten digit dataset for
their research work but it is not provided publicly.

In recent years, deep learning has achieved significant suc-
cess in the research field of artificial intelligence [11]. Deep
learning algorithms are data-dependent and domain-specific.
It also requires lots of data to train the algorithms because
deep learning models learn the hidden characteristics of the
data without hand-crafted features of the data. However, it is
difficult and expensive to acquire applications’ specific data
and specifically labeled data. To reduce data dependency and
to take the maximum utilization of existing data, transfer
learning is the most effective technique. Transfer learning is
the method for improving the performance of a new learning
task in a new domain by utilizing the knowledge from the
existing but related domain [12]. It is also referred to as
transferability between the domains. In transfer learning, new
domain, new task, existing domain, and existing task are
referred to as target domain, target task, the source domain,
and source task respectively. Typically, the transfer learning
strategy reuses the trained models to acquire knowledge and
reduces the development time of the target model substan-
tially by avoiding the training from scratch. However, transfer
learning is significantly dependent on transferability between
the domains and the size of the target domain. In our study,
the target task is to classify handwritten Gujarati numerals
classification from the images which is also referred to as an
image classification task. Image classification is performed
using Convolutional Neural Networks (CNN) in deep learn-
ing. CNN architecture consists hierarchical representation of
layers including convolution layers, pooling layers, and fully
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connected layers. Initial layers of CNN represent low-level
features while higher layers detect abstract features which
are specific to objects. Generally, low-level features are not
transferred during the fine-tuning process in transfer learning
because low-level features identify edges and textures. Thus it
is important to determine the effective fine-tuning strategy for
deep CNN to perform our target task i.e. handwritten Gujarati
digit classification.

In this paper, we implemented the classification of hand-
written Gujarati zero to nine digits using three transfer
learning approaches to get the best performance up to
the maximum extent. We utilized the ten pre-trained net-
works which include LeNet [13], VGG16 [14], Incep-
tionv3 [15], ResNet50 [16], ResNet101 [16], Xception [17],
MobileNet [18], MobileNetV2 [19], DenseNet169 [20] and
EfficientNetV2S [21]. In the first approach, the whole
pre-trained model was used as a feature extractor and the
feature vector of the last layer was trained with a linear
Support Vector Machine (SVM) classifier and softmax clas-
sifier. We added two new fully connected layers after the last
convolution layer of the pre-trained network in the second
strategy and fine-tuned the newly adapted layers while freez-
ing the remaining layers. In the third scenario, the pre-trained
network was divided from the middle to take an advantage
of weight parameters learning by the mid-level to high-level
convolutional layers. We froze the layers of the first por-
tion and fine-tuned the second portion with fully-connected
layers. Usually, the pre-trained models are trained on the
ImageNet dataset and it is considered as the de-facto database
for transfer learning. ImageNet dataset consists of millions of
images with 1000 classes. However, we also considered the
MNIST dataset as a source domain with the LeNet model
to investigate the effect of choosing another dataset than
ImageNet.

The main contributions of this paper are summarized in the
following:

o We have created a pioneer handwritten Gujarati numer-
als dataset from zero to nine with 800 images of each
digit and provided this dataset publicly. Moreover, the
process is also discussed to create this dataset.

« To investigate how much deep to train the pre-trained
convolutional neural network using transfer learning
in the proposed framework, we applied three transfer
learning scenarios on ten pre-trained CNNs (LeNet,
VGG16, ResNet50, ResNet100, InceptionV3, Xception,
MobileNet, MobileNetV2, DenseNet169 and Efficient-
NetV2S) to show the effect of the different transfer
learning strategies on the performance of the model and
to get the best classification performance achievable to
the maximum extent.

« Evaluation measures like training accuracy, testing accu-
racy, precision, recall, f1-score, total parameters, train-
able parameters, CPU inference time, and training time
were considered to evaluate the performance of indi-
vidual pre-trained models with each transfer learning
scenario.
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« Finally, an overall comparison of three transfer learning
scenarios was assessed and further performance analysis
of the best performing model was presented using a
confusion matrix.

The rest of the paper is organized as follows: Section II
deliberates an overview of the related work. Section III
explains the proposed framework using transfer learning
scenarios with the pre-trained CNN architectures in detail.
The process of self-created handwritten Gujarati numerals
is demonstrated in section IV. Experimental analysis is dis-
cussed in section V along with a comparison using evaluation
measures. Finally, section VI summarizes the paper with the
conclusion and future directions.

Il. RELATED WORK

In recent years, deep learning algorithms are applied in
various computer vision applications. This paper presents
handwritten Gujarati digit classification from images as a
computer vision task. This section briefly discusses the
research efforts addressed in the handwritten number and
character recognition using traditional machine learning
approaches and deep learning based approaches.

A. TRADITIONAL MACHINE LEARNING APPROACHES

Antani and Agnihotri attempted the first research study for
Gujarati optical character recognition in the year 1999 using
traditional machine learning techniques. They obtained dig-
ital images of Gujarati characters from the internet and
scanned images of printed Gujarati text. They performed
classification using the k—Nearest Neighbor (KNN) classifier
with the Euclidean Minimum Distance and minimal ham-
ming distance classifier (MHD). They achieved 67% and 48%
accuracy with KNN and MHD classifiers respectively [22].
Dholakia et al. proposed a zone detection algorithm from the
images of printed Gujarati characters. The algorithm com-
puted the slopes of all imaginary lines that connect the top
left and bottom right points of connected components which
was applied to the three documents and extracted 20 lines
correctly [23]. Dholakia et al. applied Daubechies D4 wavelet
coefficients to extract the features from printed Gujarati char-
acters. These feature vectors were used with the general
regression neural network (GRNN) classifier and obtained
96% accuracy [24]. The structural feature extraction approach
was introduced to classify printed Gujarati characters by
Goswami and Mitra [25]. They evaluated their approach on
4000 different printed Gujarati characters and showed 92.7%
accuracy. In [26], the authors employed a binary multiple
kernels learning-based classification algorithm for Gujarati
and Bangla character recognition. The main limitation of
these works is that authors have used printed Gujarati digits
for classification. The printed digits have the same types of
writing style, curves, and strokes compared to handwritten
numerals. In these methods, the effectiveness of features and
classification performance is dependent on digit font type and
hence these methods may work better for a few related font
types of digit but they may give a worse performance for other
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types of digits. Moreover, they have used a limited number
of samples for training with traditional machine learning
approaches.

The multi-layered feed-forward neural network was
proposed for Gujarati handwritten digit classification by
Desai [27]. For each digit, 278 images of Gujarati num-
bers were used for experimentation. These digits were
pre-processed by thinning and skew correction. Two diago-
nal, vertical, and horizontal projection profiles were applied
to extract the features. This work obtained 82% accuracy
for Gujarati handwritten digit classification. Maloo and Kale
applied affine invariant moments to extract the features from
the sample images. They used 80 images per Gujarati digit
and these images were pre-processed using morphologi-
cal operations. Then the features were fed to the Support
Vector Machine (SVM) classifier for handwritten Gujarati
numeral classification and reported 91% accuracy [28].
Baheti et al. compared the KNN classifier and PCA by using
the Euclidean distance equation to recognize the Gujarati
handwritten digits [29]. They collected 80 samples of each
digit and used affine invariant moments for feature extraction.
They achieved 90% and 84% accuracy for the KNN classifier
and PCA respectively. Artificial Neural Networks, Support
Vector Machine, and Naive Bayes classifiers were employed
by Sharma et al. for handwritten Gujarati digit recognition.
They have extracted features using chain code-based, zone-
based, and projection profile-based methods. They achieved
the highest accuracy using a support vector machine and
reported 98.75% [30]. Support Vector Machine was examined
by Naik et al. using radial basis, polynomial, and linear func-
tion kernels. They achieved an accuracy of 92.60 % for linear
kernels, 95.80% for polynomial kernels, and 93.80% for RBF
kernel on the handwritten Gujarati numeral dataset. [31].
Bharvad et al. implemented the Support Vector Machine
(SVM) classifier and compared it with machine learning
supervised classifiers for handwritten Gujarati digits. They
obtained a maximum accuracy of 92% [32]. These works
have utilized the traditional machine learning approaches
which performed the classification using handcrafted features
with few numbers of digits. Thus, these approaches are less
effective to generalize more into real-world applications.

B. DEEP LEARNING APPROACHES

Traditional machine-leaning methodologies have been used
to investigate a significant amount of work for Gujarati hand-
written characters and digits. Very limited research efforts
have been applied to the study of handwritten Gujarati
numerals using deep learning approaches. Hence we have
also considered other languages’ digit classification work
than Gujarati digit classification using deep transfer learning
methods. Deep learning minimizes or removes the need for
feature extraction as it is required in traditional machine-
leaning. In addition to the typical conventional machine learn-
ing approaches, recent research has emphasized the use of a
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pre-trained Convolutional Neural Network (CNN) for hand-
written digit classification using transfer learning.

In [33] by Shopon et al., handwritten Bangla digits were
recognized using a pre-trained autoencoder and a CNN.
Pramanik et al. demonstrated the use of transfer learning with
the pre-trained Convolutional Neural Network (CNN) archi-
tectures by combining the data from handwritten numbers
in Bangla and Oriya. They showed improved results with
AlexNet and VGG16 pre-trained networks [34]. Zunair et al.
utilized a VGG16 pre-trained model to classify handwrit-
ten Bengali digits. They reported the highest accuracy of
97.09% [35]. An extensive review has been conducted
in [36] for offline Bengali handwritten digit recognition
and presented a comprehensive insight of state-of-the-art
datasets and approaches based on image processing, tra-
ditional Machine Learning (ML) and Deep Learning (DL)
architectures including several real-life applications. Shukla
and Desai proposed a deep learning approach for the recog-
nition of Handwritten Gujarati Characters and Numerals.
They obtained 82.15% test accuracy [37]. In [38], the authors
employed a convolutional neural network to classify the
handwritten Assamese digits and also compared it with
VGGI16 pre-trained networks. They have reported 93.02%
testing accuracy. Limbachiya et al. applied transfer learning
using five pre-trained networks including VGG16, Incep-
tionV3, DenseNet, Nasnet, and MobileNet on handwritten
Gujarati alphanumeric characters. They obtained the high-
est accuracy of 97% using the MobileNet pre-trained net-
work [1]. Goel et al. utilized a transfer learning approach
to classify Gujarati digits using VGG16, VGG19, ResNet50,
ResNet101, and EfficentNet pre-trained models. They used
250 images of each digit in experiments and reported 96.5%
testing accuracy by the EfficientNet model [39].

In these approaches, the authors have employed transfer
learning with deep learning pre-trained CNN with only one
scenario which does not necessarily provide the best per-
formance of the model. Therefore, it is crucial to perform
extensive experiments with various deep transfer learning
scenarios to ensure the applicability of features and classi-
fication approaches for Gujarati handwritten digits. Further-
more, the authors have used a few samples of each digit
without data augmentation which is very less for deep transfer
learning to generalize the model. Additionally, the authors
who contributed their research in Gujarati handwritten digit
classification have not provided their Gujarati handwritten
digit dataset publicly to reuse for further research work.

lll. METHODOLOGY

In this paper, we propose Gujarati handwritten numerals clas-
sification using the CNNs-based transfer learning scenarios
to perform classification of zero to nine digits. We investi-
gate various pre-trained CNN models using transfer learning
scenarios in order to acquire the optimal classification per-
formance achievable to the maximum extent. In this section,
approaches used for Gujarati handwritten digit classification
are explained in detail.
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A. TRANSFER LEARNING

Machine learning or deep learning algorithms are problem-
specific and data-dependent. Whenever the domain changes,
these algorithms need to be retrained in the new domain.
However, these algorithms can be retrained using trans-
fer learning strategies that use knowledge from the source
domain to improve the performance of the target domain
for similar tasks. Thus, transfer learning tries to utilize
existing models and information without recreating them
from scratch. Therefore, it reduces the model development
time and improves the model performance significantly. The
source and the target domain are from the related feature
space which is images. Hence, a homogeneous transfer learn-
ing setting is applied in our work based on Weiss et al. [40].
Moreover, our source task and target task are different.
According to Pan and Yang [12], inductive transfer learning is
used when the source and target tasks are distinct. Thus induc-
tive transfer learning setting is employed in our work because
the source task is the classification of various objects from
images and the target task is the classification of Gujarati
handwritten digits from 0 to 9 images.

The CNN architecture is comprised of various hierarchical
layers of convolutional and max-pooling layers that culmi-
nate with one or more fully-connected layers. These layers
are used to learn complicated patterns from large amounts
of data. Figure 1 illustrates the proposed pipeline of Transfer
Learning from ImageNet pre-trained CNN models to Gujarati
handwritten digit classification. The pre-trained models used
the ImageNet dataset as the source domain and the proposed
model used the Gujarati Handwritten digit dataset (GHDD)
as the target domain. ImageNet dataset has 1000 categories
and GHDD has 10 categories. Initial layers of CNN attempt to
learn low-level features such as edges and texture of the object
and deeper layers of CNN aim to capture more intricate and
abstract level features of the object. Transfer learning utilizes
the parameters from a well-trained model from the source
domain to assist in training a model in the target domain. If the
two domains are related, then certain low-level CNN features
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can be reused, while high-level parameters can be fine-tuned
or frozen using transfer learning strategies by adding new
layers at the end of CNN.

In this work, we present three scenarios to train the Con-
volutional Neural Network for Gujarati Handwritten digit
classification to get the best results up to the maximum
extent by considering the size and similarity of the source
and target domain. The three approaches are based on trans-
fer learning which includes the pre-trained CNN models as
fixed feature extractors and fine-tuning the few last lay-
ers. These transfer learning approaches are presented in
figure 2. We considered ten popular pre-trained CNN mod-
els namely LeNet, VGG16, InceptionV3, ResNet50, Xcep-
tion, ResNet101, MobileNet, MobileNetV2, DenseNet169
and EfficientNetV2S. The architecture of LeNet consists of
8 layers including 3 convolution layers, 2 subsampling layers,
2 fully connected layers of the size 120 and 80 neurons,
and one output layer. We have trained the LeNet model
using the MNIST dataset to get the trained weight file for
transfer learning to Gujarati handwritten digit classification.
The InceptionV3 model has a depth of 189 layers which
includes 94 convolution layers, 94 pooling or relu activation
layers, and one output layer. VGG16 network has 16 layers
in which 13 convolution layers, 2 fully connected layers,
and one output layer. ResNet50 is 107 layers long which
consists of 49 convolution layers, 57 pooling or relu activation
layers, and one output layer. The Xception model includes
40 convolution layers, 5 pooling layers, 35 relu activation
layers, and one output layer and the total depth of layers is
81. ResNet101 network has 209 layers including convolu-
tional, relu and pooling layers. MobileNet and MobileNetV2
are shallow deep learning models having depth-wise and
point-wise convolution with 55 and 105 layers respectively.
DenseNet has three variations which include DesneNet121,
DesneNet169 and DesneNet201. Similarly, EfficientNet has
fifteen versions including EfficientNetV2. DenseNet169 and
EfficientNetV2S are selected among all their variations based
on the balance between model size and accuracy in our exper-
iments. DensNet169 comprises four dense blocks which con-
sist 164 convolutional layers and 4 other convolutional layers
and one fully connected layer. EfficientNetV2S includes six
blocks including 101 convolutional layers. These pre-trained
CNN models are utilized as deep feature extractors as a
model in the first approach and are presented in section (a) of
figure 2. In section (b) of figure 2, the second approach is
shown where the last fully connected layers are removed from
the pre-trained CNN models and new fully-connected layers
are adapted. Few convolution layers and fully connected
layers are modified in the third approach and illustrated in
section (c) of figure 2. These scenarios are explained in the
following subsequent sections.

B. PRE-TRAINED CNN MODELS AS A FIXED FEATURE
EXTRACTOR

In this approach, pre-trained convolution neural networks
are used as a fixed feature extractor. Pre-trained CNNs are
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trained on the ImageNet dataset which has 1000 classes.
Input images are fed into the pre-trained models directly.
Trainable parameters are not fine-tuned or updated from the
whole network except the last fully connected layer. These
layers have extracted the features from the input images i.e.
Gujarati handwritten digit dataset. Extracted features are sent
for the training to the linear SVM and softmax classifier
individually for the classification of Gujarati digits as shown
in figure 2-(a). The advantage of this approach is that the
network spends less time in training. Because convolution
operations are computationally costly and while training the
network these operations are performed multiple times. How-
ever, in this approach, all the layers of CNNs are kept frozen
and the input images are only passed through the network
once.

C. PRE-TRAINED CNN LAYERS AS A FIXED FEATURE
EXTRACTOR

CNNs comprise multiple layers including convolutional lay-
ers, max-pooling layers, and fully connected layers that learn
hierarchical representations of data. Among these layers,
weight parameters of convolutional layers and fully con-
nected layers are trainable during the training of the networks.
Typically, convolutional layers are responsible to extract the
features whereas the fully connected layers are mapped the
extracted features into high-level object-specific features.
The lower layers of the CNNs learn the basic features and the
higher layers learn the specific features of the given object
in the images. In this approach, convolutional layers of the
pre-trained CNN models are utilized as a feature extractor and
kept these layers frozen during the training. Fully connected
layers from the pre-trained CNNs are removed and two new
fully connected layers with the size of 512 and 256 neurons
are added as depicted in figure 2-(b). In the last fully con-
nected layers, the number of neurons is kept 10 instead of
1000 because there are 10 classes of Gujarati digits which
is referred to as the output layer. Finally, these two fully
connected layers and an output layer with a softmax classifier
are trained with the Gujarati handwritten digit dataset for ten
pre-trained CNNs separately.

D. FINE-TUNING CNN LAYERS

In this approach, pre-trained CNN models are trained with
partial layers of the networks with the same architecture.
To train all layers or partial layers of pre-trained CNN mod-
els which depend on the correlation between the target and
source dataset. In our study, the similarity between the target
domain and the source domain is not significant. Thus, this
approach starts training with partially selected CNN layers,
fully connected layers, and output layers. These selected
CNN layers of the network learn mid to high-level repre-
sentations of the target domain i.e. Gujarati handwritten digit
dataset for the target task i.e. Gujarati handwritten digit clas-
sification. The last half of the CNN layers are chosen from the
ten selected pre-trained models to train the weights parame-
ters. Two fully connected layers with the size of 512 neurons
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FIGURE 2. The proposed approaches for Gujarati handwritten digit classification; (a) pre-trained CNN models as feature extractor and
output layer trained using SVM/Softmax classifier; (b) training by freezing the convolution layers, newly adapted fully connected layers
with softmax classifier; (c) training by freezing partial convolution layers, fine-tuning partial convolution layers and newly adapted fully

connected layers with softmax classifier.

and 256 neurons followed by an output layer of 10 neurons
and a softmax classifier are replaced with the existing setup
of pre-trained models. Finally, updated ten pre-trained CNN
models are trained with the Gujarati handwritten digit dataset
separately.

IV. DATASET INFORMATION

English handwritten digit dataset is widely available such as
MNIST [11] and it is extensively utilized in research for digit
classification. However, Gujarati handwritten digit dataset
is not available publicly to the best of our knowledge. One
of the substantial contributions of this study is the build-
ing of a dataset for handwritten Gujarati digit recognition.
In this section, the dataset description is presented including
dataset samples information, the collection process, and the
pre-processing of the data.

A. DATA COLLECTION

Gujarati Handwritten digit dataset collection was a very diffi-
cult task due to the lack of availability of the dataset. A hand-
writing style is influenced by a variety of circumstances,
including the writer’s education, career, age, and writing pen.
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To accommodate these variations, the data samples were col-
lected on blank A4 size white paper from different individuals
of our college such as peons, sweepers, students, workers,
drivers, teaching staff, and lab assistants. Figure 3 illustrates
the sample pages of Gujarati numbers collected from various
people.

One sample page was collected from 150 persons with
different backgrounds. Each person wrote ten digits from zero
to nine on a single A4-size white paper. Five to nine times
each digit was written on a paper based on the writing style
of individuals and the space on a page. It can be seen in figure
3. Black and blue ball pens with different size of tips and CD
marker pens were used to write digits on paper. There were
no conditions put on any individuals to write the digits. Thus
maximum versatility can be achieved in the dataset including
varying sizes of fonts. These input samples were scanned
using a flatbed scanner at 300 dpi resolution and saved in
greyscale images [27].

B. DATA PRE-PROCESSING
The pre-processing of data is required to enhance the qual-
ity of the dataset which increases the recognition rate of
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FIGURE 3. Sample pages of Gujarati handwritten digit samples from
different individuals.

FIGURE 4. Subdivided digits which have individual strokes.

classification models. Following pre-processing steps were
applied to convert the page samples into individual digits.

1) DIGIT SEGMENTATION

Segmentation was applied to get individual digit images from
the input sample. Firstly, Gaussian blur is applied with a 5 x
5 kernel to reduce high-frequency noise and to make the con-
tour detection process more accurate. Secondly, thresholding
is employed to convert input images into black-and-white
images from greyscale images. Thresholding makes the seg-
mentation process easier because it allows us to separate the
background and the foreground. Lastly, the contour method
is applied to get all possible contours from input samples.
However, the contour segmentation method was not able to
segment subdivided digits that have individual strokes. There
is only digit nine in the Gujarati digits which is not contin-
uous. It shows in figure 4. This method correctly segments
continuous digits from zero to eight as these digits do not
have individual strokes. To address this issue, we investigated
using the morphological operation of dilation to simply dilate
the digit to obtain linked strokes. After dilatation, Erosion was
performed to restore the digit’s original width. This resulted
in the majority of nine digits in completely continuous dig-
its that can be segmented using the contour segmentation
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FIGURE 5. Examples of Gujarati handwritten numerals from the dataset.

method. Small sizes of contours are eliminated to reduce the
noise from segmented images.

2) DIGIT RESIZING

We obtained samples of varied sizes and fonts because there
were no limitations in writing the numerals. To ensure con-
sistency, all digit images were resized into 256 x 256 pixels.

3) NOISE ELIMINATION AND THINNING

While scanning the page or different writing styles of
individuals, salt and pepper noise was produced in the
segmented images. We applied morphological operations
dilation and erosion. Dilation was utilized to remove the
noise and smooth the boundary of digits from segmented
images. Erosion was used to thin the width of the digit.
A few noisy digit samples are removed from the dataset
and finally produced a balance dataset of 800 samples of
each Gujarati digit with a resolution of 256 x 256. The
total number of images is 8000 for ten classes. The dataset
is available online at https://github.com/Parth-Goel/gujarati-
handwritten-digit-dataset/. Examples of Gujarati handwritten
numerals are presented in figure 5.

V. EXPERIMENTAL ANALYSIS

In this section, experimental analysis is carried out
using transfer learning on the Gujarati handwritten digit
dataset. Moreover, three transfer learning scenarios with ten
pre-trained models are discussed, and also shown the effects
of them to choose the best model.

A. PERFORMANCE EVALUATION MATRICES

The performance of the models has been evaluated using
various evaluation measures which include training accu-
racy, testing accuracy, precision, recall, f1-score, AUC, num-
ber of parameters, trainable parameters, CPU inference
time, and training time on target data. Accuracy, preci-
sion, recall, fl-score and AUC have been calculated using
equations (1) — (5) [41]. True Positive (TP) represents the
number of correctly classified digits. False Positive (FP)
indicates the number of misclassified digits. False Negative
(FN) shows the number of digits misclassified as correct
digits however they are not. True Negative (TN) represents
the number of correctly classified negative digits that are
actually other classes. AUC (Area Under the Curve) measures
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the degree of separability which shows the capability of the
model for distinguishing among the classes. It is calculated
by taking an average of recall and specificity. In equation 5,
the first term represents recall and the second term indicates
specificity. Training accuracy indicates the accuracy of the
data which are used for training the model. Testing accuracy
means that the trained model evaluates the performance on
unseen data but the distribution is the same. Total parameters
represent the trainable and non-trainable parameters of the
pre-trained networks. Trainable parameters are used to train
the model which is actually updated while training the models
to learn the features. CPU inference time is the total time takes
for forward propagation of the trained model to classify the
image. Training time is the total time taken for training the
model including forward pass and backward pass.

Accuracy = (TP +TN)/(TP + FP+ FN +TN) (1)

Precision(P) = TP/(TP + FP) 2)
Recall(R) = TP/(TP 4+ FN) 3)
F1 —Score = 2xPxR)/(P+R) 4
AUC = [{TP/(TP + FN)} + {TN /(TN + FP)}]/2

Q)

B. EXPERIMENTAL SETUP

Experiments were performed on a machine with an Nvidia
RTX A4000 (16GB) GPU, 64 GB RAM, 4 TB hard disk,
Intel Xeon Silver 4210R CPU 2.4GHz processor, and 64-bit
Windows operating system. The dataset was pre-processed
using Python 3.7 and OpenCV library. The proposed pre-
trained models were developed using Python 3.7, TensorFlow
2.8.2, Keras 2.8.0, and Scikit-Learn 1.0.2.

The dataset has been divided into fixed sets of train set and
test set and split into 70:30 for the training and testing data
respectively. The train dataset folder contains 560 images and
the test dataset folder contains 240 images out of 800 in total
images. Images were resized to 128 x 128 for experiments.
During the training, the learning rate was set to 0.0001, the
epoch was 10, the momentum was 0.9, and the batch size
was 64. There is an equal number of samples for each class
in the training set and testing set. Thus there is no mechanism
applied for the data balancing as our dataset is balanced.
We have run all the models five times and average values are
reported in the result tables. We have set dropout to 0.5 which
was used to handle the overfitting problem. We have also
used the ReduceLROnPlateau method with early stopping
which decreases the likelihood of an overfitting problem by
reducing the learning rate when it stops progressing and
kept a 0.00001 minimum learning rate and patience value
was 3. Adam optimizer with backpropagation and categorical
cross-entropy loss methods were employed for training the
models.

Data augmentation techniques were applied to artificially
generate the digit samples and increase the size of the dataset.
This approach helped to reduce the over-fitting during the
model training and increase the generalization ability of
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(a) Original Image (b) Right Rotation (c) Left Rotation

(d) Height shifting (e) Width shifting (f) Shearing

(j) Background
color change

(g) Zoom in (h) Zoom out

FIGURE 6. Sample images after applying data augmentation techniques.

the model. We have employed several data augmentation
techniques with handwritten Gujarati digits which include
rotation (left and right orientations), zooming (in and out),
shifting (width and height), shearing and background color
change. We used the same data augmentation techniques on
the training set and test set which increase the size of the
dataset by a factor of eight. This increases the size of our
datasets by a factor of 8. We have not applied the horizontal
and vertical flipping because these methods of data aug-
mentation change the originality of writing pattern of digit.
Figure 6 shows the sample output images of a digit two after
applying data augmentation techniques.

1) RESULTS

The LeNet, VGG16, InceptionV3, ResNet50, Xception,
ResNet101, MobileNet, MobileNetV2, DenseNet169 and
EfficientNetV2S pre-trained models were employed to inves-
tigate three transfer learning scenarios using the Gujarati
handwritten digit dataset. Generally, transfer learning is pre-
ferred to apply based on the similarity of the source domain
and target domain which utilize the weights parameter of
existing pre-trained models and train on the target domain in
minimum time with the best performance. Thus, the LeNet
model is considered to evaluate the performance of the
Gujarati handwritten digit dataset. LeNet was pre-trained on
the MNIST dataset and this model gained popularity in hand-
written English digit classification. However, recent studies
show that pre-trained models trained on the ImageNet dataset
showed the best performance in various image classification
tasks. The depth of these models is deep compared to the
LeNet model. The VGG16, InceptionV3, ResNet50, Xcep-
tion, ResNet101, MobileNet, MobileNetV2, DenseNet169
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TABLE 1. Results of 1st scenario of transfer learning using SVM classifier - Pre-trained CNN models as a fixed feature extractor.

Parameters / Training Testing Precision | Recall F1 AUC Total Trainable CPU Tr:}mmg M?del
Model Name Accuracy | Accuracy (%) (%) Score (%) arameters arameters Inference time Size
(%) (%) ° ol I CA) o P P time (ms) | (minutes) | (MB)
MobileNet 90.71 88.75 87.25 90.45 | 88.82 | 88.24 3.3927M 163.850K 23.42 2.46 12.94
VGG16 91.61 89.17 89.45 92.42 | 90.90 | 89.25 14.7966M 81.930K 78.54 3.88 56.44
MobileNetV2 91.79 89.17 90.12 91.51 | 90.80 | 90.12 2.4627M 204.810K 28.87 2.79 9.39
ResNet50 91.96 89.92 90.15 88.56 | 89.35 | 91.25 | 23.9154M 327.690K 66.21 4.12 91.23
IncpetionV3 92.86 90.83 90.01 91.25 | 90.63 | 89.84 | 21.8847M 81.930K 53.46 3.93 83.48
Xception 93.75 90.83 89.25 91.34 | 90.26 | 91.12 | 21.1891M 327.690K 119.84 5.45 80.83
EfficientNetV2S 93.46 91.25 90.35 91.82 | 91.07 | 90.50 | 20.5362M 204.810K 194.39 5.96 78.33
DenseNet169 92.68 91.67 89.95 91.25 | 90.60 | 90.25 12.9091M 266.250K 104.51 5.50 49.24
ResNet101 93.93 91.67 91.56 89.89 | 90.72 | 90.80 | 42.9858M 327.690K 95.65 4.95 163.97
LeNet 93.57 93.33 92.56 95.45 | 93.98 | 91.23 1.6287"M 0.850K 11.63 1.05 5.18
TABLE 2. Results of 1st scenario of transfer learning using Softmax classifier - Pre-trained CNN models as a fixed feature extractor.
Parameters / Training Testing Precision | Recall Fl AUC Total Trainable CPU Trz.unmg M?del
Model Name Accuracy | Accuracy (%) (%) Score (%) | parameters | parameters Inference time Size
(%) (%) (%) time (ms) | (minutes) | (MB)
MobileNet 88.04 89.17 86.83 89.25 | 88.02 | 88.01 3.3927M 163.850K 23.42 2.46 12.94
VGG16 91.79 90.00 91.52 90.20 | 90.85 | 89.43 14.7966M 81.930K 78.54 3.88 56.44
MobileNetV2 92.14 90.42 90.57 9232 | 91.42 | 90.21 2.4627M 204.810K 28.87 2.79 9.39
ResNet50 92.50 91.25 90.24 89.87 | 90.05 | 90.53 | 23.9154M 327.690K 66.21 4.12 91.23
IncpetionV3 93.39 92.08 90.52 91.86 | 91.18 | 91.19 | 21.8847M 81.930K 53.46 3.93 83.48
ResNet101 93.75 92.08 91.35 90.45 | 90.89 | 91.45 | 42.9858M 327.690K 95.65 4.95 163.97
DenseNet169 93.04 92.50 90.36 91.24 | 90.79 | 90.40 | 12.9091M 266.250K 104.51 5.50 49.24
Xception 94.29 92.50 91.71 90.83 | 91.26 | 91.48 | 21.1891M 327.690K 119.84 5.45 80.83
EfficientNetV2S 93.64 92.92 91.45 92.72 | 92.08 | 91.74 | 20.5362M 204.810K 194.39 5.96 78.33
LeNet 93.92 94.16 93.52 94.33 | 93.92 | 92.46 1.6287"M 0.850K 11.63 1.05 5.18

and EfficientNetV2S pre-trained models are considered to
evaluate Gujarati handwritten digit classification task. These
pre-trained models were trained on the ImageNet dataset and
the weights file of the trained models was obtained using the
Keras libraries. All ten models are evaluated as per the three
transfer learning scenarios explained in the methodology sec-
tion and the result analysis is explained in the subsequent
parts.

In the first approach, the pre-trained CNN models were
considered as feature extractors and kept freeze the config-
uration and parameters up to the second last layer of the
models. The feature vector of the second last layer was fed
into the linear SVM and softmax classifier individually for
the handwritten Gujarati digit classification. Softmax clas-
sifier was used to analyze the role of the SVM classifier.
Table 1 and Table 2 show the performance analysis of the ten
pre-trained networks using the SVM classifier and softmax
classifier respectively. It can be observed that the LeNet

20210

model outperformed among all ten models in this scenario.
The softmax classifier achieved 93.92% training accuracy,
94.16% testing accuracy, 93.52% precision, 94.33% recall,
93.92% fl-score, and 92.46% AUC whereas linecar SVM
classifier obtained 93.57% training accuracy, 93.33% testing
accuracy, 92.56% precision, 95.45% recall, 93.98% f1-score,
and 91.23% AUC. The size of the feature vector of the LeNet
model is 850 which is passed as an input to linear SVM and
the softmax classifier which is very less compared to other
models. Thus, this model took minimum time for training and
inferencing which is 1.05 minutes and 11.63 ms respectively.
MobileNet shows the lowest performance among all models
by both of the classifiers. Tables 1 and 2 also reveal that the
highest training time and inferencing time are taken by the
EfficientNetV2S model which is 5.96 minutes and 194.39 ms
respectively. The highest number of parameters, trainable
parameters and model size are reported by ResNet101 in both
Tables.
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TABLE 3. Results of 2nd scenario of transfer learning - Pre-trained CNN layers as a fixed feature extractor.

Parameters / Training Testing Precision | Recall K1 AUC Total Trainable CPU Trz'unmg M(')del
Model Name Accuracy | Accuracy (%) (%) Score (%) | parameters | parameters Inference time Size
(%) (%) (%) time (ms) | (minutes) | (MB)
MobileNet 91.96 90.42 89.50 92.80 | 91.12 | 91.25 11.7519M 8.5230M 24.61 5.62 4482
MobileNetV2 93.75 92.08 93.40 92.70 | 93.05 | 92.36 12.8781M 10.6201M 29.22 6.21 49.12
VGG16 93.21 92.92 92.10 93.70 | 92.89 | 92.46 19.0434M 4.3287M 79.11 7.55 72.64
DenseNet169 94.82 94.58 93.60 95.10 | 94.34 | 9425 | 26.4087M 13.7658M 106.24 9.84 100.74
IncpetionV3 95.36 95.00 96.20 9540 | 95.80 | 94.75 | 26.1314M 4.3287M 53.86 6.56 99.68
ResNet50 94.64 95.00 96.20 93.80 | 94.98 | 94.50 | 40.4993M 16.9116M 67.31 8.52 154.49
LeNet 96.25 95.41 96.40 95.80 | 96.10 | 94.60 1.6285M 1.6258M 11.67 2.21 6.21
ResNet101 96.07 95.83 94.80 95.80 | 9530 | 94.70 | 59.5698M 16.9116M 95.81 9.38 227.24
Xception 97.86 96.67 95.30 97.20 | 96.24 | 96.75 37.7731M 16.9116M 120.43 10.53 144.09
EfficientNetV2S 98.39 97.92 96.80 98.60 | 97.69 | 97.15 | 30.9515M 10.6201M 194.82 12.34 118.07
TABLE 4. Results of 3rd scenario of transfer learning - Fine-tuning CNN layers.
Parameters / Training Testing Precision | Recall K1 AUC Total Trainable CPU Trz.unmg M?del
Model Name Accuracy | Accuracy (%) (%) Score (%) | parameters | parameters Inference time Size
(%) (%) (%) time (ms) | (minutes) | (MB)
MobileNet 91.07 89.58 92.80 90.40 | 91.58 | 92.10 11.7519M 11.4608M 25.42 11.25 44.82
MobileNetV2 93.75 91.67 93.85 92.56 | 93.20 | 92.56 12.8781M 12.7132M 30.24 11.84 49.12
VGG16 92.50 91.67 91.30 92.20 | 91.75 | 92.40 19.0434M 17.3079M 79.88 13.29 72.64
ResNet50 94.29 93.33 95.70 93.50 | 94.59 | 93.95 | 40.4993M 38.9962M 67.54 15.81 154.49
DenseNet169 94.29 93.75 94.50 92.80 | 93.64 | 92.80 | 26.4087M 23.1951M 106.81 17.56 100.74
LeNet 95.89 94.58 93.56 92.80 | 93.18 | 93.40 1.6287M 1.6282M 11.87 4.87 6.21
IncpetionV3 95.00 94.58 93.25 9420 | 93.72 | 9324 | 26.1314M 21.6956M 54.26 11.46 99.68
ResNet101 96.25 95.00 94.80 93.50 | 94.15 | 93.78 59.5698M 49.7871M 95.89 17.42 227.24
Xception 96.79 95.83 94.65 95.80 | 95.22 | 94.25 37.7731M 31.3698M 121.21 20.41 144.09
EfficientNetV2S 97.32 96.67 95.40 96.10 | 95.75 | 94.72 | 30.9515M 26.3078M 195.22 22.63 118.07

In the second approach, the pre-trained CNN models were
kept freeze the configuration and parameters up to the last
convolution layer and fine-tuned the newly adapted fully con-
nected layers and output layer. The results of this approach are
presented in Table 3. It can be seen that the EfficientNetV2S
model achieved the highest testing accuracy 97.92%, f1-score
97.69%, and AUC 97.15%. This model took 12.34 minutes
and 194.82 ms to train and infer which is the maximum
among all models. ResNet101 obtained the highest value in
total parameters, trainable parameters and model size which
are almost double of EfficientNetV2S. The MobileNet model
reported the lowest performance for all evaluation measures
compared to the other nine models.

In the third approach, the pre-trained model was chopped
into half of the network and the first half network was
kept frozen and the later part of the network was fine-
tuned. LeNet model was chopped from the 2" convolu-
tional layer. InceptionV3 model was broken down from the
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6th mixed block. VGG16 model was fine-tuned from the
4th CNN block of the network. ResNet50 and ResNet101
models were cut in half of the network from the 4th CNN
block. The Xception model was divided into two parts from
the 7th block of the network. MobileNet and MobileNetV2
were fine-tuned from the 43rd and 72nd layer respectively.
DenseNet169 was cut from the 4th block of the network.
Lastly, EfficientNetV2S was divided from the 5th block of
the model. Table 4 reveals the performance analysis of the
pre-trained models using this approach. It can be observed
that the EfficientNetV2S model shows better results than the
others. The training accuracy, testing accuracy, f1-score, and
AUC are 97.32%, 96.67%, 95.75%, and 94.72% respectively.
The highest total parameters, trainable parameters and model
size are reported 59.5698M, 49.7871 and 227.24M respec-
tively by the ResNetl01l model. The lowest performance
was obtained by the MobileNet model with 89.58% testing
accuracy, 90.40% f1-score and 92.10% AUC.
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FIGURE 7. Layer-wise weight excitation maps of the highest performing model - EfficientNetV2s.

C. DISCUSSION

In this section, the performance of the three different transfer
learning scenarios is compared and also discussed which sce-
nario shows significant performance for handwritten Gujarati
numeral classification using deep learning models. We have
considered training accuracy, testing accuracy, fl-score,
AUC, trainable parameters, and training time for the fair
comparison from Tables 1, 2, 3 and 4. In the first scenario,
it can be observed that the difference between training and the
testing accuracy is more compared to the other two scenarios
in Table 1. The first scenario trained the model using an SVM
classifier and softmax classifier. Thus, the training time is less
than the other scenarios because only the SVM classifier or
softmax classifier was trained from the feature vectors. It is
also noticed that the testing accuracy, fl1-score and AUC are
less due to the less number of features transferred in this
scenario by freezing the whole network. It is observed that the
results of the softmax classifier are better than the SVM clas-
sifier from Tables 1 and 2. In the second approach, we can see
the promising results of each parameter in Table 3. Because
two newly adapted fully connected layers have been added
and trained these two layers from the scratch with relu activa-
tion function. These layers learned the specific features of our
digit dataset well. However, trainable parameters and training
time increased in this scenario. In the third approach, it can
be seen that model presents average performance compared
to the other two approaches in Table 4. To check the feature
transferability, the network is chopped in half and the second
half of the network was fine-tuned from the scratch hence
this approach shows that trainable parameters and training
time are the maximum among all the three approaches. How-
ever, CPU inference time was reported the same in all three
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scenarios. Out of all the experiments, the EfficientNetV2S
model shows the best performance using the second transfer
learning scenario. It can also be observed that the LeNet
model shows a marginal difference in testing accuracy and
a substantial difference in trainable parameters, training time
and model size compared to EfficientNetV2S with the same
approach. The layer-wise weight excitation maps of the best
performing model are visualized in figure 7 to show how
different layers contribute to the overall classification. In fig-
ure 7, (a) to (g) depicted the feature visualization of the last
convolutional layer of each block and the final convolutional
layer. It can be seen that (a) to (c) feature maps learn about
the background and foreground in an image. The (d) and (e)
feature maps focus on the textures and shapes of a digit. The
(f) and (g) feature maps learn specific features of a digit two.

Figure 8 presents the confusion matrix of the Efficient-
NetV2S model of the second scenario which outperformed in
testing accuracy among all the models. The diagonal of this
confusion matrix represents correctly classified digits and
other numbers except for the diagonal presents misclassified
digits. Some samples of misclassified digits are illustrated
in figure 9. It is observed that the actual labels of the mis-
classified images are very close to the shape of the predicted
labels. The vertical axis and the horizontal axis of the confu-
sion matrix indicate the true labels and the predicted labels
respectively. The shades of blue color show the prediction
results and the deeper the blue color, the more accurately
model predicated labels of each class.

In addition, the training accuracy, testing accuracy, training
loss, and testing loss are depicted in figure 10 — (a) and (b) to
know how the model convergence with the number of epochs
and achieved the highest accuracy. It can be observed that
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FIGURE 8. Confusion matrix of EfficientNetV2S model using 2nd strategy
of transfer learning which showed the best performance among all

experiments.
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Examples of misclassified samples

Q

Actual Label: Zero
Predicted Label: Seven
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FIGURE 9. Images of misclassified samples.

classification accuracy improves gradually in epochs 1 to 8,
then becomes slowly from 9 to 15. Similarly, classification
loss decreases rapidly in the initial epochs 1 to 6, then slowly
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FIGURE 10. Comparison of accuracy and loss during the training of
EfficientNetV2S model using 2nd approach of transfer learning;
(a) training vs testing accuracy for 15 epochs (b) training vs testing loss

for 15 epochs.

TABLE 5. Comparison of our work with SOTA models.

Sr. No. Authors Model Accuracy

1 Limbachiya et al. [1] MobileNet 97%

2 Goel et al. [39] EfficientNetB4 96.5%

3 Proposed Method EfficientNetV2S | 93.75%
(Scenario - 1)

4 Proposed Method EfficientNetV2S | 97.91%
(Scenario - 2)

5 Proposed Method EfficientNetV2S |  96.67%
(Scenario - 3)

decreases till the 12th epoch and becomes steady after the
12th epoch. The training and testing accuracies are 98.39%
and 97.92% respectively. Furthermore, it can also be seen that
training loss and testing loss are near to zero from epoch 12.
It indicates that the EfficientNetV2S model provides a better
Gujarati handwritten digit classification without overfitting

issues or bias and variance error.

Table 5 shows the comparison of our work with other
work which are deep learning based approaches mentioned in
the literature for the Gujarati handwritten digit classification.
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It can be observed that our model using the second scenario
outperforms than other models. The accuracy of the other
authors’ work has been reported from their original research

paper.

VI. CONCLUSION AND FUTURE WORK
In this paper, we utilized the deep transfer learning method
using ten pre-trained networks for handwritten Gujarati digit
classification. We addressed the main issue of transfer learn-
ing that how deep to fine-tune the pre-trained convolutional
neural network while training the target model. To overcome
this issue, we applied three transfer learning strategies to
show the effect of the different fine-tuning strategies on the
performance of the model. Firstly, pre-trained models were
used as feature extractors with a linear SVM and softmax
classifiers and it is observed that pre-trained models showed
the least performance in this strategy because weight param-
eters were not fine-tuned during the training on the target
task. In the second approach, the pre-trained models were
fine-tuned after the last convolutional layer with two newly
adapted fully connected layers. We achieved the best perfor-
mance using this approach because the abstract high-level
features were learned by retraining the last few layers. In the
third strategy, we noticed the average performance of the
models by fine-tuning the models from half of the network
and also took maximum time for the training. Finally, exper-
imental analysis was performed using various performance
evaluation measures on the self-created handwritten Gujarati
digit dataset. We obtained the highest accuracy with the
EfficientNetV2S model using the second strategy without
training the model from the scratch. We find that the effective
fine-tuning strategy of transfer learning improves the perfor-
mance of the model and significantly reduces the training
time. Moreover, it can also conclude that if accuracy is the
main measure to decide the top performer, EfficientNetV2S
can be the best model and if memory is the main concern to
decide a lightweight model for resource-constrained devices,
the LeNet model can be the best choice among all models.
In the future, this work can be applied to other regional
characters or numerals recognition. Furthermore, our hand-
written Gujarati digit dataset can also be utilized to perform
research on multiple OCR work for Gujarati numbers.
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