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ABSTRACT Virtual Power Plants (VPPs) have emerged as a modern real-time energy management
architecture that seeks to synergistically coordinate an aggregation of renewable and non-renewable gen-
eration systems to overcome some of the fundamental limitations of traditional power grids dominated by
synchronous machines. In this survey paper, we review the different existing and emerging feedback control
mechanisms and architectures used for the real-time operation of VPPs. In contrast to other works that have
mostly focused on the optimal dispatch and economical aspects of VPPs in the hourly and daily time scales,
in this paper we focus on the dynamic nature of the system during the faster sub-hourly time scales. The
virtual (i.e., software-based) component of a VPP, combined with the power plant (i.e., physics-based)
components of the power grid, make VPPs prominent examples of cyber-physical systems, where both
continuous-time and discrete-time dynamics play critical roles in the stability and transient properties of
the system. We elaborate on this interpretation of VPPs as hybrid dynamical systems, and we further discuss
open research problems and potential research directions in feedback control systems that could contribute
to the safe development and deployment of autonomous VPPs.

INDEX TERMS Smart grids, renewable energy, virtual power plant, feedback control, multi-agent hybrid
dynamical systems.

I. INTRODUCTION
The accelerating effects of climate change have driven the
scientific and engineering communities to invest an increas-
ing amount of work and resources in the incorporation,
modernization, and automation of low-carbon emission tech-
nologies in the electric power grid [1], [2], [3], [4]. Within
such modernization efforts, the systematic introduction and
implementation of Renewable Energy Sources (RESs) have
become a priority to reduce the dependence on fossil-
based generation and the emission of greenhouse gases [5].
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These efforts have been further accelerated by recent techno-
logical and logistical advances that havemade renewable gen-
eration more economically competitive, gaining a more dom-
inant role in the power grid compared to traditional energy
sources [6], [7], [8]. Indeed, as shown in Figure 1, by the
year 2021, RESs accounted for 20% of all the electricity gen-
erated in the United States, compared to only 9% in the year
2011 [9]. This clearly increasing trend is expected to continue
during the next decade [8], such that, by the year 2023,
renewables will surpass natural gas to be the predominant
source of electricity generation in the United States. Indeed,
by the year 2050, renewables are expected to contribute more
than 40% of the total electricity generation [10].
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FIGURE 1. U.S. electricity generation from selected fuels and renewable
sources. Figure generated from data reported by the U.S Energy
Information Administration, Monthly Energy Review, Table 7.2a [9].

A. BACKGROUND
The increasing penetration of RESs in the power grid has the
potential to significantly reduce the emission of greenhouse
gases and to decentralize and personalize the generation of
electricity. However, the effective integration of RES into the
grid also demands new aggregation and coordination strate-
gies, regulatory policies, and economic models to efficiently
manage their inherently variable, heterogenous, and non-
dispatchable nature [11]. Motivated by these challenges, Vir-
tual Power Plants (VPPs) have emerged as a modern energy
management paradigm that synergistically leverages themain
advantages of renewables, non-renewables, energy storage
systems, and controllable loads via bi-directional communi-
cation between devices and real-time feedback control. This
paradigm could be instrumental for the solution of some of
the most pressing challenges that arise in the integration of
RESs to the power grid at the utility-scale, e.g., technical, eco-
nomical, social, and regulatory, see [12, Sec 1.1], [13], [14].
Indeed, from a technical perspective, VPPs conceptual-
ize the aggregation of multiple technologies through an
overarching communication and control framework that
makes use of distributed or co-located clusters of RESs
to achieve cost savings, higher efficiency, and better envi-
ronmental performance compared to traditional approaches
[12], [14], [15], [16], [17]. In this way, VPPs can also be
seen as mechanisms that act as an interface between the
RES and the system operator [18]. By acting as a single
virtual element, VPPs can also actively participate in the
electricity market, provide ancillary services, and operate
without geographical restrictions imposed on its distributed
generators [19], [20]

The concept of a Virtual Power Plant was initially intro-
duced in [21] under the term ‘‘virtual utility’’, describ-
ing a ‘‘flexible collaboration of independent, market-driven
entities that provide efficient energy services demanded by
consumers without necessarily owning the corresponding
assets’’. Since then, the definition of a VPP has evolved
to incorporate other technical aspects, including geographic
considerations, coordination and communication protocols,

enabling technologies, technical and economic objectives,
operational modes, etc, see [22, Table 1] for a review of
different characterizations of VPPs. However, while no single
official definition of a VPP exists in the literature, a dis-
tinguishing feature in most characterizations of VPPs is
their underlying ‘‘software-based’’ operation to aggregate
and coordinate different heterogeneous distributed energy
resources in order to achieve a common goal [22]. This
level of coordination requires communication and real-
time control technologies deployed in ‘‘the cloud’’, which,
in turn, makes digital infrastructure and high-performance
algorithms critical assets for the operation of VPPs. More-
over, the mixture of physics-based dynamics and digital
elements in VPPs can lead to complex dynamic behaviors,
including hybrid dynamics that involve continuous-time ele-
ments and discrete-time elements, [23], and which must
be appropriately coordinated and controlled to preserve the
stability of the system [24]. Incorporating elements with
non-deterministic behaviors, e.g., highly intermittent renew-
able energy sources, can further enrich the behavior of VPPs,
introducing myriads of additional challenges and opportuni-
ties for the purpose of control and optimization.

B. MOTIVATION AND TECHNICAL CHALLENGES
Feedback control techniques play a prominent role in guar-
anteeing stability, resilience, robustness, and transient per-
formance in VPPs. For example, as shown recently in
[12, Sec 3.3] and [25], a suitable design of the feedback
control systems in each of the components of a VPP can
harness the fast dynamic response of low-inertia genera-
tors to complement the transient response of conventional
generators characterized by Synchronous Machines (SMs).
In this way, they are able to meet performance requirements
that are unattainable in traditional power systems that rely
entirely on conventional generation. Similarly, new feed-
back control techniques are needed to efficiently coordinate
VPPs with different energy resources having heterogeneous
dynamic behaviors [26], [27], some of which might incor-
porate a high-level of volatility that calls for advanced fore-
casting and prediction mechanisms [28], [29]. The system-
atic integration of these mechanisms into highly dynamic
feedback loops in VPPs could leverage recent progress
made in the areas of data-assisted and data-enabled con-
trol [30], [31], [32], [33], [34], as well as more traditional
adaptive and self-tuning methods with stability guarantees
[35], [36], [37]. These techniques are becoming more and
more relevant due to the increasing penetration of Inverter-
Based Resources (IBRs) connected to the grid via a power
inverter that decouples the mechanical dynamics of the gen-
erator from the dynamics of the power grid, thus facili-
tating the implementation of advanced control algorithms
[4], [38], [39], [40]. These enabling technologies also open
the door to modern nonlinear and non-smooth algorithms
[41], [42] that can overcome some of the fundamental
limitations of traditional linear control techniques such as
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FIGURE 2. Overall structure of the survey paper.

proportional (integral) controllers (PI), linear quadratic reg-
ulators (LQR), pole placement methods, etc. Additionally,
the decentralized and complex dynamic properties of these
architectures call for new control and optimization algorithms
able to efficiently handle the emergence of intricate feed-
back loops with multiple time scales [43], [44], intertwined
dynamic behaviors that embed continuous-time and discrete-
time dynamics [45], [46], switching cyber-physical infras-
tructure [47], [48], as well as the unavoidable stochastic
nature of renewable generation [38], [40].

C. CONTRIBUTIONS AND PAPER ORGANIZATION
Motivated by the above challenges and opportunities, in this
survey paper we present a review of the different feed-
back control techniques and algorithms commonly used in
the context of VPPs. While existing survey papers have
focused mostly on the hourly and daily time scales of VPPs
(e.g., dispatch, pricing, etc) [49], [50], [51], frequency con-
trollers for multi-area power systems [52] (e.g., automatic
generation control, load frequency control, etc), and general
control technologies of energy systems [53], we concentrate
on the different control algorithms and dynamics used for reg-
ulation and reference tracking in the sub-hourly time-domain
in VPPs, i.e., primary and secondary control for medium
and fast time scales in energy systems comprised of multiple
distributed energy resources, aggregated and controlled via
software-based architectures. We review the different defi-
nitions and technical features that separate VPPs from tra-
ditional power grids, their main advantages and limitations
in the context of feedback control, as well as the different

opportunities for the implementation of novel algorithms that
can overcome some of the existing challenges. Specifically,
the following are the main contributions of this survey paper:

• We review the different definitions of VPPs that have
been studied in the literature, and we provide a concise
summary of the most common technical features that
characterize a VPP.

• We present an up-to-date literature review on the con-
trol techniques for VPPs, with a focus on the fast and
medium time scales of the system. We contextualize
these techniques into different hierarchical structures
and energymarkets. Our review includes both traditional
and modern control techniques.

• We provide a unifying modeling framework of VPPs
based on the concept of multi-agent hybrid dynamical
systems, which models networked systems that com-
bine continuous-time dynamics (e.g., physics-based)
and discrete-time dynamics (e.g., computational-based)
using a common mathematical language.

• We identify and discuss different research problems and
new perspectives in the area of feedback control for
VPPs. We also contextualize these research directions
with respect to up-to-date literature in control systems.

The overall structure of this survey paper is illustrated in
Figure 2. In particular, the paper is organized as follows:
In Section II, we introduce the concept of a VPP, and we
discuss its main advantages and limitations as a possible
solution to the technological challenges that arise in inverter-
dominated power systems. In Section III, we review the
different techniques and architectures used for the control
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FIGURE 3. Typical frequency behavior after failure of a DER in a
SM-dominated grid. Adapted from [56, pag.7].

and coordination of VPPs. In Section IV, we discuss some
alternative approaches recently used to solve modern con-
trol problems in low-inertia power systems, as well as open
research questions and future research directions. Finally,
Section V ends with some conclusions.

II. LOW-INERTIA POWER SYSTEMS
The concept of inertia in power systems stems from the
derivation of the power conversion between the mechanical
energy of a rotating mass and the electric energy generated by
a SM. This notion is usually captured by (simplified) models
of ordinary differential equations (ODEs) of the form

H ω̇ = −Dω + pm − pe, (1)

where pm and pe are the time-varying mechanical and electric
power, respectively, H is the inertia, D is the damping factor,
and ω is the time-varying mean angular speed [54]. In (1),
a power imbalance leads to changes in the frequency of the
grid, with a rate of change determinedmostly byH . As shown
in Figure 3, inertia plays an important role on the transient
response of a SM-dominated power grid, effectively acting as
a self-stabilizing mechanism. However, emerging and future
power systems with higher penetration of RESs have low
mechanical inertia compared to traditional generation sys-
tems [55], leading to fundamentally different control and
coordination challenges, including:

• reduced stability and margins of robustness due to a
higher Rate-Of-Change-Of-Frequency (ROCOF) and a
lower Nadir,

• increased need for reliable frequency measurements,
• larger time delays when connected to additional commu-
nication and estimation pipelines, and

• unexpected dynamic behaviors that are not fully cap-
tured by traditional phasor-approximation models.

For a comprehensive review of the different challenges
faced by low-inertia power systems, we refer the reader to
[57], [58], [59], [60], [61], [62], [63], [64], [65], [66] and the
references therein.

To tackle some of the above challenges, DERs, which
include diesel engines, Energy Storage Systems (ESSs),
local controllable loads, wind turbines, fuel cells, micro

turbines, photovoltaic systems, and other RESs have been
increasingly studied under the umbrella of Microgrids (MGs)
[67], [68], [69]. These systems describe an aggregation of
DERs that are able to operate either in islanded mode isolated
from the bulk power system, or in a grid-connected fash-
ion using a Point of Common Coupling (PCC) to the main
grid [70]. The use of ESSs and local controllable loads further
facilitates the balance of power in the grid via real-time
control and/or shedding mechanisms [71]. In turn, having
more controllable devices broadens the possibilities for the
implementation of advanced feedback control algorithms to
appropriately regulate, optimize, and coordinate the power
grid. For recent reviews on state-of-the art feedback control
techniques for MGs we refer the reader to [72], [73], [74] and
the references therein.

A. VIRTUAL POWER PLANTS
VPPs emerged as system architectures designed to over-
come some of the limitations of traditional MGs, including
those related to the geographical proximity of the DERs
that comprise the MG, as well as their ability to operate in
islanded mode via a PCC switch that connects to the utility
network [21]. This structure is illustrated in Figure 4.Multiple
definitions of VPPs have been discussed in the literature
[13], [18], [51], [75], [76], [77]. The most common char-
acterizations describe VPPs as grid-tied systems comprised
of multiple DERs, operating under a decentralized control
scheme that seeks to emulate a single power plant by syner-
gistically coordinating the multiple devices, using advanced
communication and control systems, and seeking to achieve
desired dynamic and static specifications. These transient
and steady state specifications might be unachievable via
traditional generation technologies due to fundamental phys-
ical limitations. Since the aggregation of DERs in VPPs
can be virtual, i.e., based on software, VPPs can remove
the physical and geographical constraints that emerge in
MGs, allowing them to span larger geographical regions via
advanced communication, coordination, and control tech-
nologies [13], [75]. It is important to note that VPPs are
not the only existing approach that has been explored to
solve the large-scale management of energy sources across
large geographical areas. For instance, similar to some
large-scale VPPs [78], Multi-Area Power Systems (MAPSs)
[79, Ch. 2] are systems comprising different areas, each
area having multiple energy sources localized in a specific
geographical zone being responsible for meeting the local
power demand, as well as for complying with scheduled
interchanges of power with nearby areas [54]. However, the
coordination of MAPSs is typically based on a centralized
control structure [80], [81], [82], where a single entity is
individually responsible for coordinating the operation of
the multiple areas. This approach has been widely adopted
in the past and it is still in use in modern energy systems
[83], [84], [85]. Nevertheless, with the advent of new tech-
nologies and the increasing penetration of renewable energy
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FIGURE 4. Schematic of the different components of a VPP.

sources, VPPs have emerged as a more flexible, efficient,
decentralized, and cost-effective alternative to traditional
MAPSs [86]. In summary, VPPs usually exhibit the following
salient features:

• They are formed by an aggregation of DERs with a
communication infrastructure and a unified supervision
and control system that can be implemented in a decen-
tralized way.

• They operate mostly connected to the main power grid,
as opposed to MGs, which are regularly operated in
islanded mode.

• They can be connected to the main power grid through
one or more PCC, specified and supervised by an Energy
Management System (EMS).

• They can fully substitute a power plant in order to supply
energy at the utility-level scale [87].

• Compared to traditional approaches [86], VPPs provide
more flexibility and adaptability for the aggregation,
coordination, and control of DERs.

The above features are not necessarily universal, and they
should be taken only as a general guide. Indeed, recent
works have also considered the aggregation of small MGs
as VPP, arguing that these aggregations enable an optimal
and more efficient power management in the grid, see [88],
[89], and [90].

VPPs can also be categorized according to their market par-
ticipation. For example, Technical VPPs focus on providing
ancillary services to the Independent System Operator (ISO)
or the Distribution System Operator (DSO) [18], [51], [91].
In contrast, Commercial VPPs have as main goal to optimize
generation and demand (e.g., optimal dispatch) of electric
power, which is usually achieved by solving optimization
and control problems at slower time scales, see Figure 5.
Other classifications of VPPs are presented in [92] using the
notions of Virtual Power Plants for Load Control, Alternative
Supply Virtual Plants, Virtual Mixed Asset Power Plants, and
Wholesale Electric Power Plants.

Most of the existing literature on VPPs has focused on
their commercial operation, characterizing their different
scheduling techniques and operational constraints at slow
time scales [49], or has broadly discussed the recent market,

FIGURE 5. Commercial VPPs for market participation. Optimization and
control problems are solved at slow time scales.

social and regulatory advances involved in their implemen-
tation [90]. However, less work has been devoted to the
study of Technical VPPs that are in charge of providing
ancillary services and general operational functionalities at
faster time scales, such as guaranteeing the stability of the
system, a property that is usually assumed a priori in order
to solve quasi-static optimization problems related to voltage
control, dispatch, and pricing [60], [93], to name just a few
examples. Therefore, in this paper, we will focus mostly on
Technical VPPs. To further study the above challenges, one
needs to consider the dynamical properties of VPPs, which
play an important role in the sub-hourly control strategies
needed to achieve regulation and tracking at fast time scales.

B. DYNAMIC NATURE OF VIRTUAL POWER PLANTS
From a technical perspective, the aggregation of DERs and
SMs in VPPs entails the synergistic coordination of different
dynamic energy sources, while maintaining generation sta-
bility at the individual level. Therefore, to guarantee closed-
loop stability, control techniques designed for operation at
sub-hourly times must take into account the inherent hetero-
geneous dynamics of the multiple components of the VPP.
This perspective contrasts with traditional slow-time scale
control techniques that update the control signals at an hourly
or daily rate, using only the steady-state characteristics of
the DERs to solve an optimization problem for economic
dispatch [89], [94].

While conventional generation based on SMwith mechan-
ical inertia provides suitable resilience properties to the grid,
low-inertia VPPs may lack such intrinsic robustness, and
therefore require dynamic control techniques that can emu-
late, compensate, or replace the role of inertia. The dynamic
analysis of VPPs becomes even more crucial given the non-
linear dynamics of the IBRs that are used to facilitate their
control. Here, the term IBR is applied to any power generating
element with a power electronics unit as an interface to the
grid. In the absence of inertial response, it becomes crucial
to integrate the converter dynamics into the design of the
control system of the VPPs [95]. Moreover, the dynamic
model of the VPPs used for the purpose of feedback control
will depend on the services that are offered to the ISO, or to
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FIGURE 6. Control Framework of Virtual Power Plants. The integration of physical layers and digital layers leads to a closed-loop
system with hybrid dynamics.

the coordination of several IBRs in a network. In this regard,
the models fitting the time-scale of the stability analysis of a
Technical VPP might differ from those used for the control
of a Commercial VPP [38], [96]. To further emphasize the
dynamic nature of VPPs, the concept of Dynamic Virtual
Power Plants (DVPPs) was formalized in [40], where the
authors also introduced a conceptual framework for pre-
scribing strategies that do not necessarily comply with con-
ventional hierarchical control structures for frequency and
voltage regulation. The mathematical models used for the
purpose of control design and analysis can be generated
via first principles, and are usually further simplified to
obtain linear models suitable for traditional multi-variable
control theory for discrete-time, continuous-time, or hybrid
dynamical systems [97]; see Figure 6. In this survey paper,
we give particular attention to the roles of Wind Turbines
(WTs), Photo-voltaic Generators (PVGs), and ESSs in VPPs,
since these technologies have achieved higher maturity levels
in terms of standardization [98], [99] and implementation
[39], [100], [101], [102], [103], [104], [105], [106], [107],
[108], [109], [110].

In the following sections, we review different fast-time
scale control techniques in VPPs, as well as some of their
main advantages and limitations.

III. CONTROL SYSTEMS FOR VIRTUAL POWER PLANTS
The operation of DERs and loads in a VPP requires control
schemes able to appropriately address the different dynamic
requirements and objectives in the grid. These objectives
include maintaining voltage and frequency stability and reg-
ulation, plug-and-play capabilities and fault management,
optimal load shedding, synchronization, and real-time opti-
mization, to name just a few [111], [112]. The objectives

FIGURE 7. Hierarchical control levels for VPPs in connected mode.

follow a hierarchical structure set by the different elements
of the VPP, as well as local standards or guidelines, e.g.,
IEC/ISO62264 standards [113], or guidelines given byNERC
in case ofNorthAmerica [56]. The hierarchical objectives can
also define a hierarchical structure for the different control
systems used in the VPP, see [75], [114], [115], and [116].
Other non-hierarchical control structures, particularly those
focused on providing ancillary services, follow a transver-
sal architecture that seeks to compress the time scales of
the system. In the following, we describe in detail both
classifications.

A. HIERARCHICAL CONTROL
The hierarchical nature of the operational objectives of the
VPPs define also a hierarchical structure for the control
systems. Figure 7 shows the three hierarchical operational
objectives and control levels that are most commonly studied
in the literature, [94], [117], [118], [119], [120], [121], [122].
This hierarchical architecture can also be used for the incor-
poration of other particular economic, technical, or environ-
mental objectives, which set the participation of the VPP

VOLUME 11, 2023 20565



D. E. Ochoa et al.: Control Systems for Low-Inertia Power Grids: A Survey on Virtual Power Plants

FIGURE 8. Control scheme of a grid-side converter. Solid lines represent
power connections, dashed lines represent signal connections.

within a particular energy market. The economic objectives
might be achieved via real-time pricing, critical-peak pricing,
time-of-use rates, or incentive-based demand. The environ-
mental objectives might include an operation of the grid
with lower emissions to meet environmental targets set by
regulatory schemes. Similarly, the technical objectives might
include optimizing the network operation by minimizing
power losses, regulating voltage and frequency variations,
and improving power quality [13], [18], [51], [75], [76], [77].

The dynamic analysis of a VPP and its DERs usually
employs models that explicitly incorporate power electronic
interfaces [123]. The interconnection and operation of the
resulting IBRs are standardized by, e.g., IEEE P2800 [124]
or the Commission Regulation (EU) 2016/631 [125]. In the
literature, they are usually modeled as voltage or current
sources. The IBRs usually have one current control loop and
one voltage control loop, constituting an additional level in
the hierarchical control structure. Different works [93], [126],
[127], [128] analyze the effect of the control system on the
performance of the IBR under a sudden event. Hence, in this
paper, we couple the objectives of the internal control loops
of the converter with the traditional primary control (PC).
In the following sections, we adopt the hierarchical structure
of Figure 7 to review some of the control schemes commonly
found in the literature at the primary and secondary level,
as well as their applications in clusters of MGs and VPPs.
In the case of control for MGs, we focus exclusively on
the grid-tied or grid-connected operation since it is similar
to the operation of a VPP. Since in this paper our focus
is on the system’s medium and fast time scales, we do not
review results on tertiary control, economic dispatch, and
market/pricing-based control.

1) PRIMARY CONTROL
The main role of Primary control (PC) is to guarantee voltage
and frequency stability, as well as plug-and-play capabilities
via control at fast time scales. To control independent DERs
equipped with power electronic units, these energy resources
are usually modeled as AC voltage sources with low-output
impedance (in grid-forming operation), or as AC current
sources with high parallel impedance (in grid-following or
grid-feeding operation) [129], [130]. A detailed review of the

power electronics hardware and the different topologies used
to connect DERs can be found in [131], [132], and [133].

In Figure 8, we show a common control scheme for a
grid-side converter unit with an inductor-capacitor-inductor
(LCL) filter, which can also be substituted by purely inductive
(L) or inductor-capacitor (LC) filters. In this scheme, the
controller receives feedback from the network via a Phase-
Locked Loop (PLL) (or another identification scheme [134])
that takes measurements from the PCC. Using these mea-
surements, a synchronous reference frame control is applied
to the system [97], [135]. Other approaches have also consid-
ered a stationary reference control or a natural frame control
[136], [137]. The reference generator block has two objec-
tives: 1) to act as the DC-link voltage control, and 2) to control
the reactive power. The inputs Pref and Qref, which set the
active and reactive power, respectively, are usually generated
by another control loop of the PC from information deliv-
ered by the Secondary control (SC) [127], [138]. The Power
Source may correspond to another RES, a DC/DC converter
unit, or even an AC grid with an HVDC coupling [139].
These elements are usually connected to another power elec-
tronics unit referred to as a machine-side converter. Such
types of converters are generally controlled via Maximum
Power Point Tracking (MPPT) schemes designed to optimize
the power extracted during the operation of the system via
model-free peak seeking schemes [140], [141]. Since grid-
side and machine-side converters are the two main control-
lable elements of IBRs, we summarize the main objectives
of both elements in Table 1. However, we note that other
classifications also exist in the literature [142].

a: CONTROL OF MACHINE-SIDE CONVERTERS AND
HETEROGENOUS RES IN VPPs
Different renewable power generation technologies can also
be combined in what is called a heterogenous RES. For
example, in [143], [144], [145], [146], [147], and [148] the
authors proposed a novel MPPT controller for systems that
incorporate wind and solar generation, as well as ESS. Specif-
ically, in [143] the authors considered a control architecture
based on an EMS for the power balance, and an Interline
Unified power quality conditioner (IUPQC) to compensate
disturbances. In [144], the authors introduced a coordination
strategy for a WT equipped with a Model-Predictive Control
(MPC), a PVG with an MPPT-based controller, and a Battery
Storage Unity (BSU) with bi-directional control. Similarly,
the work [145] presents an EMS that allows the smooth
charge and discharge of a BSU and a Supercapacitor Bank
(SCB). In [146], the authors considered a double integral
sliding-mode based controller [149, Ch.14.1] for a WT and a
PVG, achieving MPPT for both generators, DC-link voltage
regulation, and smooth power transfer to the network. The
sliding-mode controller is able to reject disturbances, but it
might suffer from chattering, which can be detrimental for
the mechanical components of the system. In [147], every
feedback loop from the machine-side converter and the grid-
side converter has a sliding-mode controller.
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TABLE 1. Common control objectives for converters in IBRs.

b: CONTROL OF GRID-SIDE CONVERTERS IN VPPs
To meet the objectives of the grid-side converter of the IBR,
described in Table 1, the current control (i.e., the inner-loop
in Figure 8) and the voltage control (i.e., the outer-loop in
Figure 8) play critical roles. The current control is responsible
for the power quality at the PCC, and also for maintaining
the current within the admissible values at all times. On the
other hand, the voltage control is designed for balancing
the power flow. The design of these two controllers can be
done independently or in tandem. However, their structure
depends on the operating frame. As shown in Figure 8, under
a dq−frame [97] it is common to implement a Proportional-
Integral (PI) controller with transfer function given byC(s) =

Kp+
Ki
s , whereKp,Ki ∈ R>0 are tunable gains. In some cases,

these controllers can be improved using cross-coupling terms
and voltage feed-forward, as in [137].

On the other hand, under the stationary reference
frame [150], the three-phase currents are transformed to
alpha-beta currents, and a typical controller is given by a
Proportional-Resonant (PR), which has transfer function of
the form C(s) = Kp +

Kis
s2+ω2 , where ω is the resonance

frequency of the controller [151]. Other works, have extended
the PR controllers using repetitive control schemes [152],
which are used to reject some of the harmonics of the res-
onance frequency.

Lastly, under the natural frame, where each individual
phase current is controlled separately, the standard control
techniques are Multiple-Input Multiple-Output (MIMO) PI
control or a PR control. In addition to the previous schemes,
hysteresis control, and dead-beat control are also common
nonlinear control schemes that emerge in all three operating
frames in the outer and inner loops. Hysteresis control usually
makes use of logicmodes and switchingmechanisms, leading
to a hybrid control system [42]. For a comprehensive study of
these schemes, we refer the reader to [137].

c: STATIC DROOP CONTROL IN VPPs
DERs participating in the power exchange of the grid can
support frequency stabilization. To achieve this task, the
devices can be equipped with a frequency-droop (f /P) con-
troller and a voltage-reactive power (V/Q) controller [153].
The standard static droop control for frequency and voltage
stabilization has the form:

ωi = −kp(Prefi − Pi) + ωref
i ,

Vi = −kq(Qref
i − Qi) + V ref

i , (2)

where kp, kq are tunable gains, ωi,Vi are the measured fre-
quency and the measured voltage amplitude of the i-th DER,

respectively, while ωref
i ,V ref

i are the nominal frequency and
nominal voltage amplitude of the network, respectively [154].
This static controller can also assist in the reduction of the
frequency nadir, but not necessarily in the reduction of the
ROCOF [136]. A well-known limitation of static droop con-
trol is that it might lead to emerging circulating currents
among the DERs in smaller networks where the assumption
of lossless lines does not hold [116]. This problem can be
addressed by incorporating virtual impedance [155] in the
traditional f /P-droop control. In [156], the authors improved
the performance of the droop controller by adding a virtual
damping that emulates the response of (1). In [157], the
standard V/Q-droop is replaced by a V̇/Q-droop scheme that
incorporates integral control. Furthermore, [158] considers
the incorporation of virtual impedance to improve perfor-
mance. Other approaches, such as [159] consider consensus-
based algorithms to dynamically update the value of kq,
taking into account the reactive power sharing in the network,
see [160] for a comprehensive review on reactive power shar-
ing. In [161], the authors incorporated a load change detection
mechanism to correct deviations that emerge when traditional
V/Q-droop control is used.

d: DYNAMIC DROOP CONTROL
The dynamic version of (2), called dynamic droop
control [162], [163], usually takes the form

dωi

dt
= −kp(Prefi − Pi) + kω(ωref

i − ωi),

dVi
dt

= −kq(Qref
i − Qi) + kV (V ref

i − Vi). (3)

where kω, kV are also tunable gains. The dynamic f /Q-droop
control seeks to recover the structure of (1) by emulating
inertia using dynamic damping. Variations of this approach
have been studied in [164] under the so-called VISMA
framework, in [165] using Virtual SMs, in [166] using Vir-
tual Synchronous Generators, and in [167] via Synchronous
Voltage Source Converters (VSCs). Dynamic droop control
can improve transient and steady-state behavior compared
to traditional static approaches. However, it might suffer
from robustness issues under noisymeasurements. To address
some of the limitations of the standard static and dynamic
droop controllers, in [168] the authors introduced the con-
cept of iDroop control, which borrows ideas from traditional
lead/lag feedback compensation. To further compensate for
large disturbances, an angle-frequency droop controller based
on the backstepping technique [149, Ch.14.3] was presented
in [169]. Other recent approaches based on data-driven tech-
niques and reinforcement learning have been investigated to
tune the parameters of the controllers [170]. We will further
discuss these techniques in Section IV-B.

e: OTHER PRIMARY CONTROL TECHNIQUES IN VPPs
Other control architectures typically used in VPPs take
advantage of the VSC model, and do not necessarily have
a droop-like structure for stabilization, or a P- or PI-type
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structure for the outer- and inner-loop of the inverter. Exam-
ples include robust state-feedback controllers designed via
H2 or H∞ tools [171], [172]. In [173], [174], [175],
[176], and [177], sliding mode control was used to handle
parameter uncertainty in the VSC. However, the advantages
of this approach are hindered by the unavoidable chattering
phenomena that emerges along the sliding surface in prac-
tical applications. Model Predictive Control MPC and other
model-based control approaches for VPPs and MGs have
also been studied in [178], [179], [180], [181], [182], [183],
and [184]. However, the advantages given by the explicit sat-
isfaction of constraints and the inherent optimality in the for-
mulation of MPC techniques usually comes at the expense of
high-computational requirements and having accurate plant
models for the purpose of prediction. To dispense with some
of these assumptions, Neural Networks (NNs) have also been
incorporated in differentMPC schemes in [185], [186], [187],
[188], [189], and [190]. Similar approaches based on
fuzzy control to approximate models and/or parameters
were recently studied in [191], [192], [193], [194], [195],
and [196].

The separation between PC and the internal control of
the DER devices relies on a time-scale separation prin-
ciple that allows to decouple the different control prob-
lems and schemes of the system, simplifying the analysis
and design. This simplification can usually be formalized
using singular perturbation tools [197]. However, it has been
observed that feedback control schemes based on this explicit
time-scale separation can lead to closed-loop systems with
sub-optimal transient performance [136]. This observation
highlights opportunities for the design and implementation of
unifying control strategies that take into account the explicit
control of the IBR, the PC, and even further up in the
hierarchy [198].

2) SECONDARY CONTROL
The main goal of SC is to remove frequency and voltage
deviations from the reference values of the VPP, which
may result from the implementation of PC techniques
[154], [199], [200]. In practice, secondary frequency regula-
tion is also known with the name of Automatic Generation
Control (AGC), which is often market-based; for more on
AGC in the context of general interconnected power systems
see [52]. Other functionalities of SC include power quality
assurance, loss reduction, and reactive power sharing [201].
In this section, we leverage the similarities between the con-
trol objectives for MGs in grid-connected mode, and the
control objectives of VPPs. Hence, we study SC techniques
that are transversal to both andMGs (in grid-connected mode
only), which, in general, tackle the problems of distributed
IBRs.

a: CENTRALIZED AND CLASSICAL CONTROL
SCHEMES IN VPPs
Ideally, the main role of SC is to achieve zero frequency
and voltage steady-state errors, while simultaneously

FIGURE 9. Secondary control topologies classified according to their
communication infrastructure.

guaranteeing stability and power delivery from the VPP to
the grid. Letting N := {1, 2, . . . ,N } denote the set of labels
for the DERs in the VPP, the main role of SC is to guarantee
the satisfaction of the following limits:

lim
t→tf

ωi(t) = ωref, lim
t→tf

Vi(t) = V ref (4a)

lim
t→tf

∑
i∈N

Pi(t) = Pref, lim
t→tf

∑
i∈N

Qi(t) = Qref, (4b)

for all i ∈ N , whereωi andVi represent frequency and voltage
measurements, Pi andQi denote the active and reactive power
currently generated by the i-th DER, tf ∈ R>0 is a future
(possibly unbounded) time, ωref and V ref are frequency and
voltage references, and Pref and Qref are power references
usually specified by the system operator of the grid to which
the VPP is connected.

Traditional SC strategies used for the control and coor-
dination of MAPS and multi-MG systems, often rely on
centralized topologies that require the measurements of all
the DERs in the VPP to fulfill the control goals in (4), see
[114], [202], [203]. For instance, [204] and [205]
use cascades of fractional-order Proportional-Integral-
Derivative (PID) controllers with parameters tuned through
optimization-based techniques to obtain centralized con-
trollers capable of reducing frequency deviations in multi-
microgrid linear systems. Other existing approaches employ
a centralized architecture and projected-gradient methods for
energy distribution systems [206], [207], or consider Linear-
Quadratic Regulator (LQR) controllers and energy storage
devices [208] to satisfy the SC requirements. However, these
approaches can conflict with the inherently distributed gener-
ation paradigm of VPPs. Moreover, since a central controller
constitutes a common point of failure in the operation of
the DERs, centralized implementations usually lack suitable
robustness properties under the influence of disturbances
affecting the communication interface or the controller com-
putational node [209].

b: MULTI-AGENT CONTROL SCHEMES IN VPPs
To overcome the limitations and fragility of centralized
techniques, several alternatives that leverage improvements
in communication and measurement infrastructure have
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been proposed in the last two decades for distributed SC,
e.g., [111], [201], [202], [210], [211], and [212]. Among the
different distributed control approaches, most of the tech-
niques are developed in the context of Multi-Agent Systems
by leveraging tools from graph theory [213]. Using this for-
mulation, each of the DERs in the VPP is modeled as an
agent with individual physical dynamics and computational
capabilities. Each agent can communicate with other neigh-
boring agents to cooperatively fulfill the objectives in (4).
Under this formulation, the i-th DER with state variable xi ∈

Rni , capturing its relevant physical information (frequency
dynamics, power dynamics, etc), and subject to a control
input ui ∈ Rmi , can be modeled by the following continuous-
time dynamical system

ẋi = Aixi + Biui + Difi (t, xi,ui)

yi = Cixi,

where Ai ∈ Rni×ni and Bi ∈ Rni×mi describe the linear part of
the dynamics, Di ∈ {0, 1} is used to indicate whether or not
the nonlinear part of the dynamics fi : R≥0×Rni×Rmi → Rni

is to be considered for the control design, and Ci ∈ Rl×ni is
a suitable matrix that ‘‘extracts’’ the output variables yi ∈ Rl

to be synchronized to the reference values by the distributed
SCs strategies.

In the context of VPPs, of particular interest are consensus-
based distributed SC techniques, which implement control
laws of the form

ui = −ki(s)
∑
j∈N

αij
(
yj(t) − yi(t)

)
,

where ki(s) is a dynamic controller, and the coefficients αij ∈

R≥0 for all i, j ∈ N are the elements of the adjacency matrix
of a graph G representing the communication infrastructure.
In thismodel,αij ̸= 0whenever there is a communication link
that allows the output variables yi and yj to be shared between
the i-th and j-th DERs. These techniques have been shown
to attain suitable robustness properties under communication
delays, and have also gained widespread adoption due to their
relatively simple implementation, see [214], [215], [216],
[217], [218], [219], and [220].

Despite the stability and performance benefits that a dis-
tributed approach for SC can bring to the table, there are
still some fundamental downsides in their implementation
for complex or large-scale VPPs. Indeed, as the number
of DERs in VPP increases, data transmission in the com-
munication infrastructure used for control will likely grow,
and the communication bandwidth will eventually be lim-
ited [221], [222]. Hence, multiple alternatives have emerged
to reduce the message exchange frequency and to efficiently
use the communication infrastructure while simultaneously
maintaining system stability and performance. Among these
alternatives, decentralized SC proposes to dispense with the
usage of the communication infrastructure by making use of
additional wash-out filters to complement PC [223], [224].
Other approaches are based on estimation methods imple-
mented by a DER to predict the behavior of other DERs in

the VPP [225], [226]. Nevertheless, the implementation of
these methods will come at the expense of an increment in
the local computational requirement of each DER. Moreover,
additional elements and computational blocks can introduce
disturbances in the form of estimation errors that can reduce
the performance of the control strategies. Figure 9 shows a
set of schemes comparing how centralized, distributed, and
decentralized SC make use of the underlying communica-
tion infrastructure of the VPP. As depicted in the figure,
the existence of an underlying communication infrastructure
is fundamental for the practical realization of SC in both
the centralized and distributed architectures. At the lowest
level, this infrastructure is responsible for the transmission
of references to local controllers at the DER level, as well
as for the exchange of information between the different
devices, such that regulation of frequency and voltage can be
achieved at the VPP level. Aiming to study and standardize
the communication and information requirements of VPPs,
recent works have employed the IEC 68150 standard that
defines communication protocols for intelligent electronic
devices at electrical substations. For more information on the
communication infrastructure needed for the implementation
of VPPs, we refer the reader to references [115], [227], [228].

c: EVENT-TRIGGERED, SAMPLED-DATA, AND HYBRID
CONTROL IN VPPs
As an alternative to traditional controllers that continu-
ously update the values of the control signals, sampled-
data and event-triggered control schemes can be used to
mitigate the unnecessary usage of communication and com-
putational resources. In sampled-data control, the plant is
interconnected with the digital controller via a sampler/
zeroth-order hold mechanism [229]. On the other hand,
in event-triggered control, the control action is updated only
when a particular triggering condition is satisfied by the
system [230], [231], [232]. For example, in [233], the authors
proposed a method to redispatch IBRs according to a feed-
forward command signal which is constructed through active
monitoring of significant power imbalances in the system.

A key challenge in the implementation of event-triggered
control is to rule out the emergence of an infinite number
of control updates in a finite period of time, a phenomenon
known as Zeno behavior [23], [234], and which prevents
the practical implementation of algorithms. To avoid this
issue, the controllers should be designed to guarantee a min-
imum inter-event time between updates of the controller.
This task is not trivial, and it has been shown that Zeno
behavior can emerge even in the presence of arbitrary small
disturbances if the event-triggering condition is not properly
designed [234]. Works that addressed these issues in SC for
MGs under disturbances were recently studied in [235]. Other
approaches to avoid Zeno behavior involve the incorporation
of time regularizations via periodic timers that enforce a
short minimum inter-event time between execution times of
the controller. All these algorithms have a common feature:
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they combine continuous-time dynamics and discrete-time
dynamics, leading to hybrid dynamical systems (HDS)
[236], [237], [238], [239], which can bemodeled in a unifying
way via the following equations:

x ∈ C, ẋ = f (x,u), (5a)

x ∈ D, x+
= g(x,u). (5b)

In (5), the set C , called the flow set, describes the points in
the space where the system is allowed to evolve according to
the differential equation (5a). Similarly, the set D, called the
jump set, describes the points in the space where the system
can jump according to the recursion (5b) [23], [42]. This
type of model has been used in the context of power systems
and MG control in [235], [240], [241], [242], and [243].
VPPs, with their physical devices connected and controlled
via software-based algorithms, can be seen as natural HDS.
One of the main challenges of working with HDS of the form
(5) is to guarantee that the mathematical model appropriately
captures the behavior of the system under arbitrarily small
disturbances, a property that is intrinsic to continuous-time
ODEs [149, Ch. 3] and discrete-time recursions [244] with
a continuous right-hand side, but which does not necessarily
extend to systems with hybrid dynamics [23, Ch. 7] unless
suitable conditions are imposed on the sets C andD. Stability
and robustness analyses of hybrid controllers and hybrid
closed-loop systems can be carried out by working with
hybrid time domains to parameterize the evolution in time of
the solutions of the system, see Figure 10. This feature makes
the framework of [23] very appealing for the study of control
and optimization techniques in VPPs, for which stability and
robustness guarantees are desirable properties that are not
easy to certify. Moreover, it has been shown that advanced
hybrid controllers, such as reset control [245], [246], syner-
gistic hybrid control [247], and switching control [248], can
overcome fundamental transient and steady state limitations
of traditional smooth linear controllers. The development and
implementation of hybrid and nonsmooth controllers in VPPs
offer exciting research opportunities to achieve performance
levels that are unattainable via traditional techniques. For
example, in [249] the authors showed that power grids with
different rotational (low) inertia regimes could be modeled as
hybrid systems switching between a finite number of discrete
modes. Controllers for such systems can be systematically
designed using Lyapunov-based methods [248].

d: STOCHASTIC HYBRID SYSTEMS FRAMEWORK IN VPPs
The dynamic operation and control of VPPs are heavily
influenced by the behavior of the loads and the RESs, which,
in general, are time-varying and non-deterministic [250].
While the stochastic load behavior in power systems is
usually approximated via Gaussian processes [251], [252],
it has been argued that this approach might not be ideal in
VPPs, where the number of individual loads is small com-
pared to traditional grids, thus reducing the applicability of
the central limit theorem to justify Gaussian system-level

FIGURE 10. Mathematical time domains of solutions of continuous-time,
discrete-time, and hybrid dynamical systems. For VPPs with explicit
modeling of continuous-time dynamics (e.g., physics) and discrete-time
dynamics (e.g., digital elements), hybrid systems offer a suitable
mathematical framework for the purpose of analysis and design of
control and optimization algorithms.

approximations. Indeed, in [250] the authors argue that an
appropriate characterization of the load behavior in micro-
grids should be based on large-signal transient events occur-
ring at random intervals. This behavior naturally leads to
dynamical systems with stochastic ‘‘jumps’’. General sys-
tems exhibiting these features are called stochastic hybrid
dynamical systems (SHDS) [253], and similarly to (5) they
can be written as

x ∈ C, dx = f (x) + B(x)dw (6a)

x ∈ D, x+
= g(x, ν+), (6b)

where (6a) describes a stochastic differential equation driven
by Brownian motion, and (6b) corresponds to a difference
equation with ν acting as a place holder for a sequence of
i.i.d. random inputs defined in the same probability space
as w. As shown in [254], models of the form (6) are fairly
general and they cover a variety of stochastic hybrid systems
that commonly emerge in engineering systems. Most of the
existing results in VPPs using stochastic models have focused
on economic dispatch problems [255], [256]. However, as the
set of analytical tools for the study of SHDS of the form
(6) is further developed, we expect to see more realistic
mathematical models of VPPs that incorporate the natural
stochastic and non-smooth behaviors in the fast dynamics of
the closed-loop system.

B. CONTROL FOR ANCILLARY SERVICES MARKETS
In the previous section, we discussed the different model-
ing and control frameworks that emerge in the hierarchical
control structure described in Figure 7, with an emphasis
on Primary Control and Secondary Control. In this section,
we briefly review other non-hierarchical control structures for
VPPs and grid-connectedMGs, which typically emerge in the
context of ancillary services. Such services are fundamental
to maintain the stability and integrity of the power grid. They
might include frequency control at primary, secondary, or ter-
tiary level, voltage support, compensation of active power
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losses, black start, system coordination, and balance group
management, among others [257].

The fast transient properties of the DERs generate new
opportunities to provide different services like voltage or
frequency support in either nominal or emergency operation
of the grid [258], [259]. However, such services should be
provided while avoiding injecting oscillations in the system
due to low inertia [60]. For example, in [26] the authors
propose a novel multivariable control method to provide
fast frequency and voltage control. The approach employs
an optimal adaptive control strategy that is able to man-
age internal constraints in the devices, additionally handling
temporal variability related to weather and external distur-
bances. In [25], DERs are coordinated to achieve two of the
main goals of the System Operator (SO): Frequency Contain-
ment Reserve (FCR) and Fast Frequency Response (FFR).
In this work, the controllers of the devices are synergistically
designed to achieve a prescribed dynamic performance via
model matching at high and low frequencies, overcoming
some of the fundamental limitations of traditional generation
mechanisms. An LQR-based FFR controller with tunable vir-
tual inertia was designed in [260]. In [261], a control strategy
for Doubly Fed Induction Generator (DFIG)-based WTs is
implemented. Even though this control is applied to the rotor
current controller of theWT, it is able to provide Low-Voltage
Ride-Through capabilities (LVRT), which are important for
the resilience of the grid. In [262], the authors introduced a
multi-stage voltage support optimization method to stabilize
voltage, current, and power. In [263], a new algorithm is
introduced to provide the maximum positive sequence volt-
age boost during a fault of the grid, while simultaneously
minimizing voltage unbalance. The problem of coordinating
a group of MGs to provide ancillary services is thoroughly
review in [264], highlighting the different existing architec-
tures, as well as some of the most common communication
protocols. The concept of Active Distribution Grid (ADG)
is studied in [265] in the context of ancillary services for
frequency control. In the context of voltage support, ADGs
are also studied in [266] and [267].

IV. NEW PERSPECTIVES FOR VPPs
In this section, we discuss some of the research areas and open
problems that emerge in the control of VPPs.

A. GRID FORMATION IN VPPs
The increasing number of RESs connected to the grid will
eventually lead to power systems with frequency and volt-
age signals that are not mainly driven by SMs, but rather
by DERs [138], [268]. In this grid-forming scenario, DERs
should also support the stability properties of the grid during
both nominal and emergency operations. In grid-forming
mode, DERs have been studied as Virtual Synchronous Gen-
erator (VSG) for which a variety of control techniques have
been proposed in the see [269].

For VPPs, the grid-formation perspective has been inspired
by works on MG control operating in islanded mode. A com-
prehensive review of PC techniques for islanded MGs is pre-
sented in [270]. In [271], it was shown that wind energy plants
equipped with doubly fed induction generators can achieve
excellent grid forming and grid supporting capabilities using
stator flux control with droops for frequency and magnitude.
The idea of adaptive dynamic participation factors was pre-
sented in [272] to design grid-forming controller for dynamic
virtual power plants. The approach can be used to achieve
voltage or frequency control, and it can update the parameters
of the controller in real-time to cope with potentially time-
varying capacity limits in the devices. In [273], the authors
introduced an FFR controller based on MPC for the coordi-
nation of multiple DERs. Compared to previous techniques,
the approach is shown to reduce the frequency nadir and
ROCOF. Recent works have also studied the application of
reinforcement learning techniques to adjust the power set
points of each DER in a MG, aiming to maintain the fre-
quency in acceptable operational ranges [274]. The control
policy was trained using data generated from simulations that
incorporate disturbances at arbitrary buses in the system, thus
providing appealing robustness guarantees. Finally, a grid-
forming framework for VPPs with online tunable inertia was
presented in [275]. The approach incorporates a real-time
optimization method to update the parameters of the inverters
in an online fashion.

B. ADAPTIVE AND DATA-ENABLED METHODS IN VPPs
The growing penetration of DERs into the power grid calls
for novel control methodologies able to address the fragility
and lack of robustness that can emerge in power systems
with low inertia. As a potential solution to some of these
challenges, the framework of VPPs could further benefit
from recent advances in control, optimization, and learning
algorithms [276], [277]. Model-free and adaptive control
techniques can be particularly useful in systems with high
levels of uncertainty and might require real-time re-tuning
of parameters based on the current operating conditions of
the generators and the grid, see for example [49], [278].
For these types of adaptive dynamics, which usually rely on
‘‘exploration vs exploitation’’ paradigms, safety mechanisms
are critical to guarantee that the exploration always takes
place in admissible operational regions [279], [280]. Such
safety mechanisms can be designed via projections [278],
barrier functions [281], safety filters [282], or switching
dynamics [283], to name just a few examples. For decentral-
ized implementations, it will be fundamental to design robust
coordination techniques able to appropriately handle these
constraints, as well as delays, asynchronous communications,
infrequent measurements, and distributed data used for the
design of data-enabled controllers. Recent works have shed
light on how to appropriately allocate data in multi-agent
data-driven control systems via cooperative persistence of
excitation conditions [33], [284], [285]. Recent advances in
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adaptive strategies for VPPs based on robust control were
presented in [26]. A controller for VPPs based on the solu-
tion of real-time optimization problems was also studied
in [219]. We note that many traditional learning-based and
adaptive techniques have been shown to exhibit prohibitively
slow rates of convergence that difficult their implementa-
tion in practical applications. Recent works on nonsmooth
feedback control have been able to accelerate these rates of
convergence, and in some cases achieve finite-time [286] or
fixed-time [287] (practical) convergence, see [288]. The
development, analysis, and implementation of adaptive, fast,
and safe control algorithms for VPPs remain an active area of
research [289], [290].

C. AI & SOFT COMPUTING-BASED CONTROL OF VPPs
The development of computationally efficient data-driven
prediction and decision-making methods for VPPs has seen
increasing interest during the last years. Such methods, com-
monly referred to in the literature as soft-computing or
‘‘artificial intelligence’’ (AI)-based methods [291], are being
increasingly incorporated into feedback control loops in
energy systems [292], [293]. For example, machine learning
(ML), the leading exponent of data-driven techniques in prac-
tical applications, has been incorporated into VPPs for the
purpose of forecasting [28] and optimization [29]. Similarly,
deep-learning techniques were studied in [294] and [295]
for the solution of optimal market participation problems in
VPPs. A comprehensive survey paper on machine-learning
applications for VPP (mostly focused on tertiary control) is
presented in [29]. As mentioned in [29, pp. 15], the high
demand for labeled data to train ML models represents an
important limitation for ML techniques in VPPs with a high
number of components. These scalability issues could be
addressed via transfer learning methods, or by clustering
similar components and using a common ML model for
the purpose of prediction. A comprehensive review of ML
models for forecasting in VPPs is presented in [296]. Deep-
learning methods have also been used to improve the per-
formance of VPPs in frequency regulation markets [295].
In that work, it was shown that, in certain scenarios, deep
learning can reduce the uncertainty related to the compo-
nents of the VPP, including those inherent to wind turbines,
distributed generators, energy storage devices, and electric
vehicles, leading to a more effective participation in ancil-
lary service markets. Other data-driven techniques, such as
reinforcement learning (RL), have also received increasing
interest during the last years [297]. In particular, as mentioned
in [297], frequency regulation and voltage control techniques
based on RL could serve as viable alternatives to model-
based methods in settings where the models of the system are
unavailable or too complex. In the context of VPPs, RLmeth-
ods have been mostly focused on economic dispatch [298],
demand response [299], and pricing problems [300]. Novel
RL techniques for frequency regulation in VPPs have been
recently studied in [301] and [302]. Adversarial training of

RL schemes were recently studied in [303] to improve the
robustness properties of controllers in power grids. Overall,
the systematic incorporation of AI-based techniques in the
control and operation of VPPs, with stability, robustness, and
transient guarantees, is still in its infancy.

D. VPPs AS COORDINATED MULTI-AGENT HYBRID
DYNAMICAL SYSTEMS
While the idea behind a VPPs is to create ‘‘software-
based’’ clusters of DERs to achieve higher flexibility and
efficiency in the grid, the physics-based dynamics of the
generators controlled by this software will necessarily lead
to closed-loop systems that combine continuous-time and
discrete-time dynamics. Indeed, temporal dynamics of DERs
are usually modeled as ordinary (or partial) differential equa-
tions derived from first principles. On the other hand, control,
communication and coordination algorithms implemented
over digital infrastructure will necessarily be characterized by
discrete-time recursive algorithms. The interaction between
physical and digital components naturally leads to cyber-
physical systems with hybrid dynamics [304], [305]. More-
over, since VPPs are also decentralized architectures, their
overall dynamics can be modeled as multi-agent hybrid
dynamical systems (MA-HDS) [306]. Such systems can
exhibit intricate behaviors that do not emerge in standard
purely continuous-time and purely discrete-time systems,
or in single-agent hybrid systems of the form (5). In fact,
when multiple individual hybrid systems are interconnected,
the emerging behavior of the new networked (hybrid) system
can be drastically different from the behavior of the individual
components due to, among others, the asynchrony of the
jumps, the presence of delays in the communication network,
and the emergence of new feedback loops with dynamic
behaviors highly dependent on the communication topology
of the network, see Figure 11. In some situations, this can
lead to instability of decentralized implementations of con-
trollers designed under a synchrony assumption. For exam-
ple, in [307] the authors showed that standard multi-variable
discrete-time controllers can be destabilized under arbitrarily
small disturbances once they are implemented over decen-
tralized cyber-physical infrastructure. This instability issues
usually do not emerge in continuous-time models of VPPs,
see [308]. A solution to this problem was proposed in [307]
using pre-jump sampling control (PJSC), which makes use
of decentralized local sampling mechanisms and synchro-
nization techniques implemented by each of the agents to
guarantee robust stability properties of overall network [309].
PJSC is inspired by zero-cross detection mechanisms widely
used for the simulation of systems with boundary decisions
that are sets of measure zero. Extensions of PJSC to game the-
oretic problems have also been considered in [310] and [311].
Multi-agent hybrid controllers have also been studied in [312]
to implement event-triggered strategies in energy internet
systems. In [313], the authors showed that coordinated
distributed control can improve the short-term transient
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FIGURE 11. VPPs can be seen as multi-agent interconnected hybrid
systems exhibiting complex dynamic behaviors that significantly differ
from those emerging from their individual components.

performance of VPPs. The approach incorporated stochastic
disturbances acting on the loads, wind speed, and solar irra-
diance. For a survey on multi-agent control of modern power
systems we refer the reader to [314].

V. CONCLUSION
VPPs are modern energy management systems that aim to
tackle the multidisciplinary nature of some of the challenges
that arise from the integration of RESs into the power grid.
In this survey paper, we reviewed the main challenges that
emerge in power systems with high penetration of renew-
ables, andwe surveyed the different emergingmodels, control
techniques, and hierarchical architectures that are most com-
monly used for the real-time operation of VPPs. In particular,
we focused on the dynamic nature of the different compo-
nents that comprise a VPP in the sub-hourly time scales.
The software-based component of a VPP, combined with the
physics- based components of the power grid, make VPPs
prominent examples of cyber-physical systems, where both
continuous-time and discrete-time dynamics play prominent
roles in the stability and transient properties of the system.
We discussed this interpretation, as well as several open
research problems and potential research directions that could
contribute to the development and deployment of autonomous
VPPs.
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ACRONYMS
ADG Active Distribution Grid.
AGC Automatic Generation Control.
BSU Battery Storage Unity.
DER Distributed Energy Resource.
DSO Distribution System Operator.
EMS Energy Management System.
ESS Energy Storage System.
FCR Frequency Containment Reserve.
FFR Fast Frequency Response.
IBR Inverter-Based Resource.
ISO Independent System Operator.
LQR Linear-Quadratic Regulator.
MAPS Multi-Area Power System.
MG Microgrid.
MIMO Multiple-Input Multiple-Output.
MPC Model-Predictive Control.
MPPT Maximum Power Point Tracking.
NN Neural Network.
PC Primary control.
PCC Point of Common Coupling.
PI Proportional-Integral.
PID Proportional-Integral-Derivative.
PLL Phase-Locked Loop.
PR Proportional-Resonant.
PVG Photo-voltaic Generator.
RES Renewable Energy Source.
ROCOF Rate-Of-Change-Of-Frequency.
SC Secondary control.
SCB Supercapacitor Bank.
SM Synchronous Machine.
SO System Operator.
VPP Virtual Power Plant.
VSC Voltage Source Converter.
VSG Virtual Synchronous Generator.
WT Wind Turbine.

REFERENCES
[1] N. Modi and R. Yan, ‘‘Low inertia power systems: Frequency response

challenges and a possible solution,’’ in Proc. Australas. Universities
Power Eng. Conf. (AUPEC), Sep. 2016, pp. 1–6.

[2] Q. Hong, M. A. U. Khan, C. Henderson, A. Egea-Àlvarez, D. Tzelepis,
and C. Booth, ‘‘Addressing frequency control challenges in future low-
inertia power systems: A great Britain perspective,’’ Engineering, vol. 7,
no. 8, pp. 1057–1063, Aug. 2021.

[3] J. Chen, M. Liu, F. Milano, and T. O’Donnell, ‘‘100% converter-
interfaced generation using virtual synchronous generator control: A case
study based on the Irish system,’’ Electr. Power Syst. Res., vol. 187,
Oct. 2020, Art. no. 106475.

[4] B. Kroposki, B. Johnson, Y. Zhang, V. Gevorgian, P. Denholm,
B.-M. Hodge, and B. Hannegan, ‘‘Achieving a 100% renewable grid:
Operating electric power systems with extremely high levels of variable
renewable energy,’’ IEEE Power Energy Mag., vol. 15, no. 2, pp. 61–73,
Mar./Apr. 2017.

[5] EPA—Office of Policy, Inventory of US Greenhouse Gas Emissions and
Sinks: 1990–2020, document EPA-430-R-22-03, United States Environ-
mental Protection Agency, Washington, DC, USA, 2020.

[6] T. Stehly and P. Duffy, ‘‘2020 cost of wind energy review,’’ Nat. Renew.
Energy Lab. (NREL), Golden, CO, USA, Tech. Rep. NREL/TP-5000-
81209, 2021.

VOLUME 11, 2023 20573



D. E. Ochoa et al.: Control Systems for Low-Inertia Power Grids: A Survey on Virtual Power Plants

[7] D. Feldman, V. Ramasamy, R. Fu, A. Ramdas, J. Desai, and R. Margolis,
‘‘Us solar photovoltaic system and energy storage cost benchmark:
Q1 2020,’’ Nat. Renew. Energy Lab. (NREL), Golden, CO, USA,
Tech. Rep. NREL/TP-6A20-77324, 2021.

[8] Renewable Electricity Futures Study, NREL, Golden, CO, USA, 2021.
Accessed: Mar. 8, 2022.

[9] Monthly Energy Review Table2. A, January 2022 and Electric
Power Monthly, U.S. Energy Inf. Admin., Washington, DC, USA,
Feb. 2022.

[10] S. Nalley and A. LaRose, ‘‘Annual energy outlook 2022 (AEO2022),’’
Energy Inf. Agency, Washington, DC, USA, Tech. Rep., 2022.

[11] S. F. Kennedy and B. Rosen, ‘‘The rise of community choice aggregation
and its implications for California’s energy transition: A preliminary
assessment,’’ Energy Environ., vol. 32, no. 2, pp. 262–280, Mar. 2021.

[12] Hybrid Energy Systems: Opportunities for Coordinated Research, U.S.
Department of Energy (DOE), National Renewable Energy Laboratory,
Golden, CO, USA, 2021.

[13] H. Saboori, M. Mohammadi, and R. Taghe, ‘‘Virtual power plant (VPP),
definition, concept, components and types,’’ in Proc. Asia–Pacific Power
Energy Eng. Conf., Mar. 2011, pp. 1–4.

[14] T. Haines, F. Wilches-Bernal, R. Darbali-Zamora, and
M. Jimenez-Aparicio, ‘‘Flexible control of synthetic inertia in co-
located clusters of inverter-based resources,’’ in Proc. IEEE Power
Energy Conf. Illinois (PECI), Mar. 2022, pp. 1–6.

[15] M. Ahlstrom, A. Gelston, J. Plew, and L. Kristov, ‘‘Hybrid power
plants–flexible resources to simplify markets and support grid
operations,’’ Energy Systems Integration Group, Reston, VI, USA,
Tech. Rep., 2019.

[16] C. A. Murphy, A. Schleifer, and K. Eurek, ‘‘A taxonomy of systems that
combine utility-scale renewable energy and energy storage technologies,’’
Renew. Sustain. Energy Rev., vol. 139, Apr. 2021, Art. no. 110711.

[17] Clusters of Flexible PV-Wind-Storage Hybrid Generation (Flexpower),
G. M. L. Consortium.

[18] D. Pudjianto, C. Ramsay, and G. Strbac, ‘‘Virtual power plant and system
integration of distributed energy resources,’’ IET Renew. Power Gener.,
vol. 1, no. 1, pp. 10–16, Mar. 2007.

[19] P. Asmus, ‘‘Microgrids, virtual power plants and our distributed energy
future,’’ Electr. J., vol. 23, no. 10, pp. 72–82, Dec. 2010.

[20] M. Soshinskaya,W. H. J. Crijns-Graus, J.M. Guerrero, and J. C. Vasquez,
‘‘Microgrids: Experiences, barriers and success factors,’’ Renew. Sustain.
Energy Rev., vol. 40, pp. 659–672, Dec. 2014.

[21] S. Awerbuch and A. Preston, The Virtual Utility: Accounting, Technol-
ogy & Competitive Aspects of the Emerging Industry, vol. 26. Cham,
Switzerland: Springer, 2012.

[22] J. C. Sarmiento-Vintimilla, E. Torres, D. M. Larruskain, and
M. J. Pérez-Molina, ‘‘Applications, operational architectures and
development of virtual power plants as a strategy to facilitate the
integration of distributed energy resources,’’ Energies, vol. 15, no. 3,
p. 775, Jan. 2022.

[23] R. Goebel, R. G. Sanfelice, and A. R. Teel, Hybrid Dynamical Systems:
Modeling, Stability, and Robustness. Princeton, NJ, USA: Princeton Univ.
Press, 2012.

[24] M. Almassalkhi, L. D. Espinosa, P. D. H. Hines, J. Frolik, S. Paudyal, and
M. Amini, ‘‘Asynchronous coordination of distributed energy resources
with packetized energymanagement,’’ inEnergyMarkets and Responsive
Grids, 2018, pp. 333–361.

[25] J. Bjork, K. H. Johansson, and F. Dorfler, ‘‘Dynamic virtual power
plant design for fast frequency reserves: Coordinating hydro and wind,’’
IEEE Trans. Control Netw. Syst., early access, Jun. 10, 2022, doi:
10.1109/TCNS.2022.3181553.

[26] V. Haberle, M. W. Fisher, E. Prieto-Araujo, and F. Dorfler, ‘‘Control
design of dynamic virtual power plants: An adaptive divide-and-conquer
approach,’’ IEEE Trans. Power Syst., vol. 37, no. 5, pp. 4040–4053,
Sep. 2022.

[27] O. Oladimeji, Á. Ortega, L. Sigrist, L. Rouco, P. Sánchez-Martín, and
E. Lobato, ‘‘Optimal participation of heterogeneous, RES-based virtual
power plants in energy markets,’’ Energies, vol. 15, no. 9, p. 3207,
Apr. 2022.

[28] P. MacDougall, A. M. Kosek, H. Bindner, and G. Deconinck, ‘‘Applying
machine learning techniques for forecasting flexibility of virtual power
plants,’’ in Proc. IEEE Electr. Power Energy Conf. (EPEC), Oct. 2016,
pp. 1–6.

[29] S. Sierla, M. Pourakbari-Kasmaei, and V. Vyatkin, ‘‘A taxonomy of
machine learning applications for virtual power plants and home/building
energy management systems,’’ Autom. Construct., vol. 136, Apr. 2022,
Art. no. 104174.

[30] H. J. van Waarde, C. De Persis, M. K. Camlibel, and P. Tesi, ‘‘Willems’
fundamental lemma for state-space systems and its extension to multiple
datasets,’’ IEEE Control Syst. Lett., vol. 4, no. 3, pp. 602–607, Jul. 2020.

[31] A. Bisoffi, C. De Persis, and P. Tesi, ‘‘Data-driven control via Petersen’s
lemma,’’ Automatica, vol. 145, Nov. 2022, Art. no. 110537.

[32] J. Coulson, J. Lygeros, and F. Dorfler, ‘‘Data-enabled predictive control:
In the shallows of the DeePC,’’ in Proc. 18th Eur. Control Conf. (ECC),
Jun. 2019, pp. 307–312.

[33] J. I. Poveda, M. Benosman, and K. Vamvoudakis, ‘‘Data-enabled
extremum seeking: A cooperative concurrent learning-based approach,’’
Int. J. Adaaptive Control Signal Process., vol. 35, no. 7, pp. 1–28, 2021.

[34] F. Dorfler, J. Coulson, and I. Markovsky, ‘‘Bridging direct and indirect
data-driven control formulations via regularizations and relaxations,’’
IEEE Trans. Autom. Control, vol. 68, no. 2, pp. 883–897, Feb. 2023.

[35] S. Sastry, M. Bodson, and J. F. Bartram, ‘‘Adaptive control: Stability,
convergence, and robustness,’’ J. Acoust. Soc. Amer., vol. 88, no. 1,
pp. 588–589, Jul. 1990.

[36] P. A. Ioannou and J. Sun, Robust Adaptive Control. North Chelmsford,
MA, USA: Courier Corp., 2012.

[37] M. Krstić, P. V. Kokotović, and I. Kanellakopoulos, Nonlinear and Adap-
tive Control Design. Hoboken, NJ, USA: Wiley, 1995.

[38] S. Impram, S. V. Nese, and B. Oral, ‘‘Challenges of renewable energy
penetration on power system flexibility: A survey,’’ Energy Strategy Rev.,
vol. 31, Sep. 2020, Art. no. 100539.

[39] H. Johlas, S. Witherby, and J. R. Doyle, ‘‘Storage requirements for
high grid penetration of wind and solar power for the MISO region of
North America: A case study,’’ Renew. Energy, vol. 146, pp. 1315–1324,
Feb. 2020.

[40] B. Marinescu, O. Gomis-Bellmunt, F. Dörfler, H. Schulte, and L. Sigrist,
‘‘Dynamic virtual power plant: A new concept for grid integration of
renewable energy sources,’’ 2021, arXiv:2108.00153.

[41] H. K. Khalil, Nonlinear Control, vol. 406. New York, NY, USA: Pearson,
2015.

[42] R. G. Sanfelice,Hybrid Feedback Control. Princeton, NJ, USA: Princeton
Univ. Press, 2021.

[43] J. T. Johnson, ‘‘Design and evaluation of a secure virtual power plant,’’
Sandia Nat. Lab. (SNL-NM), Albuquerque, NM, USA, Tech. Rep., 2017.

[44] A. Bernstein, ‘‘Final report for ARPA-E NODES ‘real-time optimization
and control of next-generation distribution infrastructure’ project,’’ Nat.
Renew. Energy Lab. (NREL), Golden, CO, USA, Tech. Rep., 2021.

[45] T. Kërçi, ‘‘Modelling and simulation of long-term dynamics in power
systems,’’ Tech. Rep., 2021.

[46] K. Heussen, M. Lind, and H. Niemann, ‘‘Control architecture modeling
for future power systems,’’ Ph.D. dissertation, 2011.

[47] G. Wen, X. Yu, W. Yu, and J. Lu, ‘‘Coordination and control of complex
network systemswith switching topologies: A survey,’’ IEEE Trans. Syst.,
Man, Cybern., Syst., vol. 51, no. 10, pp. 6342–6357, Oct. 2021.

[48] K. W. Hedman, S. S. Oren, and R. P. O’Neill, ‘‘A review of transmission
switching and network topology optimization,’’ in Proc. IEEE Power
Energy Soc. Gen. Meeting, Jul. 2011, pp. 1–7.

[49] H.M. Rouzbahani, H. Karimipour, and L. Lei, ‘‘A review on virtual power
plant for energy management,’’ Sustain. Energy Technol. Assessments,
vol. 47, Oct. 2021, Art. no. 101370.

[50] S. M. Nosratabadi, R. Hooshmand, and E. Gholipour, ‘‘A comprehensive
review on microgrid and virtual power plant concepts employed for dis-
tributed energy resources scheduling in power systems,’’ Renew. Sustain.
Energy Rev., vol. 67, pp. 341–363, Jan. 2017.

[51] N. Naval and J. M. Yusta, ‘‘Virtual power plant models and electricity
markets—A review,’’ Renew. Sustain. Energy Rev., vol. 149, pp. 1–13,
Jan. 2021.

[52] K. Peddakapu, M. R. Mohamed, P. Srinivasarao, Y. Arya, P. K. Leung,
and D. J. K. Kishore, ‘‘A state-of-the-art review on modern and future
developments of AGC/LFC of conventional and renewable energy-based
power systems,’’ Renew. Energy Focus, vol. 43, pp. 146–171, Dec. 2022.

[53] R. Khan, N. Islam, S. K. Das, S. M. Muyeen, S. I. Moyeen, M. F. Ali,
Z. Tasneem, M. R. Islam, D. K. Saha, M. F. R. Badal, H. Ahamed, and
K. Techato, ‘‘Energy sustainability–survey on technology and control
of microgrid, smart grid and virtual power plant,’’ IEEE Access, vol. 9,
pp. 104663–104694, 2021.

20574 VOLUME 11, 2023

http://dx.doi.org/10.1109/TCNS.2022.3181553


D. E. Ochoa et al.: Control Systems for Low-Inertia Power Grids: A Survey on Virtual Power Plants

[54] P. Kundur, Power System Stability and Control. New York, NY, USA:
McGraw-Hill, 1994.

[55] B. Tan, J. Zhao, M. Netto, V. Krishnan, V. Terzija, and Y. Zhang,
‘‘Power system inertia estimation: Review of methods and the impacts
of converter-interfaced generations,’’ Int. J. Electr. Power Energy Syst.,
vol. 134, Jan. 2022, Art. no. 107362.

[56] Balancing and Frequency Control: Reference Document, NERC, Atlanta,
GA, USA, 2021. Accessed: May 15, 2022.

[57] A. Ulbig, T. S. Borsche, and G. Andersson, ‘‘Impact of low rotational
inertia on power system stability and operation,’’ IFAC Proc. Volumes,
vol. 47, no. 3, pp. 7290–7297, 2014.

[58] G.Misyris, S. Chatzivasileiadis, and T.Weckesser, ‘‘Zero-inertia systems:
Sufficient conditions for phasor modeling,’’ 2020, arXiv:2002.11209.

[59] Inertia and Rate of Change of Frequency (ROCOF), ENTSOE, Brussels,
Belgium, 2020. Accessed: May 10, 2022.

[60] F. Milano, F. Dorfler, G. Hug, D. J. Hill, and G. Verbic, ‘‘Foundations and
challenges of low-inertia systems,’’ in Proc. Power Syst. Comput. Conf.
(PSCC), Jun. 2018, pp. 1–25.

[61] M. Paolone, T. Gaunt, X. Guillaud, M. Liserre, S. Meliopoulos, A. Monti,
T. Van Cutsem, V. Vittal, and C. Vournas, ‘‘Fundamentals of power
systems modelling in the presence of converter-interfaced generation,’’
Electr. Power Syst. Res., vol. 189, Dec. 2020, Art. no. 106811.

[62] Reliability Frameworks Review, Australian Energy Market Commission,
Sydney, NSW, USA, 2018.

[63] M. Bryant, R. Ghanbari, M. Jalili, P. Sokolowski, and L. Meegahapola,
‘‘Frequency control challenges in power systems with high renew-
able power generation: An Australian perspective,’’ RMIT Univ.,
Tech. Rep., 2019.

[64] J. Fang, H. Li, Y. Tang, and F. Blaabjerg, ‘‘On the inertia of future more-
electronics power systems,’’ IEEE J. Emerg. Sel. Topics Power Electron.,
vol. 7, no. 4, pp. 2130–2146, Dec. 2019.

[65] P. Tielens and D. Van Hertem, ‘‘The relevance of inertia in power sys-
tems,’’ Renew. Sustain. Energy Rev., vol. 55, pp. 999–1009, Mar. 2016.

[66] P. Denholm, T. Mai, R. W. Kenyon, B. Kroposki, and M. O’Malley,
‘‘Inertia and the power grid: A guide without the spin,’’ Nat. Renew.
Energy Lab. (NREL), Golden, CO, USA, Tech. Rep., 2020.

[67] J. Schiffer, D. Zonetti, R. Ortega, A. M. Stanković, T. Sezi, and J. Raisch,
‘‘A survey on modeling of microgrids—From fundamental physics
to phasors and voltage sources,’’ Automatica, vol. 74, pp. 135–150,
Dec. 2016.

[68] S. Sen and V. Kumar, ‘‘Microgrid modelling: A comprehensive survey,’’
Annu. Rev. Control, vol. 46, pp. 216–250, Jan. 2018.

[69] M. Farrokhabadi, C. A. Canizares, J. W. Simpson-Porco, E. Nasr, L. Fan,
P. A. Mendoza-Araya, and R. Tonkoski, ‘‘Microgrid stability definitions,
analysis, and examples,’’ IEEE Trans. Power Syst., vol. 35, no. 1,
pp. 13–29, Jan. 2019.

[70] R. H. Lasseter, A. A. Akhil, C. Marnay, J. Stephens, J. E. Dagle,
R. T. Guttromson, A. S. Meliopoulous, R. J. Yinger, and J. H. Eto, ‘‘Inte-
gration of distributed energy resources: The CERTS microgrid concept,’’
CERTS, Tech. Rep., 2003.

[71] H. Zhou, S. Fan, Q. Wu, L. Dong, Z. Li, and G. He, ‘‘Stimulus-response
control strategy based on autonomous decentralized system theory for
exploitation of flexibility by virtual power plant,’’ Appl. Energy, vol. 285,
Mar. 2021, Art. no. 116424.

[72] Y. Sun, X. Hou, J. Lu, Z. Liu, M. Su, and J. M. Guerrero, ‘‘Overview
of microgrid,’’ in Series-Parallel Converter-Based Microgrids. Cham,
Switzerland: Springer, 2022, pp. 1–28.

[73] C. M. Colson and M. H. Nehrir, ‘‘A review of challenges to real-time
power management of microgrids,’’ in Proc. IEEE Power Energy Soc.
Gen. Meeting, Jul. 2009, pp. 1–8.

[74] E. Mojica-Nava, C. A. Macana, and Y. Quijano, ‘‘Dynamic population
games for optimal dispatch on hierarchical microgrid control,’’ IEEE
Trans. Syst., Man, Cybern., Syst., vol. 44, no. 3, pp. 306–317, Mar. 2014.

[75] T. L. Vandoorn, B. Zwaenepoel, J. D. M. De Kooning, B. Meersman,
and L. Vandevelde, ‘‘Smart microgrids and virtual power plants in a
hierarchical control structure,’’ in Proc. 2nd IEEE PES Int. Conf. Exhib.
Innov. Smart Grid Technol., Dec. 2011, pp. 1–7.

[76] N. Ruiz, I. Cobelo, and J. Oyarzabal, ‘‘A direct load control model for
virtual power plant management,’’ IEEE Trans. Power Syst., vol. 24, no. 2,
pp. 959–966, May 2009.

[77] P. Lombardi, M. Powalko, and K. Rudion, ‘‘Optimal operation of a virtual
power plant,’’ in Proc. IEEE Power Energy Soc. Gen. Meeting, Jul. 2009,
pp. 1–6.

[78] M. Giuntoli and D. Poli, ‘‘Optimized thermal and electrical scheduling
of a large scale virtual power plant in the presence of energy storages,’’
IEEE Trans. Smart Grid, vol. 4, no. 2, pp. 942–955, Jun. 2013.

[79] H. Bevrani, Robust Power System Frequency Control, vol. 4. New York,
NY, USA: Springer, 2014.

[80] D. Rerkpreedapong, A. Hasanovic, and A. Feliachi, ‘‘Robust load fre-
quency control using genetic algorithms and linear matrix inequalities,’’
IEEE Trans. Power Syst., vol. 18, no. 2, pp. 855–861, May 2003.

[81] H. A. Yousef, K. A.-Kharusi, M. H. Albadi, and N. Hosseinzadeh, ‘‘Load
frequency control of a multi-area power system: An adaptive fuzzy logic
approach,’’ IEEE Trans. Power Syst., vol. 29, no. 4, pp. 1822–1830,
Jul. 2014.

[82] G. T. C. Sekhar, R. K. Sahu, A. K. Baliarsingh, and S. Panda, ‘‘Load
frequency control of power system under deregulated environment using
optimal firefly algorithm,’’ Int. J. Electr. Power Energy Syst., vol. 74,
pp. 195–211, Jan. 2016.

[83] M. Elsisi, N. Bazmohammadi, J. M. Guerrero, and M. A. Ebrahim,
‘‘Energy management of controllable loads in multi-area power systems
with wind power penetration based on new supervisor fuzzy nonlinear
sliding mode control,’’ Energy, vol. 221, Apr. 2021, Art. no. 119867.

[84] A. Sibilska-Mroziewicz, A. Ordys, J. Moüaryn, P. A. Hosseinabadi,
A. S. S. Abadi, and H. Pota, ‘‘LQR and fuzzy logic control for the three-
area power system,’’ Energies, vol. 14, no. 24, p. 8522, Dec. 2021.

[85] Z. Wu, Y. Liu, Y. Chen, D. Li, B. Li, and F. Zhu, ‘‘Load frequency
regulation for multi-area power systems with renewable sources via
active disturbance rejection control,’’ Energy Rep., vol. 8, pp. 401–409,
Aug. 2022.

[86] H. Steiniger, ‘‘Virtual power plants: Bringing the flexibility of decentral-
ized loads and generation to power markets,’’ in Innovation and Disrup-
tion at the Grid’s Edge. Amsterdam, The Netherlands: Elsevier, 2017,
pp. 331–362.

[87] N. Hatziargyriou, Microgrids: Architectures and Control. Hoboken, NJ,
USA: Wiley, 2014.

[88] A. Molderink, V. Bakker, M. G. C. Bosman, J. L. Hurink, and
G. J. M. Smit, ‘‘Management and control of domestic smart grid technol-
ogy,’’ IEEE Trans. Smart Grid, vol. 1, no. 2, pp. 109–119, Sep. 2010.

[89] S. Bjarghov, M. Loschenbrand, A. U. N. I. Saif, R. A. Pedrero, C. Pfeiffer,
S. K. Khadem, M. Rabelhofer, F. Revheim, and H. Farahmand, ‘‘Devel-
opments and challenges in local electricity markets: A comprehensive
review,’’ IEEE Access, vol. 9, pp. 58910–58943, 2021.

[90] B. Goia, T. Cioara, and I. Anghel, ‘‘Virtual power plant optimization in
smart grids: A narrative review,’’ Future Internet, vol. 14, no. 5, p. 128,
Apr. 2022.

[91] L. Yavuz, A. Önen, S. M. Muyeen, and I. Kamwa, ‘‘Transformation of
microgrid to virtual power plant—A comprehensive review,’’ IET Gener.,
Transmiss. Distrib., vol. 13, no. 11, pp. 1994–2005, Jun. 2019.

[92] J. Bilbao, E. Bravo, C. Rebollar, C. Varela, and O. Garcia, ‘‘Vir-
tual power plants and virtual inertia,’’ in Microgrid Architectures,
Control and Protection Methods. Cham, Switzerland: Springer, 2020,
pp. 87–113.

[93] P. Monica and M. Kowsalya, ‘‘Control strategies of parallel operated
inverters in renewable energy application: A review,’’ Renew. Sustain.
Energy Rev., vol. 65, pp. 885–901, Nov. 2016.

[94] Q. Xu, Y. Cao, H. Zhang, W. Zhang, and V. Terzija, ‘‘Bi-level dis-
patch and control architecture for power system in China based on
grid-friendly virtual power plant,’’ Appl. Sci., vol. 11, no. 3, p. 1282,
Jan. 2021.

[95] N. Hatziargyriou, J. Milanovic, C. Rahmann, V. Ajjarapu, C. Canizares,
I. Erlich, D. Hill, I. Hiskens, I. Kamwa, B. Pal, P. Pourbeik,
J. Sanchez-Gasca, A. Stankovic, T. VanCutsem,V. Vittal, and C. Vournas,
‘‘Definition and classification of power system stability—Revisited &
extended,’’ IEEE Trans. Power Syst., vol. 36, no. 4, pp. 3271–3281,
Jul. 2021.

[96] U. Markovic, O. Stanojev, P. Aristidou, E. Vrettos, D. Callaway,
and G. Hug, ‘‘Understanding small-signal stability of low-inertia sys-
tems,’’ IEEE Trans. Power Syst., vol. 36, no. 5, pp. 3997–4017,
Sep. 2021.

[97] D. Baimel, J. Belikov, J.M.Guerrero, andY. Levron, ‘‘Dynamicmodeling
of networks, microgrids, and renewable sources in the dq0 reference
frame: A survey,’’ IEEE Access, vol. 5, pp. 21323–21335, 2017.

[98] Electrical Simulation Models-Wind Turbines, Standard IEC 61400-27-1,
2020.

VOLUME 11, 2023 20575



D. E. Ochoa et al.: Control Systems for Low-Inertia Power Grids: A Survey on Virtual Power Plants

[99] P. Pourbeik, J. J. Sanchez-Gasca, J. Senthil, J. D.Weber, P. S. Zadehkhost,
Y. Kazachkov, S. Tacke, J. Wen, and A. Ellis, ‘‘Generic dynamic models
for modeling wind power plants and other renewable technologies in
large-scale power system studies,’’ IEEE Trans. Energy Convers., vol. 32,
no. 3, pp. 1108–1116, Sep. 2016.

[100] S. M. Cohen and J. Caron, ‘‘The economic impacts of high wind penetra-
tion scenarios in the United States,’’ Energy Econ., vol. 76, pp. 558–573,
Oct. 2018.

[101] D. Millstein, R. Wiser, A. D. Mills, M. Bolinger, J. Seel, and S. Jeong,
‘‘Solar and wind grid system value in the United States: The effect of
transmission congestion, generation profiles, and curtailment,’’ Joule,
vol. 5, no. 7, pp. 1749–1775, Jul. 2021.

[102] A. Mills, R. Wiser, D. Millstein, J. P. Carvallo, W. Gorman, J. Seel, and
S. Jeong, ‘‘The impact of wind, solar, and other factors on the decline
in wholesale power prices in the United States,’’ Appl. Energy, vol. 283,
Feb. 2021, Art. no. 116266.

[103] B. Kroposki, ‘‘Integrating high levels of variable renewable energy into
electric power systems,’’ J. Modern Power Syst. Clean Energy, vol. 5,
no. 6, pp. 831–837, 2017.

[104] Z. Csereklyei, S. Qu, and T. Ancev, ‘‘The effect of wind and solar power
generation on wholesale electricity prices in Australia,’’ Energy Policy,
vol. 131, pp. 358–369, Aug. 2019.

[105] H. X. Li, D. J. Edwards, M. R. Hosseini, and G. P. Costin, ‘‘A review
on renewable energy transition in Australia: An updated depiction,’’
J. Cleaner Prod., vol. 242, Jan. 2020, Art. no. 118475.

[106] S. Kolb, M. Dillig, T. Plankenbühler, and J. Karl, ‘‘The impact
of renewables on electricity prices in Germany—An update for the
years 2014–2018,’’ Renew. Sustain. Energy Rev., vol. 134, Dec. 2020,
Art. no. 110307.

[107] F. Keck, M. Lenzen, A. Vassallo, and M. Li, ‘‘The impact of battery
energy storage for renewable energy power grids in Australia,’’ Energy,
vol. 173, pp. 647–657, Apr. 2019.

[108] T. Sattarpour, V. Talavat, and S. Golshannavaz, ‘‘Long-term integration
of ESSs in distribution systems: An approach based on technical and
economic objectives,’’ Int. Trans. Electr. Energy Syst., vol. 27, no. 7,
p. e2325, Jul. 2017.

[109] N. W. A. Lidula and A. D. Rajapakse, ‘‘Microgrids research: A review of
experimental microgrids and test systems,’’ Renew. Sustain. Energy Rev.,
vol. 15, no. 1, pp. 186–202, 2011.

[110] S. Stynski, W. Luo, A. Chub, L. G. Franquelo, M. Malinowski, and
D. Vinnikov, ‘‘Utility-scale energy storage systems: Converters and con-
trol,’’ IEEE Ind. Electron. Mag., vol. 14, no. 4, pp. 32–52, Dec. 2020.

[111] R. Zamora and A. K. Srivastava, ‘‘Controls for microgrids with storage:
Review, challenges, and research needs,’’ Renew. Sustain. Energy Rev.,
vol. 14, no. 7, pp. 2009–2018, Sep. 2010.

[112] H. A. Khan, H. H. C. Iu, and V. Sreeram, ‘‘Active and reactive power
control of the electronically interfaced DG sources for the realization of a
virtual power plant,’’ in Proc. 37th Annu. Conf. IEEE Ind. Electron. Soc.,
Nov. 2011, pp. 808–813.

[113] O. Palizban, K. Kauhaniemi, and J. M. Guerrero, ‘‘Microgrids in active
network management—Part I: Hierarchical control, energy storage, vir-
tual power plants, andmarket participation,’’Renew. Sustain. Energy Rev.,
vol. 36, pp. 428–439, Aug. 2014.

[114] A. Bidram and A. Davoudi, ‘‘Hierarchical structure of microgrids con-
trol system,’’ IEEE Trans. Smart Grid, vol. 3, no. 4, pp. 1963–1976,
Dec. 2012.

[115] E. A. Bhuiyan, M. Z. Hossain, S. M. Muyeen, S. R. Fahim, S. K. Sarker,
and S. K. Das, ‘‘Towards next generation virtual power plant: Technol-
ogy review and frameworks,’’ Renew. Sustain. Energy Rev., vol. 150,
Oct. 2021, Art. no. 111358.

[116] K. Ahmed, M. Seyedmahmoudian, S. Mekhilef, N. M. Mubarak, and
A. Stojcevski, ‘‘A review on primary and secondary controls of inverter-
interfaced microgrid,’’ J. Mod. Power Syst. Clean Energy, vol. 9, no. 5,
pp. 969–985, 2021.

[117] J. M. Guerrero, J. C. Vasquez, J. Matas, L. G. de Vicuña, and
M. Castilla, ‘‘Hierarchical control of droop-controlled AC and DC
microgrids—A general approach toward standardization,’’ IEEE Trans.
Ind. Electron., vol. 58, no. 1, pp. 158–172, Jan. 2011.

[118] E. Unamuno and J. A. Barrena, ‘‘Hybrid AC/DC microgrids—Part II:
Review and classification of control strategies,’’ Renew. Sustain. Energy
Rev., vol. 52, pp. 1123–1134, Dec. 2015.

[119] J. C. Vasquez, J. M. Guerrero, J. Miret, M. Castilla, and L. G. De Vicuna,
‘‘Hierarchical control of intelligent microgrids,’’ IEEE Ind. Electron.
Mag., vol. 4, no. 4, pp. 23–29, Dec. 2010.

[120] J. M. Guerrero, M. Chandorkar, T.-L. Lee, and P. C. Loh, ‘‘Advanced
control architectures for intelligent microgrids—Part I: Decentralized
and hierarchical control,’’ IEEE Trans. Ind. Electron., vol. 60, no. 4,
pp. 1254–1262, Aug. 2012.

[121] Z. A. Arfeen, A. B. Khairuddin, R. M. Larik, and M. S. Saeed, ‘‘Control
of distributed generation systems for microgrid applications: A techno-
logical review,’’ Int. Trans. Electr. Energy Syst., vol. 29, no. 9, Sep. 2019,
Art. no. e12072.

[122] F. Dörfler, J. W. Simpson-Porco, and F. Bullo, ‘‘Breaking the hierarchy:
Distributed control and economic optimality in microgrids,’’ IEEE Trans.
Control Netw. Syst., vol. 3, no. 3, pp. 241–253, Sep. 2016.

[123] K. Yamashita, H. Renner, S. M. Villanueva, G. Lammert, P. Aristidou,
J. C. Martins, L. Zhu, L. D. P. Ospina, and T. Van Cutsem, ‘‘Industrial
recommendation of modeling of inverter-based generators for power
system dynamic studies with focus on photovoltaic,’’ IEEE Power Energy
Technol. Syst. J., vol. 5, no. 1, pp. 1–10, Mar. 2018.

[124] IEEE Standard for Interconnection and Interoperability of Inverter-Based
Resources (IBRs) Interconnecting With Associated Transmission Elec-
tric Power Systems, IEEE Standard 2800-2022, Energy Development &
PowerGeneration Committee, ElectricMachinery Committee, and Power
System Relaying &Control Committee, IEEE Power and Energy Society,
2022, pp. 1–180.

[125] Establishing a Network Code on Requirements for Grid Connection of
Generators, document (EU)2016/631, EUR-Lex, Commission Regula-
tion, 2016.

[126] R. Aljarrah, H. Marzooghi, J. Yu, and V. Terzija, ‘‘Sensitivity analysis of
transient short circuit current response to the penetration level of non-
synchronous generation,’’ Int. J. Electr. Power Energy Syst., vol. 125,
Feb. 2021, Art. no. 106556.

[127] B. Popadic, B. Dumnic, and L. Strezoski, ‘‘Modeling of initial fault
response of inverter-based distributed energy resources for future power
system planning,’’ Int. J. Electr. Power Energy Syst., vol. 117, May 2020,
Art. no. 105722.

[128] J. Jia, G. Yang, and A. H. Nielsen, ‘‘A review on grid-connected converter
control for short-circuit power provision under grid unbalanced faults,’’
IEEE Trans. Power Del., vol. 33, no. 2, pp. 649–661, Apr. 2018.

[129] I. Caduff, U. Markovic, C. Roberts, G. Hug, and E. Vrettos, ‘‘Reduced-
order modeling of inverter-based generation using hybrid singular pertur-
bation,’’ Electr. Power Syst. Res., vol. 190, Jan. 2021, Art. no. 106773.

[130] J. Rocabert, A. Luna, F. Blaabjerg, and P. Rodríguez, ‘‘Control of power
converters in AC microgrids,’’ IEEE Trans. Power Electron., vol. 27,
no. 11, pp. 4734–4749, May 2012.

[131] F. Blaabjerg, Z. Chen, and S. B. Kjaer, ‘‘Power electronics as efficient
interface in dispersed power generation systems,’’ IEEE Trans. Power
Electron., vol. 19, no. 5, pp. 1184–1194, Sep. 2004.

[132] R. Dogga and M. K. Pathak, ‘‘Recent trends in solar PV inverter topolo-
gies,’’ Sol. Energy, vol. 183, pp. 57–73, May 2019.

[133] K. Zeb, W. Uddin, M. A. Khan, Z. Ali, M. U. Ali, N. Christofides, and
H. J. Kim, ‘‘A comprehensive review on inverter topologies and con-
trol strategies for grid connected photovoltaic system,’’ Renew. Sustain.
Energy Rev., vol. 94, pp. 1120–1141, Oct. 2018.

[134] N. Jaalam, N. A. Rahim, A. H. A. Bakar, C. Tan, and A. M. A. Haidar,
‘‘A comprehensive review of synchronization methods for grid-connected
converters of renewable energy source,’’ Renew. Sustain. Energy Rev.,
vol. 59, pp. 1471–1481, Jun. 2016.

[135] M. P. Kazmierkowski, R. Krishnan, and F. Blaabjerg, Control in Power
Electronics, vol. 17. Amsterdam, The Netherlands: Elsevier, 2002.

[136] T. Dragicevic, S. Vazquez, and P. Wheeler, ‘‘Advanced control methods
for power converters in DG systems and microgrids,’’ IEEE Trans. Ind.
Electron., vol. 68, no. 7, pp. 5847–5862, Jul. 2021.

[137] F. Blaabjerg, R. Teodorescu, M. Liserre, and A. V. Timbus, ‘‘Overview
of control and grid synchronization for distributed power generation
systems,’’ IEEE Trans. Ind. Electron., vol. 53, no. 5, pp. 1398–1409,
Oct. 2006.

[138] T. C. Green and M. Prodanovic, ‘‘Control of inverter-based micro-grids,’’
Electr. Power Syst. Res., vol. 77, no. 9, pp. 1204–1213, Jul. 2007.

[139] A. Rodriguez-Cabero, J. Roldan-Perez, M. Prodanovic, J. A. Suul, and
S. D’Arco, ‘‘Coupling of AC grids via VSC-HVDC interconnections for
oscillation damping based on differential and common power control,’’
IEEE Trans. Power Electron., vol. 35, no. 6, pp. 6548–6558, Jun. 2020.

20576 VOLUME 11, 2023



D. E. Ochoa et al.: Control Systems for Low-Inertia Power Grids: A Survey on Virtual Power Plants

[140] A. Ghaffari, S. Seshagiri, and M. Krstic, ‘‘Power optimization for pho-
tovoltaic micro-converters using multivariable gradient-based extremum-
seeking,’’ in Proc. Amer. Control Conf. (ACC), Jun. 2012, pp. 3383–3388.

[141] J. I. Poveda and A. R. Teel, ‘‘A framework for a class of hybrid
extremum seeking controllers with dynamic inclusions,’’ Automatica,
vol. 76, pp. 113–126, Feb. 2017.

[142] V. Yaramasu, A. Dekka, and S. Kouro, ‘‘Multilevel converters
for renewable energy systems,’’ in Multilevel Inverters. Amsterdam,
The Netherlands: Elsevier, 2021, pp. 155–184.

[143] P. S. Kumar, Applications of HybridWind Solar Battery Based Microgrid
for Small-Scale Stand-Alone Systems and Grid Integration for Multi-
Feeder Systems. Hoboken, NJ, USA: Wiley, 2021, ch. 27, pp. 517–533.

[144] M. A. Mossa, O. Gam, and N. Bianchi, ‘‘Performance enhancement of
a hybrid renewable energy system accompanied with energy storage unit
using effective control system,’’ Int. J. Robot. Control Syst., vol. 2, no. 1,
pp. 140–171, Feb. 2022.

[145] O. Krishan and S. Suhag, ‘‘A novel control strategy for a hybrid energy
storage system in a grid-independent hybrid renewable energy system,’’
Int. Trans. Electr. Energy Syst., vol. 30, no. 4, Apr. 2020, Art. no. e12262.

[146] H. Armghan, M. Yang, A. Armghan, and N. Ali, ‘‘Double integral action
based sliding mode controller design for the back-to-back converters in
grid-connected hybrid wind-PV system,’’ Int. J. Electr. Power Energy
Syst., vol. 127, May 2021, Art. no. 106655.

[147] A.M. Osman and F. Alsokhiry, ‘‘Sliding mode control for grid integration
of wind power system based on direct drive PMSG,’’ IEEE Access,
vol. 10, pp. 26567–26579, 2022.

[148] P. Bhatnagar and R. K. Nema, ‘‘Maximum power point tracking control
techniques: State-of-the-art in photovoltaic applications,’’ Renew. Sus-
tain. Energy Rev., vol. 23, pp. 224–241, Jul. 2013.

[149] H. Khalil, Nonlinear Systems. Upper Saddle River, NJ, USA:
Prentice-Hall, 2002.

[150] D. N. Zmood and D. G. Holmes, ‘‘Stationary frame current regulation
of PWM inverters with zero steady-state error,’’ IEEE Trans. Power
Electron., vol. 18, no. 3, pp. 814–822, May 2003.

[151] B. Lin, L. Peng, and X. Liu, ‘‘Selective pole placement and cancellation
for proportional–resonant control design used in voltage source inverter,’’
IEEE Trans. Power Electron., vol. 37, no. 8, pp. 8921–8934, Aug. 2022.

[152] G. A. Ramos, R. I. Ruget, and R. Costa-Castello, ‘‘Robust repetitive
control of power inverters for standalone operation in DG systems,’’ IEEE
Trans. Energy Convers., vol. 35, no. 1, pp. 237–247, Mar. 2020.

[153] IEEE Standard for Interconnection and Interoperability of Distributed
Energy Resources With Associated Electric Power Systems Interfaces,
IEEE Standard 1547-2018, IEEE Standards Coordinating Committee 21,
2018, pp. 1–138.

[154] D. E. Olivares, A. Mehrizi-Sani, A. H. E. Claudio A. Cañizares,
R. Iravani, M. Kazerani, and A. H. Hajimiragha, ‘‘Trends in microgrid
control,’’ IEEE Trans. Smart Grid, vol. 5, no. 4, pp. 1905–1919, Jul. 2014.

[155] C. Raj, D. N. Gaonkar, and J. M. Guerrero, ‘‘Improved
P-f /Q-V and P-V /Q-f droop controllers for parallel distributed
generation inverters in AC microgrid,’’ Sustain. Cities Soc., vol. 41,
pp. 421–442, Aug. 2018.

[156] M. Eskandari, L. Li, M. H. Moradi, P. Siano, and F. Blaabjerg, ‘‘Active
power sharing and frequency restoration in an autonomous networked
microgrid,’’ IEEE Trans. Power Syst., vol. 34, no. 6, pp. 4706–4717,
Nov. 2019.

[157] J. Zhou and P.-T. Cheng, ‘‘A modified Q–V droop control for accurate
reactive power sharing in distributed generation microgrid,’’ IEEE Trans.
Ind. Appl., vol. 55, no. 4, pp. 4100–4109, Mar. 2019.

[158] J. Chen, D. Yue, C. Dou, L. Chen, S. Weng, and Y. Li, ‘‘A virtual complex
impedance based P-V droop method for parallel-connected inverters in
low-voltage AC microgrids,’’ IEEE Trans. Ind. Informat., vol. 17, no. 3,
pp. 1763–1773, Mar. 2021.

[159] J. Zhou, M.-J. Tsai, and P.-T. Cheng, ‘‘Consensus-based cooperative
droop control for accurate reactive power sharing in islanded AC micro-
grid,’’ IEEE J. Emerg. Sel. Topics Power Electron., vol. 8, no. 2,
pp. 1108–1116, Jun. 2020.

[160] A. Rosini, A. Labella, A. Bonfiglio, R. Procopio, and J. M. Guerrero,
‘‘A review of reactive power sharing control techniques for islanded
microgrids,’’ Renew. Sustain. Energy Rev., vol. 141, May 2021,
Art. no. 110745.

[161] Y. Gupta, N. Parganiha, A. K. Rathore, and S. Doolla, ‘‘An improved
reactive power sharing method for an islanded microgrid,’’ IEEE Trans.
Ind. Appl., vol. 57, no. 3, pp. 2954–2963, May 2021.

[162] R. Ofir, U.Markovic, P. Aristidou, and G. Hug, ‘‘Droop vs. virtual inertia:
Comparison from the perspective of converter operation mode,’’ in Proc.
IEEE Int. Energy Conf., Jun. 2018, pp. 1–6.

[163] M. Minetti, A. Rosini, G. B. Denegri, A. Bonfiglio, and R. Procopio,
‘‘An advanced droop control strategy for reactive power assessment
in islanded microgrids,’’ IEEE Trans. Power Syst., vol. 37, no. 4,
pp. 3014–3025, Jul. 2022.

[164] H.-P. Beck and R. Hesse, ‘‘Virtual synchronous machine,’’ in Proc. 9th
Int. Conf. Electr. Power Quality Utilisation, Oct. 2007, pp. 1–6.

[165] S. D’Arco and J. A. Suul, ‘‘Virtual synchronous
machines—Classification of implementations and analysis of
equivalence to droop controllers for microgrids,’’ in Proc. IEEE
Grenoble Conf., Jun. 2013, pp. 1–7.

[166] J. Driesen and K. Visscher, ‘‘Virtual synchronous generators,’’ in Proc.
IEEE Power Energy Soc. Gen. Meeting-Convers. Del. Elect. Energy,
Jul. 2008, pp. 1–3.

[167] M. Ashabani and Y. A.-R. I. Mohamed, ‘‘Novel comprehensive control
framework for incorporating VSCs to smart power grids using bidi-
rectional synchronous-VSC,’’ IEEE Trans. Power Syst., vol. 29, no. 2,
pp. 943–957, Mar. 2014.

[168] Y. Jiang, R. Pates, and E. Mallada, ‘‘Dynamic droop control in low-
inertia power systems,’’ IEEE Trans. Autom. Control, vol. 66, no. 8,
pp. 3518–3533, Aug. 2021.

[169] S. M. Ashabani and Y. A.-R. I. Mohamed, ‘‘General interface for power
management of micro-grids using nonlinear cooperative droop control,’’
IEEE Trans. Power Syst., vol. 28, no. 3, pp. 2929–2941, Aug. 2013.

[170] Y. Li, W. Gao, W. Yan, S. Huang, R. Wang, V. Gevorgian, and D. Gao,
‘‘Data-driven optimal control strategy for virtual synchronous generator
via deep reinforcement learning approach,’’ J. Mod. Power Syst. Clean
Energy, vol. 9, no. 4, pp. 919–929, 2021.

[171] M. S. Sadabadi, A. Haddadi, H. Karimi, and A. Karimi, ‘‘A robust active
damping control strategy for an LCL-based grid-connected DG unit,’’
IEEE Trans. Ind. Electron., vol. 64, no. 10, pp. 8055–8065, Apr. 2017.

[172] L. A. Maccari, J. R. Massing, L. Schuch, C. Rech, H. Pinheiro,
R. C. L. F. Oliveira, and V. F. Montagner, ‘‘LMI-based control for grid-
connected converters with LCL filters under uncertain parameters,’’ IEEE
Trans. Power Electron., vol. 29, no. 7, pp. 3776–3785, Jul. 2014.

[173] R. P. Vieira, L. T. Martins, J. R. Massing, and M. Stefanello, ‘‘Sliding
mode controller in a multiloop framework for a grid-connected VSI with
LCL filter,’’ IEEE Trans. Ind. Electron., vol. 65, no. 6, pp. 4714–4723,
Jun. 2018.

[174] L. T. Martins, M. Stefanello, H. Pinheiro, and R. P. Vieira, ‘‘Cur-
rent control of grid-tied LCL-VSI with a sliding mode controller in
a multiloop approach,’’ IEEE Trans. Power Electron., vol. 34, no. 12,
pp. 12356–12367, Dec. 2019.

[175] N. Altin, S. Ozdemir, H. Komurcugil, and I. Sefa, ‘‘Sliding-mode control
in natural frame with reduced number of sensors for three-phase grid-
tied LCL-interfaced inverters,’’ IEEE Trans. Ind. Electron., vol. 66, no. 4,
pp. 2903–2913, Apr. 2019.

[176] H. Komurcugil, S. Biricik, S. Bayhan, and Z. Zhang, ‘‘Sliding mode
control: Overview of its applications in power converters,’’ IEEE Ind.
Electron. Mag., vol. 15, no. 1, pp. 40–49, Mar. 2021.

[177] C. Dang, X. Tong, and W. Song, ‘‘Sliding-mode control in dq-frame for
a three-phase grid-connected inverter with LCL-filter,’’ J. Franklin Inst.,
vol. 357, no. 15, pp. 10159–10174, Oct. 2020.

[178] L. Guo, N. Jin, Y. Li, and K. Luo, ‘‘A model predictive control method
for grid-connected power converters without AC voltage sensors,’’ IEEE
Trans. Ind. Electron., vol. 68, no. 2, pp. 1299–1310, Feb. 2021.

[179] Y. Li, W. Li, L. Guo, N. Jin, and F. Lu, ‘‘Current sensor-less virtual
synchronous generator model predictive control based on sliding mode
observer,’’ IEEE Access, vol. 9, pp. 17898–17908, 2021.

[180] H. Li, H. Xiao, and G. Yang, ‘‘Reconstructed current model predictive
control of NPC three-level grid-tied converter with current sensor fault,’’
IEEE Access, vol. 9, pp. 141098–141106, 2021.

[181] T. Dragičević, ‘‘Model predictive control of power converters for robust
and fast operation of AC microgrids,’’ IEEE Trans. Power Electron.,
vol. 33, no. 7, pp. 6304–6317, Jul. 2018.

[182] S. Vazquez, J. Rodriguez, M. Rivera, L. G. Franquelo, and
M. Norambuena, ‘‘Model predictive control for power converters
and drives: Advances and trends,’’ IEEE Trans. Ind. Electron., vol. 64,
no. 2, pp. 935–947, Nov. 2016.

VOLUME 11, 2023 20577



D. E. Ochoa et al.: Control Systems for Low-Inertia Power Grids: A Survey on Virtual Power Plants

[183] P. Karamanakos and T. Geyer, ‘‘Guidelines for the design of finite control
set model predictive controllers,’’ IEEE Trans. Power Electron., vol. 35,
no. 7, pp. 7434–7450, Jul. 2020.

[184] T. Dragičević, ‘‘Dynamic stabilization of DC microgrids with predic-
tive control of point-of-load converters,’’ IEEE Trans. Power Electron.,
vol. 33, no. 12, pp. 10872–10884, Dec. 2018.

[185] I. S. Mohamed, S. Rovetta, T. D. Do, T. Dragicević, and A. A. Z. Diab,
‘‘A neural-network-basedmodel predictive control of three-phase inverter
with an output LC filter,’’ IEEE Access, vol. 7, pp. 124737–124749, 2019.

[186] S. Wang, T. Dragicevic, Y. Gao, and R. Teodorescu, ‘‘Neural network
based model predictive controllers for modular multilevel converters,’’
IEEE Trans. Energy Convers., vol. 36, no. 2, pp. 1562–1571, Jun. 2021.

[187] D. Wang, Z. J. Shen, X. Yin, S. Tang, X. Liu, C. Zhang, J. Wang,
J. Rodriguez, and M. Norambuena, ‘‘Model predictive control using arti-
ficial neural network for power converters,’’ IEEE Trans. Ind. Electron.,
vol. 69, no. 4, pp. 3689–3699, Apr. 2022.

[188] M. Novak and T. Dragicevic, ‘‘Supervised imitation learning of finite-
set model predictive control systems for power electronics,’’ IEEE Trans.
Ind. Electron., vol. 68, no. 2, pp. 1717–1723, Feb. 2021.

[189] S. Zhao, F. Blaabjerg, and H. Wang, ‘‘An overview of artificial intelli-
gence applications for power electronics,’’ IEEE Trans. Power Electron.,
vol. 36, no. 4, pp. 4633–4658, Apr. 2021.

[190] J. Andino, P. Ayala, J. Llanos-Proano, D. Naunay, W. Martinez, and
D. Arcos-Aviles, ‘‘Constrained modulated model predictive control for
a three-phase three-level voltage source inverter,’’ IEEE Access, vol. 10,
pp. 10673–10687, 2022.

[191] A. Boubakir, S. Labiod, and N. Boudjerda, ‘‘Robust L1 fuzzy adap-
tive controller for three-phase grid-connected photovoltaic system,’’
J. Franklin Inst., vol. 359, no. 5, pp. 1852–1880, Mar. 2022.

[192] N. Harrabi, M. Souissi, A. Aitouche, and M. Chaabane, ‘‘Intelligent
control of grid-connected AC–DC–AC converters for a WECS based
on T–S fuzzy interconnected systems modelling,’’ IET Power Electron.,
vol. 11, no. 9, pp. 1507–1518, Aug. 2018.

[193] P. Mani, J.-H. Lee, K.-W. Kang, and Y. H. Joo, ‘‘Digital controller design
via LMIs for direct-driven surface mounted PMSG-based wind energy
conversion system,’’ IEEE Trans. Cybern., vol. 50, no. 7, pp. 3056–3067,
Jul. 2020.

[194] N. Vafamand, M. H. Khooban, T. Dragičević, F. Blaabjerg, and
J. Boudjadar, ‘‘Robust non-fragile fuzzy control of uncertain DC micro-
grids feeding constant power loads,’’ IEEE Trans. Power Electron.,
vol. 34, no. 11, pp. 11300–11308, Nov. 2019.

[195] N. L. Diaz, T. Dragičević, J. C. Vasquez, and J. M. Guerrero,
‘‘Intelligent distributed generation and storage units for DC
microgrids—A new concept on cooperative control without
communications beyond droop control,’’ IEEE Trans. Smart Grid,
vol. 5, no. 5, pp. 2476–2485, Sep. 2014.

[196] N. Vafamand, A. Khayatian, and M. H. Khooban, ‘‘Stabilisation and
transient performance improvement of DC MGs with CPLs: Non-linear
reset control approach,’’ IET Gener., Transmiss. Distrib., vol. 13, no. 14,
pp. 3169–3176, Jul. 2019.

[197] P. Kokotović, H. K. Khalil, and J. O’reilly, Singular Perturbation Meth-
ods in Control: Analysis and Design. Philadelphia, PA, USA: SIAM,
1999.

[198] X. Lu, S. Xia, G. Sun, J. Hu, W. Zou, Q. Zhou, M. Shahidehpour, and
K. W. Chan, ‘‘Hierarchical distributed control approach for multiple on-
site DERs coordinated operation in microgrid,’’ Int. J. Electr. Power
Energy Syst., vol. 129, Jul. 2021, Art. no. 106864.

[199] A. Chuang, M. McGranaghan, and M. Grady, ‘‘Master controller require-
ments specification for perfect power systems,’’ in Proc. Galvin Electr.
Initiative, 2007, pp. 1–95.

[200] A. Hirsch, Y. Parag, and J. Guerrero, ‘‘MicroGrids: A review of technolo-
gies, key drivers, and outstanding issues,’’ Renew. Sustain. Energy Rev.,
vol. 90, pp. 402–411, Jul. 2018.

[201] M. Yazdanian and A. Mehrizi-Sani, ‘‘Distributed control techniques in
microgrids,’’ IEEE Trans. Smart Grid, vol. 5, no. 6, pp. 2901–2909,
Nov. 2014.

[202] E. Espina, J. Llanos, C. Burgos-Mellado, R. Cardenas-Dobson,
M. Martinez-Gomez, and D. Saez, ‘‘Distributed control strategies for
microgrids: An overview,’’ IEEE Access, vol. 8, pp. 193412–193448,
2020.

[203] O. Stanojev, Y. Guo, P. Aristidou, and G. Hug, ‘‘Multiple ancillary
services provision by distributed energy resources in active distribution
networks,’’ 2022, arXiv:2202.09403.

[204] R. Choudhary, J. N. Rai, and Y. Arya, ‘‘Cascade FOPI-FOPTID con-
troller with energy storage devices for AGC performance advancement of
electric power systems,’’ Sustain. Energy Technol. Assessments, vol. 53,
Oct. 2022, Art. no. 102671.

[205] K. Peddakapu, P. Srinivasarao, M. Mohamed, Y. Arya, and D. Kishore,
‘‘Stabilization of frequency in multi-microgrid system using barnacle
mating optimizer-based cascade controllers,’’ Sustain. Energy Technol.
Assessments, vol. 54, Jan. 2022, Art. no. 102823.

[206] A. Bernstein, L. Reyes-Chamorro, J.-Y. Le Boudec, and M. Paolone,
‘‘A composable method for real-time control of active distribution net-
works with explicit power setpoints. Part I: Framework,’’ Electr. Power
Syst. Res., vol. 125, pp. 254–264, Aug. 2015.

[207] A. Bernstein, N. J. Bouman, and J.-Y. Le Boudec, ‘‘Design of resource
agents with guaranteed tracking properties for real-time control of elec-
trical grids,’’ 2015, arXiv:1511.08628.

[208] S. Rangi, S. Jain, and Y. Arya, ‘‘Utilization of energy storage devices
with optimal controller for multi-area hydro-hydro power system under
deregulated environment,’’ Sustain. Energy Technol. Assessments, vol. 52,
Aug. 2022, Art. no. 102191.

[209] X. Feng, A. Shekhar, F. Yang, R. E. Hebner, and P. Bauer, ‘‘Comparison of
hierarchical control and distributed control for microgrid,’’ Electr. Power
Compon. Syst., vol. 45, no. 10, pp. 1043–1056, Jun. 2017.

[210] O. Stanojev, U. Markovic, E. Vrettos, P. Aristidou, D. Callaway, and
G. Hug, ‘‘EnhancedMPC for fast frequency control in inverter-dominated
power systems,’’ in Proc. Int. Conf. Smart Energy Syst. Technol. (SEST),
Sep. 2020, pp. 1–6.

[211] V. Nasirian, Q. Shafiee, J. M. Guerrero, F. L. Lewis, and A. Davoudi,
‘‘Droop-free distributed control for AC microgrids,’’ IEEE Trans. Power
Electron., vol. 31, no. 2, pp. 1600–1617, Feb. 2016.

[212] S. M. Mohiuddin and J. Qi, ‘‘Droop-free distributed control for AC
microgrids with precisely regulated voltage variance and admissible
voltage profile guarantees,’’ IEEE Trans. Smart Grid, vol. 11, no. 3,
pp. 1956–1967, May 2020.

[213] J. W. Simpson-Porco, F. Dörfler, and F. Bullo, ‘‘Voltage stabilization in
microgrids via quadratic droop control,’’ IEEE Trans. Autom. Control,
vol. 62, no. 3, pp. 1239–1253, Mar. 2017.

[214] R. Olfati-Saber, J. A. Fax, and R. M. Murray, ‘‘Consensus and coop-
eration in networked multi-agent systems,’’ Proc. IEEE, vol. 95, no. 1,
pp. 215–233, Jan. 2007.

[215] E. A. A. Coelho, D. Wu, J. M. Guerrero, J. C. Vasquez, T. Dragičević,
C. Stefanović, and P. Popovski, ‘‘Small-signal analysis of the microgrid
secondary control considering a communication time delay,’’ IEEE Trans.
Ind. Electron., vol. 63, no. 10, pp. 6257–6269, Oct. 2016.

[216] J. Schiffer, F. Dörfler, and E. Fridman, ‘‘Robustness of distributed aver-
aging control in power systems: Time delays & dynamic communication
topology,’’ Automatica, vol. 80, pp. 261–271, Jun. 2017.

[217] J. Schiffer, E. Fridman, R. Ortega, and J. Raisch, ‘‘Stability of a class
of delayed port-Hamiltonian systems with application to microgrids with
distributed rotational and electronic generation,’’ Automatica, vol. 74,
pp. 71–79, Dec. 2016.

[218] W. Liu, W. Gu, Q. Huang, L. Chen, and X. Yuan, ‘‘Pinning group
consensus-based distributed coordination control for active distribution
systems,’’ IEEE Access, vol. 6, pp. 2330–2339, 2018.

[219] E. Dall’Anese, S. S. Guggilam, A. Simonetto, Y. C. Chen, and
S. V. Dhople, ‘‘Optimal regulation of virtual power plants,’’ IEEE Trans.
Power Syst., vol. 33, no. 2, pp. 1868–1881, Mar. 2018.

[220] A. Bidram, A. Davoudi, F. L. Lewis, and S. S. Ge, ‘‘Distributed adap-
tive voltage control of inverter-based microgrids,’’ IEEE Trans. Energy
Convers., vol. 29, no. 4, pp. 862–872, Dec. 2014.

[221] C. Yu, H. Zhou, X. Lu, J. Lai, and G.-P. Liu, ‘‘Distributed optimal
synchronization rate control for AC microgrids under event-triggered
mechanism,’’ IEEE Trans. Power Syst., vol. 36, no. 3, pp. 1780–1793,
May 2021.

[222] B. Abdolmaleki, Q. Shafiee, A. R. Seifi, M. M. Arefi, and F. Blaabjerg,
‘‘A zeno-free event-triggered secondary control for AC microgrids,’’
IEEE Trans. Smart Grid, vol. 11, no. 3, pp. 1905–1916, May 2020.

[223] J. Lu, M. Savaghebi, and J. M. Guerrero, ‘‘Second order washout filter
based power sharing strategy for uninterruptible power supply,’’ in Proc.
43rd Annu. Conf. IEEE Ind. Electron. Soc., Oct. 2017, pp. 7854–7859.

[224] E.Weitenberg, Y. Jiang, C. Zhao, E. Mallada, C. De Persis, and F. Dorfler,
‘‘Robust decentralized secondary frequency control in power systems:
Merits and tradeoffs,’’ IEEE Trans. Autom. Control, vol. 64, no. 10,
pp. 3967–3982, Oct. 2019.

20578 VOLUME 11, 2023



D. E. Ochoa et al.: Control Systems for Low-Inertia Power Grids: A Survey on Virtual Power Plants

[225] G. Fusco and M. Russo, ‘‘Tuning of multivariable PI robust controllers
for the decentralized voltage regulation in grid-connected distribution
networks with distributed generation,’’ Int. J. Dyn. Control, vol. 8, no. 1,
pp. 278–290, Mar. 2020.

[226] A. Thavlov andH.W.Bindner, ‘‘Utilization of flexible demand in a virtual
power plant set-up,’’ IEEE Trans. Smart Grid, vol. 6, no. 2, pp. 640–647,
Mar. 2015.

[227] F. Nadeem, M. A. Aftab, S. M. S. Hussain, I. Ali, P. K. Tiwari,
A. K. Goswami, and T. S. Ustun, ‘‘Virtual power plant management in
smart grids with XMPP based IEC 61850 communication,’’ Energies,
vol. 12, no. 12, p. 2398, Jun. 2019.

[228] M. A. Aftab, S. M. S. Hussain, A. Latif, D. C. Das, and T. S. Ustun,
‘‘IEC 61850 communication based dual stage load frequency controller
for isolated hybrid microgrid,’’ Int. J. Electr. Power Energy Syst., vol. 130,
Sep. 2021, Art. no. 106909.

[229] D. Nešić and L. Grüne, ‘‘Lyapunov-based continuous-time nonlinear con-
troller redesign for sampled-data implementation,’’ Automatica, vol. 41,
no. 7, pp. 1143–1156, Jul. 2005.

[230] L. Ding, Q.-L. Han, X. Ge, and X.-M. Zhang, ‘‘An overview of recent
advances in event-triggered consensus of multiagent systems,’’ IEEE
Trans. Cybern., vol. 48, no. 4, pp. 1110–1123, Apr. 2018.

[231] Z. Li, Z. Cheng, J. Liang, J. Si, L. Dong, and S. Li, ‘‘Distributed event-
triggered secondary control for economic dispatch and frequency restora-
tion control of droop-controlled AC microgrids,’’ IEEE Trans. Sustain.
Energy, vol. 11, no. 3, pp. 1938–1950, Jul. 2020.

[232] T. Qian, Y. Liu, W. Zhang, W. Tang, and M. Shahidehpour, ‘‘Event-
triggered updating method in centralized and distributed secondary con-
trols for islandedmicrogrid restoration,’’ IEEE Trans. Smart Grid, vol. 11,
no. 2, pp. 1387–1395, Mar. 2020.

[233] F. Wilches-Bernal, R. Concepcion, J. C. Neely, R. H. Byrne, and A. Ellis,
‘‘Communication enabled—Fast acting imbalance reserve (CE-FAIR),’’
IEEE Trans. Power Syst., vol. 33, no. 1, pp. 1101–1103, Jan. 2018.

[234] D. P. Borgers and W. P. M. H. Heemels, ‘‘Event-separation properties of
event-triggered control systems,’’ IEEE Trans. Autom. Control, vol. 59,
no. 10, pp. 2644–2656, Oct. 2014.

[235] G. Zhao, L. Jin, and Y. Wang, ‘‘Distributed event-triggered secondary
control for islanded microgrids with disturbances: A hybrid systems
approach,’’ IEEE Trans. Power Syst., early access, Apr. 26, 2022, doi:
10.1109/TPWRS.2022.3170334.

[236] G. Attia, C. C.-D.Wit, andM. Alamir, ‘‘A Lyapunov-based hybrid control
algorithm for voltage stabilization of a power system,’’ in Proc. Amer.
Control Conf., 2004, pp. 1–9.

[237] G. K. Fourlas, K. J. Kyriakopoulos, and C. D. Vournas, ‘‘Hybrid systems
modeling for power systems,’’ IEEE Circuits Syst. Mag., vol. 4, no. 3,
pp. 16–23, 3rd Quart., 2004.

[238] Z. Hongshan, M. Zengqiang, S. Wei, and Y. Qixun, ‘‘Multiple Lyapunov
functions analysis of hybrid power systems with discrete event actions,’’
in Proc. Int. Conf. Power Syst. Technol., 2002, pp. 2026–2029.

[239] J. Liu, Y. Gu, L. Zha, Y. Liu, and J. Cao, ‘‘Event-triggered
H-infinity load frequency control for multiarea power systems under
hybrid cyber attacks,’’ IEEE Trans. Syst., Man, Cybern., Syst., vol. 49,
no. 8, pp. 1665–1678, Apr. 2019.

[240] Q. Zhong, J. Yang, K. Shi, S. Zhong, Z. Li, and M. A. Sotelo, ‘‘Event-
triggered H∞ load frequency control for multi-area nonlinear power sys-
tems based on non-fragile proportional integral control strategy,’’ IEEE
Trans. Intell. Transp. Syst., vol. 23, no. 8, pp. 12191–12201, Aug. 2022.

[241] S. Trip and C. De Persis, ‘‘Communication requirements in a
master–slave control structure for optimal load frequency control,’’ IFAC-
PapersOnLine, vol. 50, no. 1, pp. 10102–10107, 2017.

[242] U. R. Nair, R. Costa-Castello, and A. Banos, ‘‘Reset control for
DC–DC converters: An experimental application,’’ IEEE Access, vol. 7,
pp. 128487–128497, 2019.

[243] C. Albea-Sánchez, ‘‘Hybrid dynamical control based on consensus algo-
rithms for current sharing in DC-bus microgrids,’’ Nonlinear Anal.,
Hybrid Syst., vol. 39, Feb. 2021, Art. no. 100972.

[244] C. M. Kellett and A. R. Teel, ‘‘On the robustness of KL-stability for
difference inclusions: Smooth discrete-time Lyapunov functions,’’ SIAM
J. Control Optim., vol. 44, no. 3, pp. 777–800, 2005.

[245] C. Prieur, I. Queinnec, S. Tarbouriech, and L. Zaccarian, ‘‘Analysis and
synthesis of reset control systems,’’ Found. Trends® Syst. Control, vol. 6,
nos. 2–3, pp. 117–338, 2018.

[246] L. Zaccarian, D. Nesic, and A. R. Teel, ‘‘First order reset elements
and the Clegg integrator revisited,’’ in Proc. Amer. Control Conf., 2005,
pp. 563–568.

[247] T. Strizic, J. I. Poveda, andA. R. Teel, ‘‘Hybrid gradient descent for robust
global optimization on the circle,’’ in Proc. IEEE 56th Annu. Conf. Decis.
Control (CDC), Dec. 2017, pp. 2985–2990.

[248] D. Liberzon, Switching in Systems and Control. Boston, MA, USA:
Birkhauser, 2003.

[249] P. Hidalgo-Gonzalez, D. S. Callaway, R. Dobbe, R. Henriquez-Auba,
and C. J. Tomlin, ‘‘Frequency regulation in hybrid power dynamics with
variable and low inertia due to renewable energy,’’ in Proc. IEEE Conf.
Decis. Control (CDC), Dec. 2018, pp. 1592–1597.

[250] J. A. Mueller and J. W. Kimball, ‘‘Modeling and analysis of DC micro-
grids as stochastic hybrid systems,’’ IEEE Trans. Power Electron., vol. 36,
no. 8, pp. 9623–9636, Aug. 2021.

[251] G. Gross and F. D. Galiana, ‘‘Short-term load forecasting,’’ Proc. IEEE,
vol. 75, no. 12, pp. 1558–1573, Dec. 1987.

[252] M. T. Hagan and S. M. Behr, ‘‘The time series approach to short term
load forecasting,’’ IEEE Trans. Power Syst., vol. PS-2, no. 3, pp. 785–791,
Aug. 1987.

[253] A. R. Teel, A. Subbaraman, and A. Sferlazza, ‘‘Stability analysis for
stochastic hybrid systems: A survey,’’ Automatica, vol. 50, no. 10,
pp. 2435–2456, 2014.

[254] A. R. Teel and J. P. Hespanha, ‘‘Stochastic hybrid systems: A modeling
and stability theory tutorial,’’ in Proc. 54th IEEE Conf. Decis. Control
(CDC), Dec. 2015, pp. 3116–3136.

[255] J. Yu, Q. Feng, Y. Li, and J. Cao, ‘‘Stochastic optimal dispatch of virtual
power plant considering correlation of distributed generations,’’ Math.
Problems Eng., vol. 2015, Apr. 2015, Art. no. 135673.

[256] A. R. Jordehi, ‘‘A stochastic model for participation of virtual power
plants in futures markets, pool markets and contracts with withdrawal
penalty,’’ J. Energy Storage, vol. 50, Jan. 2022, Art. no. 104334.

[257] Swissgrid. (2020). Overview of Ancillary Services. Accessed:
Apr. 12, 2022. [Online]. Available: https://www.swissgrid.ch/en/home/
customers/topics/ancillary-services/as-documents.html

[258] B. Polajzer, M. Pintaric, M. Topler, and B. Grcar, ‘‘Steady-state response
of inverter-interfaced distributed generations during transmission network
faults,’’ in Proc. IEEE Int. Conf. Environ. Electr. Eng. IEEE Ind. Commer-
cial Power Syst. Eur., Sep. 2021, pp. 1–6.

[259] L. Meegahapola, P. Mancarella, D. Flynn, and R. Moreno, ‘‘Power sys-
tem stability in the transition to a low carbon grid: A techno-economic
perspective on challenges and opportunities,’’ WIREs Energy Environ.,
vol. 10, no. 5, p. e399, Sep. 2021.

[260] U. Markovic, Z. Chu, P. Aristidou, and G. Hug, ‘‘LQR-based adaptive
virtual synchronous machine for power systems with high inverter pen-
etration,’’ IEEE Trans. Sustain. Energy, vol. 10, no. 3, pp. 1501–1512,
Jul. 2019.

[261] A. Beltran-Pulido, J. Cortes-Romero, and H. Coral-Enriquez, ‘‘Robust
active disturbance rejection control for LVRT capability enhancement of
DFIG-based wind turbines,’’ Control Eng. Pract., vol. 77, pp. 174–189,
Aug. 2018.

[262] X. Liu, X. Chen, C. Li, M. Shahidehpour, K. Sun, Y. Cao, C. Chen, and
B. Zhou, ‘‘Multi-stage voltage support optimization for microgrids with
multiple distributed generation units,’’ IEEE Trans. Smart Grid, vol. 12,
no. 1, pp. 141–156, Jan. 2021.

[263] M. A. Shuvra and B. Chowdhury, ‘‘Distributed dynamic grid support
using smart PV inverters during unbalanced grid faults,’’ IET Renew.
Power Gener., vol. 13, no. 4, pp. 598–608, Mar. 2019.

[264] J. A. Villanueva-Rosario, F. Santos-García, M. E. Aybar-Mejía,
P. Mendoza-Araya, and A. Molina-García, ‘‘Coordinated ancillary
services, market participation and communication of multi-microgrids:
A review,’’ Appl. Energy, vol. 308, Jan. 2022, Art. no. 118332.

[265] S. Karagiannopoulos, J. Gallmann, M. G. Vaya, P. Aristidou, and G. Hug,
‘‘Active distribution grids offering ancillary services in islanded and grid-
connected mode,’’ IEEE Trans. Smart Grid, vol. 11, no. 1, pp. 623–633,
Jan. 2020.

[266] C. Mylonas, S. Karagiannopoulos, P. Aristidou, D. Shchetinin, and
G. Hug, ‘‘Comparison of optimal power flow formulations in active
distribution grids,’’ in Proc. 12th Medit. Conf. Power Gener., Transmiss.,
Distrib. Energy Convers. (MEDPOWER), Nov. 2021, pp. 378–383.

[267] S. Karagiannopoulos, C. Mylonas, P. Aristidou, and G. Hug, ‘‘Active
distribution grids providing voltage support: The Swiss case,’’ IEEE
Trans. Smart Grid, vol. 12, no. 1, pp. 268–278, Jan. 2021.

VOLUME 11, 2023 20579

http://dx.doi.org/10.1109/TPWRS.2022.3170334


D. E. Ochoa et al.: Control Systems for Low-Inertia Power Grids: A Survey on Virtual Power Plants

[268] P. Rodriguez, I. Candela, C. Citro, J. Rocabert, and A. Luna, ‘‘Control
of grid-connected power converters based on a virtual admittance control
loop,’’ in Proc. 15th Eur. Conf. Power Electron. Appl. (EPE), Sep. 2013,
pp. 1–10.

[269] A. Tayyebi, D. Groß, A. Anta, F. Kupzog, and F. Dörfler, ‘‘Frequency
stability of synchronous machines and grid-forming power converters,’’
IEEE J. Emerg. Sel. Topics Power Electron., vol. 8, no. 2, pp. 1004–1018,
Jun. 2020.

[270] T. L. Vandoorn, J. D. M. De Kooning, B. Meersman, and
Y. L. Vandevelde, ‘‘Review of primary control strategies for islanded
microgrids with power-electronic interfaces,’’ Renew. Sustain. Energy
Rev., vol. 19, pp. 613–628, Mar. 2013.

[271] N. Klaes, F. Pöschke, and H. Schulte, ‘‘Grid forming stator flux control
of doubly-fed induction generator,’’ Energies, vol. 14, no. 20, p. 6766,
Oct. 2021.

[272] V. Häberle, A. Tayyebi, X. He, E. Prieto-Araujo, and F. Dörfler, ‘‘Grid-
forming and spatially distributed control design of dynamic virtual power
plants,’’ 2022, arXiv:2202.02057.

[273] O. Stanojev, U. Markovic, P. Aristidou, G. Hug, D. S. Callaway, and
E. Vrettos, ‘‘MPC-based fast frequency control of voltage source con-
verters in low-inertia power systems,’’ IEEE Trans. Power Syst., vol. 37,
no. 4, pp. 3209–3220, Jul. 2020.

[274] O. Stanojev, O. Kundacina, U. Markovic, E. Vrettos, P. Aristidou, and
G. Hug, ‘‘A reinforcement learning approach for fast frequency control
in low-inertia power systems,’’ in Proc. 52nd North Amer. Power Symp.
(NAPS), Apr. 2021, pp. 1–6.

[275] Q. Hu, R. Han, X. Quan, Z. Wu, C. Tang, W. Li, and W. Wang, ‘‘Grid-
forming inverter enabled virtual power plants with inertia support capa-
bility,’’ IEEE Trans. Smart Grid, vol. 13, no. 5, pp. 4134–4143, Sep. 2022.

[276] L. Fan, Z. Miao, S. Shah, P. Koralewicz, V. Gevorgian, and J. Fu, ‘‘Data-
driven dynamic modeling in power systems: A fresh look on inverter-
based resource modeling,’’ IEEE Power Energy Mag., vol. 20, no. 3,
pp. 64–76, May 2022.

[277] S. Chatzivasileiadis, A. Venzke, J. Stiasny, and G. Misyris, ‘‘Machine
learning in power systems: Is it time to trust it?’’ IEEE Power Energy
Mag., vol. 20, no. 3, pp. 32–41, May 2022.

[278] X. Chen, J. I. Poveda, and N. Li, ‘‘Safemodel-free optimal voltage control
via continuous-time zeroth-order methods,’’ in Proc. 60th IEEE Conf.
Decis. Control (CDC), Dec. 2021, pp. 4064–4070.

[279] Y. Li, ‘‘Real-time decision making in control and optimization with
performance and safety guarantees,’’ Ph.D. thesis, Harvard Univ.,
Cambridge, MA, USA, 2021.

[280] M. P. Cruz, ‘‘Interconnected online feedback optimization and estimation
algorithms for power system operation in real time,’’ Ph.D. thesis, ETH
Zürich, Zürich, Switzerland, 2022.

[281] A. D. Ames, S. Coogan, M. Egerstedt, G. Notomista, K. Sreenath, and
P. Tabuada, ‘‘Control barrier functions: Theory and applications,’’ inProc.
18th Eur. Control Conf. (ECC), Jun. 2019, pp. 3420–3431.

[282] M. Krstic, ‘‘Inverse optimal safety filters,’’ 2021, arXiv:2112.08225.
[283] F. Galarza-Jiménez, J. Poveda, and E. Dall’Anese, ‘‘Sliding-seeking con-

trol: Model-free optimization with safety constraints,’’ in Proc. Learn.
Dyn. Control Conf., 2022, pp. 1100–1111.

[284] W. Chen, C. Wen, S. Hua, and C. Sun, ‘‘Distributed cooperative adaptive
identification and control for a group of continuous-time systems with a
cooperative PE condition via consensus,’’ IEEE Trans. Autom. Control,
vol. 59, no. 1, pp. 91–106, Jan. 2014.

[285] M. U. Javed, J. I. Poveda, and X. Chen, ‘‘Excitation conditions for
uniform exponential stability of the cooperative gradient algorithm over
weakly connected digraphs,’’ IEEE Control Syst. Lett., vol. 6, pp. 67–72,
2022.

[286] S. P. Bhat and D. S. Bernstein, ‘‘Finite-time stability of continu-
ous autonomous systems,’’ SIAM J. Control Optim., vol. 38, no. 3,
pp. 751–766, Jan. 2000.

[287] J. I. Poveda and M. Krstic, ‘‘Nonsmooth extremum seeking control with
user-prescribed fixed-time convergence,’’ IEEE Trans. Autom. Control,
vol. 66, no. 12, pp. 6156–6163, Dec. 2021.

[288] A. Polyakov, ‘‘Nonlinear feedback design for fixed-time stabilization of
linear control systems,’’ IEEE Trans. Autom. Control, vol. 57, no. 8,
pp. 2106–2110, Aug. 2012.

[289] S. Panda, S. Mohanty, P. K. Rout, and B. K. Sahu, ‘‘A conceptual review
on transformation of micro-grid to virtual power plant: Issues, modeling,
solutions, and future prospects,’’ Int. J. Energy Res., vol. 46, no. 6,
pp. 7021–7054, May 2022.

[290] Y. Shi, Learning and Control for Energy Systems Under Uncertainty.
Washington, DC, USA: Univ. Washington, 2020.

[291] G. Zini, S. Pedrazzi, and P. Tartarini, ‘‘Use of soft computing techniques
in renewable energy hydrogen hybrid systems,’’ in Soft Computing in
Green and Renewable Energy Systems. Springer, 2011, pp. 37–64.

[292] V. Robu, R. Kota, G. Chalkiadakis, A. Rogers, and N. R. Jennings,
‘‘Cooperative virtual power plant formation using scoring rules,’’ in Proc.
26th AAAI Conf. Artif. Intell., 2012, pp. 370–376.

[293] E. M. Urbano and V. M. Viol, ‘‘Energy infrastructure of the factory as
a virtual power plant: Smart energy management,’’ in New Trends in
the Use of Artificial Intelligence for the Industry 4.0, L. R. Martínez,
R. A. O. Rios, and M. D. Prieto, Eds. Rijeka, Croatia: IntechOpen,
2020, ch. 2.

[294] S. S. Gougheri, H. Jahangir, M. A. Golkar, A. Ahmadian, and
M. A. Golkar, ‘‘Optimal participation of a virtual power plant in
electricity market considering renewable energy: A deep learning-
based approach,’’ Sustain. Energy, Grids Netw., vol. 26, Jan. 2021,
Art. no. 100448.

[295] S. Sadeghi, H. Jahangir, B. Vatandoust, M. A. Golkar, A. Ahmadian,
and A. Elkamel, ‘‘Optimal bidding strategy of a virtual power plant in
day-ahead energy and frequency regulation markets: A deep learning-
based approach,’’ Int. J. Electr. Power Energy Syst., vol. 127, May 2021,
Art. no. 106646.

[296] A. Dogan and D. C. Dogan, ‘‘A review on machine learning models in
forecasting of virtual power plant uncertainties,’’ Arch. Comput. Methods
Eng., vol. 2022, pp. 1–23, Nov. 2022.

[297] X. Chen, G. Qu, Y. Tang, S. Low, and N. Li, ‘‘Reinforcement learning for
selective key applications in power systems: Recent advances and future
challenges,’’ IEEE Trans. Smart Grid, vol. 13, no. 4, pp. 2935–2958,
Jul. 2022.

[298] L. Lin, X. Guan, Y. Peng, N. Wang, S. Maharjan, and T. Ohtsuki, ‘‘Deep
reinforcement learning for economic dispatch of virtual power plant in
Internet of Energy,’’ IEEE Internet Things J., vol. 7, no. 7, pp. 6288–6301,
Jul. 2020.

[299] T. Chen, Q. Cui, C. Gao, Q. Hu, K. Lai, J. Yang, R. Lyu, H. Zhang, and
J. Zhang, ‘‘Optimal demand response strategy of commercial building-
based virtual power plant using reinforcement learning,’’ IET Gener.,
Transmiss. Distrib., vol. 15, no. 16, pp. 2309–2318, Aug. 2021.

[300] W. Chen, J. Qiu, J. Zhao, Q. Chai, and Z. Y. Dong, ‘‘Customized rebate
pricing mechanism for virtual power plants using a hierarchical game and
reinforcement learning approach,’’ IEEE Trans. Smart Grid, vol. 14, no. 1,
pp. 424–439, Jan. 2023.

[301] Z. Yi, Y. Xu, X. Wang, W. Gu, H. Sun, Q. Wu, and C. Wu, ‘‘An improved
two-stage deep reinforcement learning approach for regulation service
disaggregation in a virtual power plant,’’ IEEE Trans. Smart Grid, vol. 13,
no. 4, pp. 2844–2858, Jul. 2022.

[302] A. Oshnoei, M. Kheradmandi, F. Blaabjerg, N. D. Hatziargyriou,
S. M. Muyeen, and A. Anvari-Moghaddam, ‘‘Coordinated control
scheme for provision of frequency regulation service by virtual power
plants,’’ Appl. Energy, vol. 325, Nov. 2022, Art. no. 119734.

[303] A. Pan, Y. Lee, H. Zhang, Y. Chen, and Y. Shi, ‘‘Improving robustness
of reinforcement learning for power system control with adversarial
training,’’ 2021, arXiv:2110.08956.

[304] R. V. Yohanandhan, R. M. Elavarasan, P. Manoharan, and L. Mihet-Popa,
‘‘Cyber-physical power system (CPPS): A review on modeling, simula-
tion, and analysis with cyber security applications,’’ IEEE Access, vol. 8,
pp. 151019–151064, 2020.

[305] R. G. Sanfelice, ‘‘Analysis and design of cyber-physical systems.
A hybrid control systems approach,’’ in Cyber-Physical Systems: From
Theory to Practice. Boca Raton, FL, USA: CRC Press, 2016, pp. 1–29.

[306] J. I. Poveda, M. Benosman, and A. R. Teel, ‘‘Hybrid online learning con-
trol in networked multiagent systems: A survey,’’ Int. J. Adapt. Control
Signal Process., vol. 33, no. 2, pp. 228–261, 2018.

[307] J. I. Poveda and A. R. Teel, ‘‘Hybrid mechanisms for robust synchroniza-
tion and coordination of multi-agent networked sampled-data systems,’’
Automatica, vol. 99, pp. 41–53, Jan. 2019.

[308] H. Xin, D. Gan, N. Li, H. Li, and C. Dai, ‘‘Virtual power plant-based dis-
tributed control strategy for multiple distributed generators,’’ IET Control
Theory Appl., vol. 7, no. 1, pp. 90–98, Jan. 2013.

[309] U. Javed, J. I. Poveda, and X. Chen, ‘‘Scalable resetting algorithms
for synchronization of pulse-coupled oscillators over rooted directed
graphs,’’ Automatica, vol. 32, pp. 1–18, Oct. 2021.

20580 VOLUME 11, 2023



D. E. Ochoa et al.: Control Systems for Low-Inertia Power Grids: A Survey on Virtual Power Plants

[310] J. I. Poveda, ‘‘Decentralized feedback equilibrium seeking in multi-
agent cyber-physical systems,’’ in Proc. 2nd Int. Workshop Comput.-
Aware Algorithmic Design Cyber-Phys. Syst. (CAADCPS), May 2022,
pp. 13–14.

[311] J. I. Poveda and A. R. Teel, ‘‘Distributed robust stochastic learning in
asynchronous networks of sampled-data systems,’’ in Proc. IEEE 55th
Conf. Decis. Control (CDC), Dec. 2016, pp. 401–406.

[312] C.-X. Dou, B. Liu, and J. M. Guerrero, ‘‘Event-triggered hybrid control
based on multi-agent system for microgrids,’’ IET Gener., Transmiss.
Distrib., vol. 8, no. 12, pp. 1987–1997, 2014.

[313] W. Zhong, J. Chen,M. Liu,M. A. A.Murad, and F.Milano, ‘‘Coordinated
control of virtual power plants to improve power system short-term
dynamics,’’ Energies, vol. 14, no. 4, p. 1182, Feb. 2021.

[314] A. Kantamneni, L. E. Brown, G. Parker, and W. W. Weaver, ‘‘Survey
of multi-agent systems for microgrid control,’’ Eng. Appl. Artif. Intell.,
vol. 45, pp. 192–203, Oct. 2015.

DANIEL E. OCHOA received the bachelor’s
degree in electronics engineering (cum laude)
and physics from the University of Los Andes,
Colombia, with a minor in computational math-
ematics, and the M.Sc. degree in electrical and
computer engineering from the University of Col-
orado, Boulder, USA, in 2022. He is currently
pursuing the Ph.D. degree with the Department of
Electrical and Computer Engineering, University
of California San Diego, La Jolla, CA, USA. His

research interests include the control of cyber-physical systems, analysis and
design of hybrid control systems, and reinforcement learning algorithms.
He received the 2020 Dean’s Graduate Fellowship from the University of
Colorado.

FELIPE GALARZA-JIMENEZ received the B.Sc.
degree (Hons.) in electronics engineering from the
National University of Colombia, in 2017, and
the M.Sc. degree in electrical and computer engi-
neering from the University of Colorado, Boulder,
USA, in 2022. In 2021, he was an Intern with the
National Renewable Energy Laboratory (NREL),
Golden, CO, USA. His research interests include
energy systems, real-time optimization, and hybrid
control. He was a recipient of the 2019 ECEE

Excellence Fellowship from CU Boulder and the 2018 Summer School
Scholarship from Deutscher Akademischer Austauschdienst (DAAD),
Germany.

FELIPE WILCHES-BERNAL (Senior Member,
IEEE) received the M.S. degree in control systems
and signal processing from Université Paris-Sud
XI, Orsay, France, and the Ph.D. degree in electri-
cal engineering from the Rensselaer Polytechnic
Institute, Troy, NY, USA. He joined the San-
dia National Laboratories, Electric Power Systems
Research Department, Albuquerque, NM, USA,
in 2015, where he worked as a Senior Member of
Technical Staff. Since joining Sandia, he has been

serving as a Key Technical Contributor and a PI/Co-PI for multiple projects
in the power systems integration area. His research interests include power
system stability and control, renewable energy and smart grid technologies,
and signal processing and control techniques applied to power systems.
He was a Key Contributor to the team that was awarded the 2017 Research
and Development 100 Award for developing a control system for active
damping of inter-area oscillations.

DAVID A. SCHOENWALD (Senior Member,
IEEE) received the Ph.D. degree in electrical engi-
neering from The Ohio State University, USA.
He is currently a Principal Member of the Tech-
nical Staff with the Sandia National Laboratories,
Electric Power Systems Research Department,
Albuquerque, NM, USA. Prior to joining Sandia,
he was with the Oak Ridge National Laboratory,
Instrumentation and Controls Division. In his cur-
rent work, he focuses on control system design for

damping inter-area power system oscillations for which he received the 2017
Research and Development 100 Award. His research interest includes devel-
opment of performance standards for grid-scale energy storage.

JORGE I. POVEDA received the M.Sc. and Ph.D.
degrees in electrical and computer engineering
from the University of California, Santa Barbara,
USA, in 2016 and 2018, respectively. During the
summers of 2016 and 2017, he was a Research
Intern with the Mitsubishi Electric Research Lab-
oratories, Cambridge, MA. In 2018, he was a
Postdoctoral Fellowwith Harvard University. Sub-
sequently, he joined the University of Colorado
Boulder (CU Boulder), as an Assistant Professor,

from 2019 to 2022. He is currently an Assistant Professor with the Electrical
and Computer Engineering Department, University of California San Diego,
USA. He was a coauthor of articles selected as finalists for the Best Student
Paper Award (2017 and 2021) at the IEEE Conference on Decision and
Control. His research interests include the analysis and design of feedback
control mechanisms and optimization algorithms for cyber-physical systems.
He has received the CCDC Outstanding Scholar Fellowship (2013) and the
Best Ph.D. Dissertation (2020) awards from UCSB, the CRII (2020) and
CAREER (2022) awards from the National Science Foundation, the Young
Investigator Award (2022) from the Air Force Office of Scientific Research,
and the Campus-Wide Research Innovation Faculty Fellowship (2022) from
CU Boulder.

VOLUME 11, 2023 20581


