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ABSTRACT An optimal configuration method of simulation parameters, including the solver and step size
of each sub-model, is proposed to realize real-time virtual simulation. The content of the presented study
is threefold: firstly, the simulation requirements of three simulation modes, including Model-Exchange,
Co-Simulation, and Hybrid Co-Simulation, are analyzed; secondly, the mathematical descriptions of the
three simulation configuration problems are constructed, which are classified as an inequality problem and
two assignment problems, where the assignment problems are decoupled; finally, an optimal simulation
configuration procedure is proposed, where the analysis method and corresponding design methods for
configured simulation parameters of each sub-model are given. The configuration method is applied to con-
figure the simulation parameters of an aeroengine control systemmodel with 6 separate components, and the
simulation results verify the effectiveness of the proposedmethod. Specifically, the feasibility analysis results
of the sub-models reveal that 4 of them meet the requirements while 2 of them are numerically unstable,
which are consistent with the verification results. Meanwhile, after redesigning the infeasible sub-models
using the proposed design methods, all the sub-models can meet their simulation requirements. In addition,
an optimal configuration of the simulation parameters as well as several comparative configurations are
provided, and the simulation results show that the time consumption of the optimal configuration is minimal
and it can achieve real-time performance.

INDEX TERMS Optimal simulation configuration, real-time simulation, simulation requirements,
assignment problem, analysis and design.

I. INTRODUCTION
Numerical simulation is an essential method for aeroengine
control system research. For example, in the theoretical
research stage, a simulation model can reveal the internal
properties of the research object and help comprehending and
recognizing, accelerating the research process. In the physical
test stage, a simulation model can replace the real object,
saving a lot of research cost [1], [2], [3]. In recent years, with
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the development of advanced control systems, more system
characteristics are considered and more components are inte-
grated, simulation modeling is developing toward multi-state
and multi-disciplinary. Typical applications are aeroengine
digital twin model [4], [5]. Besides, with the expansion of
application scenarios, more stringent simulation performance
requirements are also proposed. For example, an adaptive
model applied in the advanced embedded control systems
should meet the requirements of real-time, high precision and
high stability [6], [7], [8], [9]. Hence, to follow the application
requirements of the modern high-performance aero-engine,
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researching the realization method of real-time simulation to
improve the practical application ability of simulation models
is necessary.

To realize real-time simulation, the time consumption of
the simulation process should be clarified. Some researches
reveal the time consumption compositions of the unit model,
which includes model initialization, integration, handling
discontinuous events, etc. [10], [11]. Theoretically, the sim-
ulation speed can be improved by reducing any above item’s
time consumption. However, it can be found that the inte-
gration consumption almost determines the total time con-
sumption. The integration consumption is determined by
the model complexity, the simulation steps, and the num-
ber of calculations at each step [10], [12]. Among them,
the model complexity determines the time consumption
of model calculation once; the simulation steps and the
number of calculations at each step determine the total
number of calculations, and they are determined by the
simulation parameters, including the solver, step size, and
solving precision [12]. Therefore, there are two basic meth-
ods to reduce the integration consumption, including reduc-
ing model complexity and reducing the total number of
calculations. Among them, the model complexity can be
reduced by simplifying the model and reducing the order of
the model, such as eliminating algebraic loops and reduc-
ing calculation modules [13], [14], [15], [16], [17]. How-
ever, these suggested techniques have limitations because
the simplified model loses its fidelity and it is difficult
to simplify large systems; The total number of calculations
can be reduced by using advanced integrator or designing
simulation step size. For example, a lightweight solver is
introduced to predict discontinuous events to reduce the simu-
lation time [18]. However, it is expensive to develop advanced
integrators. Therefore, designing simulation step size by
configuring the simulation parameters have better benefits.

Researches on the simulation parameters configuration of
the co-simulation model to realize real-time performance are
rare. On the contrary, somemethods focus on dealing with the
data interaction error of sub-models to improve the simulation
speed [19], [20]. These methods reduce the simulation time,
yet they are very complex and inefficient, and importantly,
the step size is variable and the real-time performance cannot
be guaranteed. The latest research proposes a configuration
method to realize real-time simulation of the unit model [12].
This research does not involve the simulation parameters
configuration of the co-simulation model, but it reveals the
explicit relationship between the computational complexity
and the simulation requirements of the unit model in real-time
fixed step size simulation, and establishes explicit mathemat-
ical formulas. On this basis, this paper conducts theoretical
research on the real-time performance realization method of
the co-simulation model, and provides guidance measures for
real-time configuration.

The novelty of this work includes:
(1) Firstly, this paper establishes explicit mathemat-

ical formulas to clarify the relationship between the

model complexity and the simulation requirements of three
co-simulation modes, and directly describes these abstract
problems by accurate mathematical equations.

(2) Secondly, based on the precise mathematical formu-
las, the configuration problems are split into three separate
decoupled mathematical problems that are straightforward
to comprehend and solve, and the calculation theory of the
optimal simulation configuration problems is constructed.

(3) Finally, an optimal simulation configuration procedure
is proposed, which includes an analysis method and corre-
sponding design methods for configured simulation param-
eters of each sub-model. The method is proven to complete
the configuration work efficiently and accurately, and realize
real-time performance.

The structure of this paper is as follows. In Section II,
the simulation requirements of three simulation modes are
analyzed. In Section III, the mathematical descriptions of
the three simulation configuration problems are constructed.
In Section IV, the assignment problems are decoupled.
In Section V, an optimal simulation configuration procedure
is proposed. In Section VI, the simulation parameters of an
aeroengine control system model are designed to verify the
effectiveness of the proposed method. In Section VII, the
conclusions are presented.

II. DESCRIPTION OF SIMULATION REQUIREMENTS
Firstly, to realize real-time simulation, clarifying the explicit
relationship between the model computational complex-
ity and the simulation requirements of three co-simulation
modes, including Model-Exchange, Co-Simulation, and
Hybrid Co-Simulation, and directly describing these abstract
problems with mathematical formulas are the key and basic
works. Therefore, the simulation requirements of numerical
stability, solving precision, and computational complexity
about the three simulation modes are analyzed as follows.

A. REQUIREMENTS OF MODEL-EXCHANGE MODE
The model based on the Model-Exchange environment is
composed of sub-models generated by the Model-Exchange
interface. Among them, all sub-models use the simulation
configuration parameters of the main environment, which
means all of them have the same solver, solving pre-
cision, and simulation step size [21], [22], [23]. There-
fore, the whole model can be regarded as a unit model,
and the following three basic simulation requirements are
analyzed.

1) REQUIREMENT OF NUMERICAL STABILITY
Numerical stability is a basic requirement, which determines
whether the calculation results are meaningful. Specifically,
the requirement of numerical stability can be expressed as the
following inequality [12].

|E (F(ζ, fh))| < 1 (1)

where h is the simulation step size, f is the frequency of the
eigenvalue, ζ is the damping ratio of the eigenvalue, F(·) is a

VOLUME 11, 2023 19989



W. Zhao et al.: Optimal Simulation Configuration Method for Real-Time Simulation

binary function, F(a, b) = 2π · b · (−a + j ·
√
1 − a2), and

E(·) is the function obtained by applying a certain numerical
algorithm to system (2).

ẋ(t) = λ · x(t) (2)

where λ ∈ C, and Re(λ) < 0.
Once inequality (1) is satisfied, the requirement of numer-

ical stability is met. In addition, the region represented by all
feasible fh and ζ is called the stability region of the numerical
algorithm.

However, the step size of inequality (1) is implicit and
inconvenient for calculation, and an explicit formula is nec-
essary. LetG(ζ ) denote the feasible region boundary function
of numerical stability, that is fh = G(ζ ), which is determined
by the type of numerical algorithm [12]. If the frequency f
and the damping ratio ζ of an eigenvalue λ is known at one
step, then the requirement of numerical stability about this
eigenvalue can be expressed as

h <
G(ζ )
f

(3)

Because the stability theory requires that all the eigenval-
ues of a system meet numerical stability at all simulation
steps [24], [25], the requirement of numerical stability can
be expressed as

h < min{hj}, j = 1, 2, . . . , nstep (4)

where nstep is the number of the simulation steps, hj =

min{G(ζi,j)/fi,j}, i = 1, 2, . . . ,m, and m is the number
of eigenvalues of the entire model. The frequency fi,j and
the damping ratio ζi,j relate to the i-th eigenvalue λi at the
j-th simulation step.

2) REQUIREMENT OF SOLVING PRECISION
Solving precision is relevant to the accuracy of a simulation.
Generally, higher precision means more accurate simulation
results. The requirement of solving precision is that the trun-
cation error should be less than the set tolerance error, and it
can be expressed as Eq. (5).

h < (ε)
1

N+1 , ε > 0 (5)

where ε is the tolerance error, and N is the order of the
numerical algorithm adopted by the main environment.

3) REQUIREMENT OF COMPUTATIONAL COMPLEXITY
Computational complexity is positively correlated with the
time consumption, and higher computational complexity
means longer time consumption. Assuming that there are
M sub-models in the main environment, the requirement of
computational complexity requires

TCPU < TSET/R (6)

where TCPU is the real CPU time consumption, TSET is the
set simulation time, and R is the speed coefficient. It is noted
that R should be greater than 1 for real-time scenarios.

For simulations with fixed step size, TCPU can be written
as

TCPU = Tstep · nstep (7)

where Tstep is the single-step calculation time of the system,
and it is expressed as

Tstep = K ·

M∑
i=1

(TODE)i (8)

where K is the number of calculation stages of the solver
used by the main environment, (TODE)i is the single-stage
calculation time of the i-th sub-model, and of course, M is
the number of sub-models.

Meanwhile, TSET is the product of the step size and the
number of simulation steps, as shown in Eq. (9).

TSET = h · nstep (9)

Combining Eq. (6), Eq. (7), Eq. (8), and Eq. (9), it has

h ≥ K · R ·

M∑
i=1

(TODE)i (10)

B. REQUIREMENTS OF CO-SIMULATION MODE
The model based on the Co-Simulation environment is
composed of sub-models generated by the Co-Simulation
interface. Among them, all the sub-models have their own
configuration parameters and do not use the simulation con-
figuration parameters of the main environment, which means
all of them have different solvers, solving precisions, and
simulation step sizes. In addition, it requires that the step
size adopted by each sub-model should be an integral mul-
tiple to the simulation step size of the main environment
[21], [22], [23].

The requirements of the Co-Simulation environment are
divided into two parts.

1) REQUIREMENT OF COMPUTATIONAL COMPLEXITY FROM
THE MAIN ENVIRONMENT
For Co-Simulation environment, the single-step calculation
time of the i-th sub-model can be expressed as (TODE)i · Ki,
then the single-step calculation time of the entire model Tstep
is expressed as

Tstep =

M∑
i=1

((TODE)i · Ki) (11)

where Ki is the number of calculation stages of the solver
used by the i-th sub-model, and of course, M is the number
of sub-models.

Combining Eq. (6), Eq. (7), Eq. (9), and Eq. (11), the
requirement of computational complexity is expressed as

h > R ·

M∑
i=1

((TODE)i · Ki) (12)
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2) REQUIREMENT OF SOLVING PRECISION AND
NUMERICAL STABILITY FROM THE SUB-MODELS
Assuming the step size adopted by the main environment
is h, and the step size adopted by the i-th sub-model is ni ·

h, ni ∈ Z , ni > 0. Since each sub-model should meet the
requirements of solving precision and numerical stability,
there are {

ni · h < (hp)i
ni · h < (hs)i

(13)

where (hp)i and (hs)i represent the feasible collection
boundary values of the step size of the i-th sub-model, cor-
responding to solving precision and numerical stability [12].
According to Eq. (4) and Eq. (5), there are{

(hs)i = min{hj}, j = 1, 2, . . . , nstep
(hp)i = (εi)

1
N+1

(14)

Then, the requirement of the i-th sub-model can be
expressed as

ni < min{(hp)i/h, (hs)i/h}, i = 1, 2, . . . ,M (15)

C. REQUIREMENTS OF HYBRID CO-SIMULATION MODE
The model based on the Hybrid Co-Simulation environment
is composed of sub-models generated by the Co-Simulation
interface and the Model-Exchange interface. It can be
regarded as a special case of the Co-Simulation mode,
because its sub-models generated by the Model-Exchange
interface use the simulation configuration parameters of the
main environment [21], [22], [23].

Therefore, the requirements of the Hybrid Co-Simulation
mode are the same as the Co-Simulation mode, except:

a) For Eq. (12), if the i-th sub-model is generated by the
Model-Exchange interface, there is Ki = K .

b) For Eq. (15), if the i-th sub-model is generated by the
Model-Exchange interface, there is ni = 1.

III. MATHEMATICAL DESCRIPTION OF SIMULATION
CONFIGURATION PROBLEMS
The simulation configuration problem of each simulation
mode can be described as a specific mathematical problem
that is straightforward to comprehend and solve. The analysis
process is as follows.

A. MATHEMATICAL DESCRIPTION OF MODEL-EXCHANGE
MODE
An inequality problem can be used to describe the simulation
configuration problem of the Model-Exchange mode. The
requirements of the Model-Exchange environment can be
represented by the feasible collection of the step size.

h ≥ hv
h < hs
h < hp

(16)

where hv, hs and hp represent the feasible collection bound-
ary values of the step size, corresponding to computational

complexity, numerical stability, and solving precision respec-
tively, and they are expressed as

hv = K · R ·

M∑
i=1

(TODE)i

hs = min{hj}, j = 1, 2, . . . , nstep

hp = (ε)
1

N+1

(17)

After determining the simulation requirements and the
solver, the feasible collection boundary values of the step size
hv, hs and hp can be calculated. If there is a feasible collection
of the step size when calculating inequality Eq. (16), the
simulation configuration is feasible. If not, the simulation
configuration is infeasible.

B. MATHEMATICAL DESCRIPTION OF CO-SIMULATION
MODE
An assignment problem can be used to describe the simu-
lation configuration problem of the Co-Simulation environ-
ment. The diagram of the assignment problem is shown in
Fig. 1.

FIGURE 1. Mathematical description of simulation configuration for the
Co-Simulation mode.

There are P solvers andM sub-models, and the design task
is to assign the i-th sub-model to use the j-th solver to imple-
ment simulation. Further, an optimal simulation configura-
tion problem can be derived, and the optimization objective
is to minimize the single-step calculation time Tstep of the
system. The analysis process is as follows.

Let cij represents the single-step consumption time when
the i-th sub-model uses the j-th solver to implement simula-
tion. Assuming that the number of solver calculation stages
of the j-th solver is Kj, and the single-stage calculation time
of the i-th sub-model is (TODE)i, then cij can be expressed as

cij = (TODE)i · Kj (18)
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Import variable xij, let

xij =

{
1, the i-th subsystem uses the j-th solver
0, other case

(19)

The optimization objective is expressed as

min
M∑
i=1

P∑
j=1

cij · xij (20)

The constraints of the assignment problem are analyzed as
follows.

Since a sub-model uses only one solver when simulating,
some of the constraints are

P∑
j=1

xij = 1, i = 1, 2, . . . ,M (21)

In addition, the i-th sub-model can use the j-th solver for
simulation only if the requirements Eq. (15) is met. Let (hp)ij
and (hs)ij represent the feasible collection boundary of the
step size when the i-th sub-model uses the j-th solver for
simulation, then defining the judge coefficient

dij = min{(hp)ij/h, (hs)ij/h} (22)

Considering Eq. (15) and the available range of n, that is
n ∈ Z , n > 0, other constraints are{

xij ∈ {0, 1}, if dij ≥ 1
xij = 0, if dij < 1

(23)

Therefore, the mathematical model for the optimal simu-
lation configuration problem of the Co-Simulation environ-
ment is expressed as

minimize
M∑
i=1

P∑
j=1

cij · xij

subject to
P∑
j=1

xij = 1, i = 1, 2, . . . ,M

xij = 0, if dij < 1, i = 1, 2, . . . ,M ,

j = 1, 2, . . . ,P

xij ∈ {0, 1}, if dij ≥ 1, i = 1, 2, . . . ,M ,

j = 1, 2, . . . ,P (24)

C. MATHEMATICAL DESCRIPTION OF HYBRID
CO-SIMULATION MODE
As mentioned in Section II, the model based on the Hybrid
Co-Simulation mode is a special case of the Co-Simulation
mode. Evidently, the mathematical model Eq. (24) can be
used to describe the optimal configuration problem of the
Hybrid Co-Simulation environment, except:

Because the sub-models generated by theModel-Exchange
interface all use the simulation configuration parameters
of the main environment, there are additional constraints
expressed as

xij = xrj, i, r ∈ B (25)

where B is the collection of the serial number of sub-
models generated by the Model-Exchange interface, and
B ∈ {1, 2, . . . ,M}.

IV. DECOUPLING OF THE OPTIMAL SIMULATION
CONFIGURATION PROBLEM
The optimal simulation configuration problem expressed by
Eq. (24) can be decoupled into a series of optimal simulation
configuration problems of the sub-models, and the decou-
pling processes are as follows.

A. DECOUPLING ANALYSIS
Eq. (24) can be converted as

minimize
M∑
i=1

 P∑
j=1

cij · xij


subject to

P∑
j=1

xij = 1, i = 1, 2, . . . ,M

xij = 0, if dij < 1, j = 1, 2, . . . ,P,

i = 1, 2, . . . ,M

xij ∈ {0, 1}, if dij ≥ 1, j = 1, 2, . . . ,P,

i = 1, 2, . . . ,M (26)

The constraints of each sub-model are linearly inde-
pendent, then the optimal configuration problem can be
decoupled.

Defining

yi =

P∑
j=1

cij · xij (27)

Then the optimal configuration problem of the i-th sub-
model is expressed as

minimize yi

subject to
P∑
j=1

xij = 1

xij = 0, if dij < 1, j = 1, 2, . . . ,P

xij ∈ {0, 1}, if dij ≥ 1, j = 1, 2, . . . ,P (28)

And accordingly, the original optimal configuration prob-
lem is converted as

minimize
M∑
i=1

yi (29)

B. OPTIMAL CONFIGURATION PROBLEM OF THE I-TH
SUBMODEL
Noting that the single-step consumption time cij of Eq. (18),
then the optimization objective of the i-th sub-model is

yi = (TODE)i ·
P∑
j=1

(
Kj · xij

)
(30)
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Obviously, the simulation configuration is optimal when a
minimum value of Kj is selected within the feasible solution
which is determined by Eq. (23).

V. OPTIMAL SIMULATION CONFIGURATION METHOD
To realize optimal simulation configuration, the following
procedures should be carried out, as shown in Fig. 2, and the
details are as follows.

a) Determine simulation requirements and numerical
algorithms.

b) Calculate the judge coefficient of each sub-model.
c) Analysis the feasibility.
d) Design the optimal configured parameters.
e) Guide the redesign.

FIGURE 2. Diagram of optimal simulation configuration procedure.

A. DETERMINE SIMULATION REQUIREMENTS AND
NUMERICAL ALGORITHMS
Firstly, the simulation requirements of the main environment
should be determined according to the actual research objec-
tive and application scenario, including the simulation step
size h, the solving precision ε, and the speed coefficient R.
Secondly, the available solvers and their simulation param-

eters should be determined according to different simulation
platforms and actual applications, including the number of
calculation stages K , the order N , and the feasible region
boundary function G(ζ ) of numerical stability.

B. CALCULATE THE JUDGE COEFFICIENT OF EACH
SUBMODEL
Firstly, the following parameters of the i-th sub-model should
be determined:

a) The single-stage calculation time (TODE)i.
b) The core max frequency fi and the corresponding damp-

ing ratio ζi during simulation.
Then, the following parameters should be calculated when

using different solvers:
a) The feasible collection boundary values (hs)ij and (hp)ij.
b) The parameter dij, which is used to determine whether

the value of the variable xij is zero, and determine the collec-
tion Di of the available solvers.
The above processes should be executed for all

sub-models.

C. ANALYSIS THE FEASIBILITY
There are three analysis results:

a) Case A: Infeasible. Specifically, there is a sub-model,
presented as the i-th sub-model, does not satisfy Eq. (15) even
if it tests all solvers, and the collection Di of the available
solvers is empty. It has

max{dij} < 1, j = 1, 2, . . . ,P (31)

It indicates that the i-th sub-model cannot satisfy the
requirements of solving precision and numerical stability
simultaneously within the workable solvers. And of course,
there is no suitable simulation configuration to meet the
simulation requirements and realize real-time performance.

b) Case B: Infeasible. Interpretatively, each sub-model can
satisfy Eq. (15) after it tests all solvers, which indicates that
there is at least one solver can be used for each sub-model,
and the collection Di of the available solvers is nonempty,
but the real-time performance cannot be realized. There are
max{dij} > 1, j = 1, 2, . . . ,P, for i = 1, 2, . . . ,M
M∑
i=1

yi > h/R
(32)

c) Case C: Feasible. Illustratively, there is at least one
solver can be used for each sub-model, and the collection
Di of the available solvers is nonempty, and the real-time
performance can be realized. There are
max{dij} > 1, j = 1, 2, . . . ,P, for i = 1, 2, . . . ,M
M∑
i=1

yi < h/R
(33)

D. DESIGN THE OPTIMAL CONFIGURED PARAMETERS
For case C, the simulation parameters of each sub-model can
be designed as:

a) The solver with aminimum number of calculation stages
within the collectionDi of the available solvers is optimal. For
i = 1, 2, . . . ,M , it has

Ki = min{Kij}, j = 1, 2, . . . , j ∈ Di (34)
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b) The step size is designed as

hi = ni · h (35)

where ni can be any integer between 1 and dij, and j ∈ Di.

E. GUIDE THE REDESIGN
For Case A, the judge coefficient is less than 1, so the
optimization methods are increasing the judge coefficient.
The methods are increasing (hs)ij and (hp)ij, which can
be realized by optimizing the core max frequency and the
damping as well as adjusting the simulation requirements of
solving precision of the sub-model which has no available
solver, and ensuring that there is one or more solvers can be
used. According to Eq. (3) and Eq. (5), the design methods
include:

a) Reducing the abnormally high frequency f , and improv-
ing the abnormally small damping ratio ζ .
b) Reducing the solving precision ε appropriately.
Specifically, to meet the simulation requirement of numer-

ical stability, the designed core max frequency and the damp-
ing should meet

f <
G(ζ )
h

(36)

For Case B, the optimization methods are adjusting sim-
ulation requirements or optimizing the core max frequency
and the damping characteristic of the sub-model which has
a small collection D of the available solvers, to increase the
number of available solvers. The optimization methods are
same as Case A.

VI. APPLICATION TO AN AERO-ENGINE CONTROL
SYSTEM MODEL
The proposed method is used to configure the simulation
parameters of an aeroengine control systemmodel in this sec-
tion, which is established based on the Co-Simulation envi-
ronment. As mentioned in Section II, the Model-Exchange
mode and the Hybrid Co-Simulation mode are special
cases of the Co-Simulation mode, thus the model based
on the Co-Simulation environment can be fully used for
the verification works. The composition of the aeroengine
control system is shown in Fig. 3. Complementarily, this
linear model consists of six components, which can be
used to design the dynamic control laws of the control
system.

A. DETERMINE SIMULATION REQUIREMENTS AND
NUMERICAL ALGORITHMS
1) DETERMINE SIMULATION REQUIREMENTS OF THE MAIN
ENVIRONMENT
The step size h and the speed coefficient R of the main
environment are 0.001 and 2 respectively, and the solving
precision ε is 10−6.

FIGURE 3. The compositions of the aeroengine control system.

2) DETERMINE THE SIMULATION PARAMETERS OF THE
NUMERICAL ALGORITHMS
The simulation parameters of the adopted numerical algo-
rithms are shown in Table 1 [12], corresponding to the algo-
rithms of Runge-Kutta1 to Runge-Kutta4.

TABLE 1. Simulation parameters of the adopted solvers.

B. CALCULATE THE JUDGE COEFFICIENT OF EACH
SUBMODEL
The core eigenvalues and the calculated simulation parame-
ters of each sub-model are shown in Table 2.

TABLE 2. Simulation parameters of each sub-model.

1) CALCULATE THE FEASIBLE COLLECTION BOUNDARY
VALUES OF THE STEP SIZE
Firstly, calculating the feasible collection boundary values of
the step size (hp)ij and (hs)ij according to Eq. (14), as shown
in Table 3.
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TABLE 3. The feasible collection boundary values of the step size.

TABLE 4. Values of the judge coefficient.

2) CALCULATE THE JUDGE COEFFICIENT
Then, calculating the judge coefficient dij according to
Eq. (22) to determine the parameter values of xij, as shown
in Table 4.

C. ANALYSIS THE FEASIBILITY
Firstly, the requirement of solving precision is reasonable,
because all the sub-models can meet the solving precision
when they use all the adopted solvers.

Secondly, for the sensor sub-models of N1 and N2, there
are

max{dij} = 0.6 < 1 (37)

TABLE 5. Design range of the frequency and the damping ratio.

TABLE 6. The feasible collection boundary values of the step size.

The sensor sub-models of N1 and N2 cannot satisfy
the requirement of numerical stability within the workable

solvers under the set step size of the main environment. And
of course, there is no suitable simulation configuration to
meet the simulation requirements and realize real-time sim-
ulation. Correspondingly, the simulation configuration status
is classified as Case A.

Setting the feasible minimum simulation step to 1e-3,
which is also the simulation step size of the main environ-
ment, the simulation results of the sensor sub-models of N1
and N2 are shown in Fig. 4.

FIGURE 4. Simulation results of the sensor sub-models of N1 and N2.

Evidently, the simulation results are numerically unstable,
and the feasibility analysis results are correct.

D. GUIDE THE REDESIGN
The researched frequency range of the aeroengine con-
trol system is generally within 100 Hz. However, the
high frequency characteristics of the sensor sub-models
are far beyond the researched frequency range, which are
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TABLE 7. Design of the simulation parameters of each sub-model under different schemes.

unnecessary. Therefore, the method of optimizing the high
frequency characteristics of the sensor sub-models is adopted
[26], [27].

According to Eq. (36), the design range of the frequency
and the damping ratio for eigenvalues are obtained, as shown
in Table 5.

The calculation results indicate that, by limiting the
high frequency characteristics within about 300Hz, the
sub-models can satisfy the requirements of solving pre-
cision and numerical stability simultaneously within the
workable solvers under the set step size of the main
environment.

Of course, the limited high frequency characteristic is
reasonable, because it is beyond the researched frequency
range. Therefore, the eigenvalues related to high frequency of
the sensor sub-models is designed as -1500, and the feasible
collection boundary values (hs)ij of the step size are shown in
Table 6.
According to Table 6, the feasible simulation step size of

the two sub-models is still 1e-3, and the simulation results of
the sensor sub-models of N1 and N2 after redesign are shown
in Fig. 5.

Evidently, the simulation results of the sensor sub-models
of N1 and N2 after redesign are numerically stable and
correct.

E. DESIGN THE OPTIMAL CONFIGURED PARAMETERS
The simulation parameters of each sub-model under different
schemes are designed, as shown in Table 7. And from the
theory of optimal simulation configuration in Section IV, the
Scheme 1 is optimal.

F. SIMULATION RESULTS AND DISCUSSION
The theoretical calculation consumption time is

TCPU =

 M∑
i=1

(TODE)i ·
P∑
j=1

(
Kj · xij

) ·
TSET
h

(38)

Setting the simulation time TSET to 10s, the actual CPU
consumption and the theoretical calculation consumption are
shown in Table 8.

TABLE 8. Results of the time consumption under different schemes.

The simulation results show that:
(1) The actual CPU consumption is nearly identi-

cal to the theoretical calculation consumption, indicating
the accuracy of the established mathematical calculation
formulas.

(2) The Scheme 1 is optimal, and it can achieve real-
time performance and satisfy the simulation requirements,
which is consistent with the conclusion of the theoretical
analysis. It indicates that the constructed mathematical prob-
lems are appropriate and accurate, and they can completely
represent and solve the optimal simulation configuration
problems.

(3) Using the proposed design methods, all the sub-models
can meet their simulation requirements after redesigning the
model, demonstrating the feasibility and effectiveness of the
proposed design methods.

FIGURE 5. Simulation results of the sensor sub-models of N1 and N2
after redesign.
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However, the simulation step size of each sub-model is
a trade-off between the simulation requirements of preci-
sion, stability, and simulation speed, which are in opposi-
tion to one another. There is no specific method for making
tradeoffs; instead, it relies on the research purpose and the
application scenarios, thus the application of the proposed
redesign method has limitations.

VII. CONCLUSION
To realize real-time simulation and optimal configuration,
this paper constructs the mathematic description of the opti-
mal simulation configuration problem and converts it to an
assignment problem, and decouples it into a series of optimal
simulation configuration problems of the sub-models. On this
basis, an optimal configuration method for simulation param-
eters is proposed, which includes an analysis method and
corresponding design methods. Simulations on an aeroengine
control system model are implemented, and the conclusions
are as follows.

(1) The analysis method can obtain the feasibility of the
simulation configuration accurately, and the design methods
can redesign the sub-models effectively to realize real-time
simulation.

(2) The proposed method can solve the optimal simulation
configuration problem by theoretical calculation. Themethod
is more accurate and effective because it avoids the trouble
and inaccuracy of selecting simulation parameters through
trial-and-error method, and it can be widely used.

The method is based on the real-time theory, then the simu-
lation step size is fixed and the solver keeps unchanged during
a simulation. Thus, this method is not applicable to han-
dle simulations adopting variable-solvers or iterative-solvers.
In the future research, the theory of real-time simulation for
the model applying iterative solvers will be researched to
improve the practical application ability of the aeroengine
control system model.
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