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ABSTRACT The new technologies emerging in the energy sector pose new requirements for both the
regulation and the operation of the electricity grid. Revised tariff structures and the introduction of local
markets are two approaches that could tackle the issues resulting from the increasing number of active
end-users. However, a smooth transition from the traditional schemes is critical, thus creating the need for
solutions that can be implemented in the current circumstances. This paper proposes a local market concept
and a corresponding dynamic tariff system, which can not only be operated parallel to the current retail
market, but which also considers possible interactions between the two markets by taking into account the
estimated state of the network. The participants of themarket can trade energy peer-to-peer via a platform that
allocates proper network charges to all transactions. The calculated tariffs consider the physical effect of the
transactions on the grid in terms of nodal voltage deviations, branch current flows, and overall system losses.
The proposed method is tested and compared to the currently existing local market approach on the IEEE
European LV test feeder through market simulations. The results imply that knowledge on network state
prior to trades can increase the correctness of network charge allocation. With the proper tuning of DNUT
(Dynamic Network Usage Tariff) components, the end-users can even realize larger surplus compared to
other local market models, while the security of network operation is also ensured.

INDEX TERMS Congestion management, dynamic tariff, energy trading, local market, peer-to-peer, trading
platform.

I. INTRODUCTION
The electric power system is subject to radical changes that
are driven by the disruptive advancements in technology,
such as household generators, storages or electric vehicles.
However, power grids and regulators are slow to respond
to these novelties. One issue, in particular, is the state of
distribution systems, since most of the new technologies can
be tied to the end-users or so-called prosumers. Currently,
these participants of the grid are considered as passive actors,
but they becomemore andmore active, thus generating a need
to rethink traditional retail market structures and accompa-
nying network tariffs, such as volumetric and capacity based
measures [1].
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The research presented in this paper aims to develop
such market solutions that enable innovative grid services
to improve the connection of DSOs and prosumers. In other
words, the goal of this work is to find a solution in which pro-
sumers can trade energy between each other to gain economic
benefits. The constraints posed by the physical network
(which may change in a short time) should also be taken into
consideration by redefining network usage tariffs. Moreover,
transactions that improve grid stability, efficient grid usage
and energy quality should be incentivized. Nonetheless, the
developed structure should be ready to be implementable
in the regulatory environment and operational circumstances
present in the European market structure.

In the context of these expectations, three main approaches
have been identified in the literature (often present at the same
time) that address the aspects above:
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• new tariff structures for retail markets,
• locational marginal pricing for distribution systems,
• creating local markets (or in a special case: peer-to-
peer markets), which enable prosumers to trade locally
generated energy with each other.

On the traditional European retail market, prosumers pay
energy prices to the service provider they are contracted with,
and network charges to system operator companies, which
are responsible for energy transmission and distribution. The
main goal of a redesigned tariff structure is to incentivize
consumers to shift their load according to the current state
of the network by altering the respective network charges.
A considerable amount of papers have addressed this topic,
from which two are relevant here: [2] proposes a simple
time-of-use (ToU) tariff, named ‘‘peak coincidence network
charge’’, while [3] provides a game-theoretic approach to
peak reduction by utilizing a flat-rate tariff. Although these
tariffs mean an improvement from the operational perspec-
tive, the concept of cost-causality and dynamic behavior is
missing. This means that tariff design solely cannot address
some of the main issues of system operation.

Another approach, in the US, to consider and quantify
network use is to handle energy and grid prices jointly. Distri-
bution locationalmarginal pricing (DLMP) is amethodwhich
distinguishes prosumers based on the state of the network,
and in which energy and network prices are inseparable.
The DLMP can be derived from a standard optimal power
flow (OPF) problem [4], a method that is verified to be
feasible in electronically controlled distribution systems [5].
In the literature, there are several options to upgrade this
method. One direction of development is to ensure that the
OPF has a solution. This can be achieved using a quadratic
programming model [6], by the introduction of unbalanced
AC OPF [7], by the linearization of the OPF problem [8]
or by the relaxation of the AC OPF to ensure its convexity
[9]. Other directions include utilization of the connection
with thewholesale energymarket [10], consideration of nodal
voltages [11] and reactive power flows [12], or the application
of stochastic models for renewable generators [13]. Several
LMP methods are compared in [14].

The DLMP is a promising approach for the reinvention
of distribution system operation, and can be considered the
fundamental basis of our work. However, since the method is
based on optimization, active involvement of an operator (e.g.
the DSO, i.e. the Distribution System Operator) is needed for
the local trading to be successful. Another issue is that the
concept of locational marginal pricing is yet to be accepted
by EU regulators, thus making the implementation harder.

The concept and main attributes of local markets are sum-
marized in [15] while [16] provides a detailed account of
their introduction during the course of a specific project. The
main idea is to create the opportunity for prosumers to trade
with each other either through a central entity, like in [17],
based on optimization, or peer-to-peer (p2p). P2p markets
have seen a large interest in research over the years that

span across various fields of science [18]. The current focus
areas in this topic are identified by [19] as the following:
trading platform, blockchain, game theory, simulation, opti-
mization, algorithms. The results in these fields include the
incorporation of blockchain technology for increased security
(an evaluation scheme for such projects is presented in [20],
while [21] provides a state-of-the-art design with enhanced
consideration of inter-temporal dependencies), the utilization
of game theory to simulate trading [22] or to design market
platforms (e.g. combined with motivational psychology [23]
or a time-varying priority system [24]), or to create models
for prosumer behavior [25]. In most cases, these solutions
assume a ‘‘copper plate’’ environment, where no network
constraints are used, thus trading is only influenced by energy
prices. To be able to manage the condition of the physical
network, consideration of the congestions and voltage issues
are also important. Authors discuss providing incentives for
self-consumption in [26], and the introduction of network
constraints in market operation e.g. using line flow restric-
tions [27] and sensitivity analysis [28]. Different algorithms
are developed for matching orders considering network con-
straints to minimize information exchange [29], even apply-
ing graph theory [30] or robust planning [31]. Only loss is
considered in [10]. The handling of network constraints is a
focus area in the present study, too.

Generally, p2p markets have the tools to incentivize end-
users to operate in a market environment through joint
energy-network price signals However in the European
energy market structure, the energy market is separated from
network activities, so the local market should be purely
competitive based on energy or opportunity costs while the
network constraints should influence the network usage tariff
in an incentive way. Studies above are not suitable to fulfil
both criteria. Even if using merged price signals, the local
p2p market structure is more applicable for demonstration,
if it can be operated parallel with an existing retail market
providing incentives for the local prosumers to switch to the
p2p market.

Considering network constraints in p2p market while
another standard retailer also supplies consumers on the
same network is a great challenge. To our best knowledge,
these questions have not been addressed before, although
the means of proper incentivization is a key aspect in the
successful implementation of a local market framework in
practice. As the literature overview in Table 1 illustrates, the
proposed local markets that apply both energy and network
price components are not capable of parallel operation with
existing trading platforms. In essence, they all consider the
network with a fixed configuration of power injections that
is swiftly eliminated from subsequent calculations by the
appropriate reduction of remaining transmission capacities.
This thought process leads to a trading platform design that
operates on a network model with zero power injections (zero
base case – ZBC). In this framework, the physical flows from
the transactions of concurrent market platforms (e.g. retail
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TABLE 1. Literature overview.

market) always remain hidden. Therefore, the framework has
to be modified to allow parallel operation.

The aim of the present paper is to bridge the aforemen-
tioned knowledge gap by the following contributions to local
markets and dynamic tariffs:

• A low-voltage (LV) local market platform is introduced,
which can be co-operated with the traditional retail mar-
ket, or even as a standalone system for trading locally.
The parallel operation is based on the estimated state of
the network for every 15-minute interval.

• A novel dynamic network usage tariff system (DNUT)
is built that maps the state of the network to the market
platform. This tariff is allocated on prosumers based on
the effects of the transaction in terms of nodal voltages,
branch currents, and system losses.

• The tariff components can be subjects to change during
real-time operation based on the estimated state of the
distribution network (if trades imply power flows that
represent excessive values to the estimated loads and
generations).

The operation of the local market platform and the
attributes of the DNUT components are showcased through
market simulations, using the IEEE European LV test feeder
from [32].

This paper is organized as follows. Section II describes the
local market concept and the incorporated calculation meth-
ods in detail. The attributes of the proposed market scheme
and tariff structure are evaluated through market simulations
in Section III. Finally, Section IV concludes this paper and
provides insight into the continuation of this research.

II. MODEL
A. LOCAL MARKET CONCEPT
The proposed local market has similar attributes to the
intraday wholesale electricity market. Trading is continu-
ous to bridge possible liquidity issues. Quarter-hourly (QH)

products are used, where a minimum limit for traded energy
is 1 Wh.

One key feature of our local market structure is that it
can be operated in parallel with the traditional retail market.
This means that the participation of prosumers is completely
voluntary and is driven by profit-maximizing behavior. How-
ever, an accepted or hit order in the local market forms an
obligation for both parties in the trade. The settlement is based
on measurements in the given QH.

A trading platform is developed to connect all participants
of the market, which might include consumers (prosumers),
small-scale generators, and storage owners. The platform is
responsible for handling order submission and matching as
well, while it also performs settlement after physical delivery.
Both supply and demand orders are composed of energy
price and quantity. Dynamic network usage tariff charges are
calculated for every pair of participants considering the actual
state of the network. This fee is added to the price of the order
and is shown on the market platform.

The DNUT depends on a base case, which is the forecasted
power generation and consumption data in the system (which
determines the nodal voltages and branch currents) for the
actual QH. The corresponding DSO plays a key role in defin-
ing theDNUT components so that the resulting chargesmatch
the DSO’s expectations in terms of how much it wishes to
incentivize the grid supporting measures of participants (e.g.
voltage regulation, alleviation of congestions).

A more detailed description of operation is given in the
following subsections, starting with the calculation methods,
developed for the local market.

B. CALCULATION METHODS
1) SENSITIVITY MATRICES
The DNUT considers the state of the network, which implies
a large number of load-flow calculations to be carried out
on the platform throughout the intraday operation. Therefore,
sensitivity matrices are introduced to place the computational
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burden of load-flows before the trading period. This is done
by examining voltage and current deviations from the afore-
mentioned estimated initial state, as a function of energy
exchange between each prosumer and the main grid (i.e. the
slack bus). Through fitting a first order polynomial using
the least-squares method (linearization) to the results of the
load-flow, a voltage and current sensitivity factor (VSF, CSF)
can be gained. These factors describe the network response
to changes in energy injections and drains at prosumer
nodes caused by transactions. Eq. (1) shows the linearization
method for a single VSF value (CSFs are determined simi-
larly, using branch currents).

i ∈ {−res, −res + 1, −res + 2, . . . res − 1, res}∑
i

(
Unode,i − VSFnode · 1E ·

i
res

)2
→ min (1)

where
res − resolution of load-flow output data. Voltages are

calculated in (2·res+1) operating points with different power
injections;

1E − the maximum of energy injection for which the
sensitivities are calculated;
Unode,i − voltage phase RMS value of the actual node as

result of the load-flow;
VSFnode − the resulting sensitivity value of the phase

voltage at the given node.
These factors are ordered to obtain a VSF matrix of size

nn×3np (where nn - number of nodes and np - number of
prosumers), and a CSF matrix of size nb×3np (where nb –
number of branches). The matrices have 3np columns to be
able to consider the effect of single-phase prosumers too.

The matrices are used to estimate the current state of the
grid relative to the predefined initial state (indexed with is)
by using the following equations:

Unodes = Unodes,is + VSF · 1E inj (2)

Ibranches = Ibraches,is + CSF · 1E inj (3)

where
Unodes − voltage phase RMS values on each node (vector

of size nn);
Ibranches − current RMS values on each line (vector of

size nb);
1E inj − injected energy for every prosumer node (vector

of size 3np).
Fig. 1 demonstrates the application of VSF and CSF

parameters in a small LV networkwith 4 three-phase symmet-
rical prosumers. A base case is defined, where the prosumer
on node 1 (N1) is a producer, and other participants on
the network are consumers. The nodal voltages and branch
currents corresponding to the base case are denoted with blue.
As mentioned earlier, the VSF and CSF values assume a
‘‘transaction’’ with the main grid. Therefore, the effect of a
0.25 kWh (1 kW for a QH) prosumer-prosumer transaction
(red) between N1 and N3 is estimated as the sum of two parts:
the producer supplies power to the main grid (yellow) and the
consumer procures energy from the main grid (brown).

FIGURE 1. Demonstration of the use of VSF and CSF matrices in a small
network for a 0.25 kWh transaction between two prosumers.

2) DYNAMIC NETWORK USAGE TARIFF
A dynamic network usage tariff structure is used to introduce
the physical constraints posed by the distribution system to
the market platform.When a transaction between participants
is considered, the DNUT is also added to (or subtracted
from) the energy price, thus representing the effects of the
transaction to those responsible. This serves as an incentive
to hit orders that are advantageous from the grid perspective,
or hinder other orders that would move the network towards
a congested state.

For every pair of prosumers (also differentiated by transac-
tion directions) a DNUT value can be derived, thus creating a
DNUT matrix with the size of the number of prosumers. The
diagonal of this matrix is zero (by definition), which means
that transactions between prosumers on the same network
node do not use the network.

The designed DNUT is composed of three main compo-
nents: current charges, voltage charges, and loss charges.
A detailed description of each component is given in the
following subsections.

a: CURRENT CHARGES
For every line in the network, a current cost is calculated,
which consists of a constant and a linear part. The constant
part is responsible for keeping branch currents under the
given rated values.

IClimit,l =

{
0, II < II ,rated
cI ,limit , II ≥ II ,rated

(4)
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TABLE 2. The possible values of 1Il in eq. (6).

IClimit =

∑
l

IClimit,l (5)

where
II − current RMS value on the line ‘‘l’’ (A)
IClimit,l − cost of reaching the current limit on the line ‘‘l’’

(EUR);
II ,rated − current rating of line ‘‘l’’ (A);
cI ,limit − limiting current charge (EUR).
Since currents represent the traffic on the electricity grid,

the linear part is calculated according to load allocation on
the network.

IClinear,l = cI ,linear · 1Il · ltl (6)

IClinear =

∑
l

IClinear,l (7)

where
IClinear,l − cost of current deviation on the line ‘‘l’’ (EUR);
ltl − length of the line ‘‘l’’ (m);
cI ,linear − linear current charge (EUR/Am).
The substitution for 1Il can be done based on Table 2,

where Ibt,l and Iat,l are the current RMS values before and
after the transaction on the line ‘‘l’’, respectively. These val-
ues are calculated by using the estimated initial state and the
CSF matrix that is described in section II-B1).

b: VOLTAGE CHARGES
For every node in the network, a voltage related cost is
calculated, which consists of a constant and a linear part.
The constant part is responsible for keeping nodal voltages
in a predefined ±10% interval around the nominal voltage
(usually 231 V for LV networks in Europe), to ensure the
quality of service.

UClimit,n =

{
0, 0.9Un,nom ≤ |Un| ≤ 1.1Un,nom
cU ,limit , else

(8)

UClimit =

∑
n

UClimit,n (9)

where
Un − phase RMS voltage on the node ‘‘n’’ (V);
UClimit,n − cost of reaching the voltage limit on the node

‘‘n’’ (EUR);
Un,nom − nominal phase RMS voltage on the

node ‘‘n’’ (V);
cU ,limit − limiting voltage charge (EUR).

TABLE 3. The possible values of 1Un in eq. (10).

FIGURE 2. Demonstration of the DNUT values for the case when the
consumer on node 3 buys 0.25 kWh energy.

The linear part of the voltage charge is used to incentivize
voltage stabilizing trades (i.e. transactions that move the volt-
age towards the nominal value).

UClinear,n = cU ,linear · 1Un (10)

UClinear =

∑
n

UClinear,n (11)

where
UClinear,n − cost of phase voltage deviation on the node

‘‘n’’ (EUR);
cU ,linear − linear voltage charge (EUR/V).
The substitution for 1Un can be done based on Table 3,

whereUbt,n andUat,n are the phase RMS voltages before and
after the transaction on the node ‘‘n’’, respectively. Similarly
to branch currents, these values are calculated by using the
estimated initial state and the VSF matrix that is described in
Section II-B1).

c: LOSS CHARGES
In the case of network losses, only a linear charge is applied.
The losses are estimated as the sum of branch losses and

VOLUME 11, 2023 19251



B. Sütő, D. P. Divényi: Local Electricity Market Design Utilizing Network State Dependent Dynamic Network Usage Tariff

FIGURE 3. Excessive (red), nominated (green), unnominated (blue), and resulting physical (bold) flows in the model.

earthing losses for a QH in the following form:

Ploss =

∑
l

I2l · Rline,l +
∑
n

U2
neut,n

Rearth,n
(12)

PC = closs ·
1
4

(
Ploss,at − Ploss,bt

)
·

1
1000

(13)

where
Rline,l − resistance of the line ‘‘l’’ (�);
Rearth,n − earthing resistance on the node ‘‘n’’ (�);
Uneut,n − neutral point RMS voltage on the node ‘‘n’’ (V);
Ploss,bt − estimated system loss before the

transaction (kW);
Ploss,at − estimated system loss after the transaction (kW);
closs − linear loss charge (EUR/MWh);
PC - cost of loss deviation (EUR).

d: DNUT MATRICES
The DNUT value for two participants is constructed as:

DNUTs,d =
IClimit + IClinear + UClimit + UClinear + PC

1E t
(14)

where
1E t− transacted energy (MWh);
DNUTs,d - the DNUT value for a transaction between ‘‘s’’

supplier and ‘‘d’’ consumer (EUR/MWh).
A DNUTmatrix with a size of (np×np) can be established

by applying (14) to every pair of prosumers. Since all the
components are derived from linear equations, the calculation
of this matrix is fast.

Fig. 2 shows an example of the DNUT values in the same
environment as in Fig. 1, but from the perspective of the
prosumer on N3, who buys energy from the supplier on
node 1. The tariff components from left to right are voltage
charges, current charges, and loss charges. In this case, the

flows resulting from the transaction match the direction of
the base case flows, which means an additional burden for the
grid (i.e. increased voltage drops, line currents and losses).
Therefore, all DNUT components are positive.

If the buyer on N3 had the opportunity to buy energy
from N4 (considering the same base case), the active power
losses could be lowered on the branch between N2 and N4.
This transaction would affect the voltages and currents in a
symmetrical way, so that consequent costs cancel out each
other. Thus, the result is a negative DNUT.

Note that an important part of the determination of DNUT
is the tuning of the defined ‘‘c’’ constants. A similar topic is
explored in more details in [14]. However, the method of the
calculation of ‘‘c’’ constants is out of the scope of the current
paper.

C. ORDER MANAGEMENT
The order book management module is responsible for
showing all available orders and corresponding DNUTs to
participants. Furthermore, it handles the order list and logs
the completed transactions, too. Two orders can be paired if
their type (either demand or supply) differs, and the following
inequality is fulfilled.

pd ≥ ps + DNUTs,d (15)

where
pd − price of demand order (EUR/MWh);
ps − price of supply order (EUR/MWh).
In the model, there are three ways to handle the power flow

resulting from a transaction, which are described based on
Fig. 3. The applied methods should be selected depending on
the activity of prosumers.

In Fig. 3 a) the transaction is treated as an excessive flow
(in red), which is added to the forecasted base case. This
approach assumes active consumers who react to price signals
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FIGURE 4. The comparison of existing and the newly formed local market approaches.

on the platform (e.g. cheap energy generates more demand)
resulting in a new energy flow. Each trade creates a new sys-
tem state, which will be the reference for further transactions.
The DNUT matrix must be recalculated accordingly.

The method in Fig. 3 b) considers the transaction flow
to be a part of the estimated base case, thus creating a
nominated (green), and a remaining, unnominated (blue)
flow. In this case, it is assumed that the market participants
trade only their forecasted energy consumption/generation on
the market platform to gain surplus. Each trade leaves the
system state unchanged, and the initial DNUT matrix should
not be updated. However, if a transaction exceeds the esti-
mated base case, excessive flows are introduced similarly to
Fig. 3 a).

The mixture of these two options is applied in Fig. 3 c),
which is assumed to consider prosumer behavior more pre-
cisely. The ratio of nominated and excessive flows can be
altered through the defined excessive flow ratio (EFR). In this
example, the value of EFR is 0.2, which means that 80% of
the transaction is nominated from the base case, while the
remaining part is added to the network flows.

D. COMPARISON TO STATE-OF-THE-ART MARKET
MODELS
To further emphasize the attributes of our model, the ZBC
approach (currently used in the local market literature) is
compared to this newly formed framework, using the previ-
ously presented tools and notations of Section II. The com-
parison is presented on the same 4 node LV test network,
where N1 and N3 are now considered as producers, while the
remaining two nodes host consumption.

In this example in both cases, all prosumers submit one
order each, which contain a randomly formed price and their

FIGURE 5. Network model with single-phase prosumers (red – phase a,
green – phase b, blue – phase c, producers are marked by asterisks).

whole estimated production or consumption for this given
QH as volume. The submissions arrive in the same order.
Base case power estimations are assumed to be the resultant
physical flows as well.

As mentioned earlier, currently existing local market
approaches do not consider base case power flows, as pictured
in Fig. 4 a) in black. Therefore, during the initial DNUT
calculation, zero power injections are assumed. Based on
the DNUT calculation methodology, it can be stated that the
farther two nodes of the network are located, the bigger the
corresponding DNUT value is. This can be seen in the bottom
left corner of the figure.
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FIGURE 6. Base case produced (red) and consumed (blue) energy by prosumers in the given QH.

TABLE 4. Tunable parameters and their values in the presented
simulation cases.

Using the notation in Section II-C, every transaction on the
market can be modeled as excessive flow (marked in red).
In this case, the DNUT matrix is to be recalculated after
every executed transaction (hence the two DNUT values of
the figure). Because the tariff between N1 and N4 does not
reduce significantly, only one transaction is allowed.

In Fig. 4 b) the estimated base case flows (in black) are
also taken into consideration, which result in modifiedDNUT
values. Currently, a large flow (0.525 kWh) in ‘‘N2 → Main
grid’’ direction is anticipated, thus generation of energy flows
in the opposite direction is incentivized. It is represented
in the DNUT value between N1 and N4. Due to the lower
DNUT from N1 to N4 in the second case, this time a second
transaction is also secured. As mentioned earlier, the base
case is assumed to be the physical flows of the network,
meaning that transactions will only nominate (green) parts
of the estimated flows. The unnominated flows are marked in
blue.

This example shows that the base case heavily influences
the DNUT, which is essential to provide appropriate price
signals to participants. In the case of Fig. 4. particularly, more
transactionswere incentivized based on the estimation (which
forecasted a rather large supply). On the other hand, there can

FIGURE 7. DNUT values between Consumer 21 (on phase a) and
Producers 1, 23, 39 (on phases a, b, c, respectively).

be configurations in which transactions are not incentivized
due to the congested state of the network in estimation.

It is also important to note that through an initial state esti-
mation, the effect of non-participating prosumers can also be
taken into consideration on the market. This further improves
the exactness of incentivization.

III. RESULTS
The operation of the local market is presented through market
simulations for one specific QH. The aim of these simulations
is to show the attributes of the local market framework pre-
sented in Section II. The ZBC market approach is used as a
benchmark to our method similarly to Section II-D (where
applicable).

The local market is operated on the IEEE European LV test
feeder (Fig. 5), which is amuchmore complex networkmodel
than the small test grid defined for Fig. 1–4, as it contains
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FIGURE 8. The change of surplus in the system as a result of increasing PPR in Monte Carlo simulation.

the neutral line. 55 loads are present in the system, each of
them connecting to one of the three phases, which introduces
asymmetry in the simulations. An earthing resistance of 30�

is considered at prosumers.

A. GENERAL PROCESS AND SIMULATION PARAMETERS
The consumers are chosen according to a supply ratio (SR)
to be switched to single-phase producers (their consumption
volumes are now considered as generation). This enables
trades on the local market, since without suppliers present in
the system, only demand bids can be submitted.

In the market simulation, orders of the participants are
created andmatched automatically according to the following
process:

1) A supply ratio (SR) is chosen from the [0, 1] interval,
which determines the number of producers on the net-
work. The defined generators in the case of SR = 0.3
(17 in total) are marked in Fig. 5.

2) A prosumer participation ratio (PPR) is defined, which
determines how many prosumers (out of 55) place
orders. To ensure that supply-side orders are present,
one producer is always selected to take part in the
market. For example, a PPR of 10% means that 5 con-
sumers and 1 producer are active on the market.

3) A prosumer activity ratio (PAR) is applied, which deter-
mines how much energy these prosumers take to the
local market platform (through orders) relative to their
base case power injections.

4) The prosumers are chosen in random order to place
their order.

5) The order price is adjusted to the Hungarian retail
price (approximately the same for every household

FIGURE 9. Mean sum traded volumes considering the two market
approaches.

consumer). This consists of a 39.03 EUR/MWh energy
price that is also used as feed-in tariff for small gen-
erators, and 45.43 EUR/MWh distribution network
usage tariff. It is assumed that every generator can sell
energy for 39.03 EUR/MWh and every consumer can
buy energy for 84.46 EUR/MWh in the retail market.
Therefore, to make room for more profit, prices for all
orders are generated randomly from the [39.03 84.46]
EUR/MWh interval.

6) One step in the simulation implies the placement of
exactly one order. This new order is either added to the
order book or matched if there is a suitable order in the
book (that fulfills eq. (15)).
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FIGURE 10. The mean of sum DNUT costs decomposed by physical measures as a result of increasing PPR in Monte Carlo simulation.

As mentioned earlier, the tuning of network charges is a
complex problem. In this paper the costs are defined using
the following method:

1) The initial DNUT matrix in the ZBC network is calcu-
lated and decomposed into three parts: current, voltage,
and loss tariff matrices.

2) The standard deviations of these component matrices
are normalized to 1.

3) Subsequently, the mean of these parameters can be
adjusted to reach a given sum of network usage tariff.
In our examples, the sum of mean DNUT values is
set to 45.43 EUR/MWh, which is the distribution net-
work usage tariff in the retail market. The fine-tuning
of network charges is assumed to be the task of the
corresponding DSO and is not discussed further.

The tunable parameters and their current values for the
market simulations are summed in Table 4, while the base
case energy injections are shown in Fig. 6.
The local market structure is tested along two dimensions,

by changing SR and PPR. During these studies, other param-
eters from Table 4 are held constant. It is assumed that the
prosumers submit their full estimated energy consumption/
generation to the local market, thus PAR = 1. In Case I, PPR
is chosen to be 0.6 based on the results of a Norwegian local
market case study [33].

B. CASE I: THE EFFECT OF CHANGING SUPPLY SIDE ON
THE DNUT
Through the course of this simulation, the value of SR is
changed from 0.1 to 0.9 by 0.1 steps, meaning that with every
iteration, additional 6 consumers are changed to be produc-
ers. Consequently, the initial state, and thus the sensitivity

matrices and the elements of the DNUT matrix are reeval-
uated in each step.

Fig. 7 shows the DNUT values from the perspective of
Consumer 21 (connecting to phase ‘‘a’’) to 3 suppliers (each
of them connecting to different phases), respectively.

On phase ‘‘a’’ (between Consumer 21 and Producer 1),
the DNUT value is monotonically decreasing. Considering
the topology in Fig. 5, as more and more suppliers appear
on phase ‘‘a’’, and the direction of the power flows turns
towards the main grid node. The transaction between these
two prosumers results in a power flow pointing away from
the main grid, which is punished less and less.

The two ends of Fig. 7 can be explained similarly in
case of phase ‘‘b’’ and ‘‘c’’ generators. When the number of
generators is low, the direction of network flows in all three
phases points away from the main grid towards consumers.
The opposite is true in the case of a high supply ratio. In both
scenarios, trades that alleviate themost congestions are incen-
tivized the most. For example, at SR = 0.9 the transaction
between Consumer 21 and Producer 23 causes less burdening
flow between 23 and the main grid, than the relieving flow
between the main grid and 21.

The simulation results for middle points (around SR =

0.5) depend on the process of simulation itself, i.e. the order,
in which the consumers are switched to producers.

C. CASE II: EFFECTS OF MARKET ACTIVITY
At this stage of the study, the effect of growing PPR (from
0.1 to 1 by 0.1 steps) is evaluated through a Monte Carlo
simulation for both the ZBC approach and the local market
framework, presented in this paper. A single market simula-
tion is carried out 100 times, using a different set of orders.
The participating prosumers submit exactly one order in each

19256 VOLUME 11, 2023



B. Sütő, D. P. Divényi: Local Electricity Market Design Utilizing Network State Dependent Dynamic Network Usage Tariff

iteration. The change of the surplus relative to the number of
participating prosumers over the course of the simulation is
depicted in Fig. 8.

In general, the surplus increases with growing participation
ratio, which translates into increasing relative surplus curves
in both cases. The rate at which the relative surplus is growing
is not constant due to several factors that are altered ran-
domly during the simulations. This rate is influenced by the
ever-changing ratio of active producers to active consumers,
and the order in which trade orders are submitted and thus
matched.

From Fig. 8 it can be concluded that the base case scenario
is similar to the one in Section II-D. Because of the good
(estimated) state of the network (considering all prosumers),
on average a 2.6 times higher relative social welfare value
can be reached through considering the base case energy
injections compared to the ZBC approach. This is also shown
in Fig. 9, where the average of the sum traded volumes on the
markets are depicted.

Fig. 10 shows the mean of the DNUT costs for all trans-
actions in the actual QH, decomposed into voltage related,
current related, and loss related parts.

The network is dominated by consumption, for which
the energy mainly comes from the main grid. Because of
that, local trading is incentivized throughout the simula-
tion, resulting in negative DNUT costs (i.e. participants are
paid to use the local market platform). However, not all
parts of the DNUT cost remain in the negative territory.
The asymmetric topology of the network causes energy
trades to use a big part of the grid (formerly discussed in
section B); and therefore, current costs are raised for active
prosumers.

As for the ZBCmarket, the network tariffs cannot turn neg-
ative, because relieving flows can only appear if burdening
flows are caused by transactions first. The latter implies a
rather large value of the DNUT to be paid, thus keeping the
sum charges positive.

IV. CONCLUSION
In this paper, a local market concept is proposed in which
prosumers can trade peer-to-peer, aided by a market platform.
To assess the physical effects of trades, the nodal voltages and
the branch currents as a function of injected energy have been
linearized, thus introducing sensitivity factors. Based on this
computational method, a dynamic network tariff structure
has been developed and incorporated in the prices of orders.
Furthermore, the local market framework considers the esti-
mated state of the network in order to assess transaction fees
more precisely. To compare this novel approach to the models
existing in the literature, market simulations were carried out.
These show that theDNUTs influence themarket transactions
in such a way that is beneficial from the network perspective,
while local generation (in a consumption-heavy area) has
been incentivized. It has also been shown that the initial state
of the system has a vast influence on DNUTs, and thus local
trades.

Regarding the novelty of this research, results proved the
ability and viability of the proposed market structure to fulfill
the targeted contributions:

• The LVmarket platform is proved to be operable parallel
to a working traditional retail system.

• The proposed DNUT structure fully considers the net-
work state and energy flows resulting from the transac-
tions on the local market and the estimated base case
of the retail market. Furthermore, through DNUTs the
platform is able to handle potential changes in the behav-
ior of prosumers (e.g. transitioning a part of their power
consumption from retail to the local market platform).

• Instead of blocking unfavorable transactions or pun-
ishing participants for burdening trades during the set-
tlement process, the platform incentivizes participants
before entering the transaction. The market is not
only competitive per se, but the DNUTs also promote
network-friendly transactions for a prosumer by being
lower for bids placed at favorable (e.g. neighboring)
nodes.

The Dynamic Network Usage Tariff based local mar-
ket framework has been successfully demonstrated in the
INTERRFACE project, through which the market structure
was tested in three different LV sites. After thorough exami-
nation of the test results, the unknown attributes and potential
barriers to the system. are expected to be uncovered.

In our future work, the limitations of the proposed local
market scheme need to be alleviated. First, a precise method
should be determined for base case prediction to reach appro-
priate incentivization. Second, as mentioned but not elabo-
rated in this work, the tuning tariff components need to be
developed to better reflect the state of the network and the
needs of the DSO. Finally, the calculation of sensitivity fac-
tors is planned to be expedited by implementing a load-flow
algorithm that is more suitable considering the radial nature
of distribution systems.

ACKNOWLEDGMENT
The authors would like to thank Ádám Sleisz (Budapest
University of Technology and Economics) for his valuable
contribution in reviewing and editing this article.

REFERENCES
[1] EDSO for Smart Grids. (Sep. 2015). European Distribution System

Operators for Smart Grids Adapting Distribution Network Tariffs to
a Decentralised Energy Future. [Online]. Available: https://www.
edsoforsmartgrids.eu/adapting-distribution-network-tariffs-to-a-
decentralised-energy-future-position-paper/

[2] I. Abdelmotteleb, T. Gómez, J. P. Chaves Ávila, and J. Reneses,
‘‘Designing efficient distribution network charges in the context of
active customers,’’ Appl. Energy, vol. 210, pp. 815–826, Jan. 2018, doi:
10.1016/j.apenergy.2017.08.103.

[3] L. D. Collins and R. H. Middleton, ‘‘Distributed demand peak reduc-
tion with non-cooperative players and minimal communication,’’ IEEE
Trans. Smart Grid, vol. 10, no. 1, pp. 153–162, Jan. 2019, doi:
10.1109/TSG.2017.2734113.

[4] F. Meng and B. H. Chowdhury, ‘‘Distribution LMP-based economic
operation for future smart grid,’’ in Proc. IEEE Power Energy Conf.
Illinois, Feb. 2011, pp. 1–5, doi: 10.1109/PECI.2011.5740485.

VOLUME 11, 2023 19257

http://dx.doi.org/10.1016/j.apenergy.2017.08.103
http://dx.doi.org/10.1109/TSG.2017.2734113
http://dx.doi.org/10.1109/PECI.2011.5740485


B. Sütő, D. P. Divényi: Local Electricity Market Design Utilizing Network State Dependent Dynamic Network Usage Tariff

[5] G. T. Heydt, B. H. Chowdhury, M. L. Crow, D. Haughton, B. D. Kiefer,
F. Meng, and B. R. Sathyanarayana, ‘‘Pricing and control in the next
generation power distribution system,’’ IEEE Trans. Smart Grid, vol. 3,
no. 2, pp. 907–914, Apr. 2012, doi: 10.1109/TSG.2012.2192298.

[6] S. Huang, Q. Wu, S. S. Oren, R. Li, and Z. Liu, ‘‘Distribution locational
marginal pricing through quadratic programming for congestion manage-
ment in distribution networks,’’ IEEE Trans. Power Syst., vol. 30, no. 4,
pp. 2170–2178, Jul. 2015, doi: 10.1109/TPWRS.2014.2359977.

[7] Y. Liu, J. Li, and L. Wu, ‘‘Distribution system restructuring: Distribution
LMP via unbalanced ACOPF,’’ IEEE Trans. Smart Grid, vol. 9, no. 5,
pp. 4038–4048, Sep. 2018, doi: 10.1109/TSG.2016.2647692.

[8] H. Yuan, F. Li, Y. Wei, and J. Zhu, ‘‘Novel linearized power flow and
linearized OPF models for active distribution networks with application
in distribution LMP,’’ IEEE Trans. Smart Grid, vol. 9, no. 1, pp. 438–448,
Jan. 2018, doi: 10.1109/TSG.2016.2594814.

[9] Z. Yuan, M. R. Hesamzadeh, and D. R. Biggar, ‘‘Distribution locational
marginal pricing by convexified ACOPF and hierarchical dispatch,’’
IEEE Trans. Smart Grid, vol. 9, no. 4, pp. 3133–3142, Jul. 2018, doi:
10.1109/TSG.2016.2627139.

[10] M. F. Dynge, P. C. del Granado, N. Hashemipour, andM.Korpås, ‘‘Impact
of local electricity markets and peer-to-peer trading on low-voltage grid
operations,’’ Appl. Energy, vol. 301, Nov. 2021, Art. no. 117404, doi:
10.1016/j.apenergy.2021.117404.

[11] L. Bai, J. Wang, C. Wang, C. Chen, and F. Li, ‘‘Distribution locational
marginal pricing (DLMP) for congestion management and voltage sup-
port,’’ IEEE Trans. Power Syst., vol. 33, no. 4, pp. 4061–4073, Jul. 2017,
doi: 10.1109/TPWRS.2017.2767632.

[12] J. Yang, G. Yan, Y. Yang, G. Chen, C. Li, and F. Wen, ‘‘AC
network-constrained local electricity market mechanism in low-voltage
distribution networks,’’ in Proc. IEEE Power Energy Soc. Gen.
Meeting (PESGM), Jul. 2022, pp. 1–5, doi: 10.1109/PESGM48719.
2022.9917190.

[13] R. Mieth and Y. Dvorkin, ‘‘Distribution electricity pricing under uncer-
tainty,’’ IEEE Trans. Power Syst., vol. 35, no. 3, pp. 2325–2338,
May 2020, doi: 10.1109/TPWRS.2019.2954971.

[14] A. Papavasiliou, ‘‘Analysis of distribution locational marginal prices,’’
IEEE Trans. Smart Grid, vol. 9, no. 5, pp. 4872–4882, Sep. 2017, doi:
10.1109/TSG.2017.2673860.

[15] F. Teotia and R. Bhakar, ‘‘Local energy markets: Concept, design and
operation,’’ in Proc. Nat. Power Syst. Conf. (NPSC), Dec. 2016, pp. 1–6,
doi: 10.1109/NPSC.2016.7858975.

[16] B. A. Bremdal, P. Olivella-Rosell, J. Rajasekharan, and I. Ilieva, ‘‘Cre-
ating a local energy market,’’ CIRED Open Access Proc. J., vol. 2017,
no. 1, pp. 2649–2652, Oct. 2017, doi: 10.1049/oap-cired.2017.0730.

[17] B. Cornélusse, I. Savelli, S. Paoletti, A. Giannitrapani, and A. Vicino,
‘‘A community microgrid architecture with an internal local
market,’’ Appl. Energy, vol. 242, pp. 547–560, May 2019, doi:
10.1016/j.apenergy.2019.03.109.

[18] W. Tushar, T. K. Saha, C. Yuen, D. Smith, and H. V. Poor, ‘‘Peer-to-peer
trading in electricity networks: An overview,’’ IEEE Trans. Smart Grid,
vol. 11, no. 4, pp. 3185–3200, Jul. 2020.

[19] E. A. Soto, L. B. Bosman, E. Wollega, and W. D. Leon-Salas, ‘‘Peer-to-
peer energy trading: A review of the literature,’’ Appl. Energy, vol. 283,
Feb. 2021, Art. no. 116268, doi: 10.1016/j.apenergy.2020.116268.

[20] E. Mengelkamp, J. Gärttner, K. Rock, S. Kessler, L. Orsini, and C. Wein-
hardt, ‘‘Designing microgrid energy markets: A case study: The Brook-
lyn Microgrid,’’ Appl. Energy, vol. 210, pp. 870–880, Jan. 2018, doi:
10.1016/j.apenergy.2017.06.054.

[21] A. Esmat, M. de Vos, Y. Ghiassi-Farrokhfal, P. Palensky, and D. Epema,
‘‘A novel decentralized platform for peer-to-peer energy trading mar-
ket with blockchain technology,’’ Appl. Energy, vol. 282, Jan. 2021,
Art. no. 116123, doi: 10.1016/j.apenergy.2020.116123.

[22] C. Zhang, J. Wu, Y. Zhou, M. Cheng, and C. Long, ‘‘Peer-to-peer energy
trading in a microgrid,’’ Appl. Energy, vol. 220, pp. 1–12, Jun. 2018, doi:
10.1016/j.apenergy.2018.03.010.

[23] W. Tushar, T. K. Saha, C. Yuen, T.Morstyn,M. D.McCulloch, H. V. Poor,
and K. L. Wood, ‘‘A motivational game-theoretic approach for peer-to-
peer energy trading in the smart grid,’’ Appl. Energy, vol. 243, pp. 10–20,
Jun. 2019, doi: 10.1016/j.apenergy.2019.03.111.

[24] S.Malik, M. Duffy, S. Thakur, B. Hayes, and J. Breslin, ‘‘A priority-based
approach for peer-to-peer energy trading using cooperative game theory
in local energy community,’’ Int. J. Electr. Power Energy Syst., vol. 137,
May 2022, Art. no. 107865, doi: 10.1016/j.ijepes.2021.107865.

[25] W. Tushar, T. K. Saha, C. Yuen, T. Morstyn, H. V. Poor, and R. Bean,
‘‘Grid influenced peer-to-peer energy trading,’’ IEEE Trans. Smart Grid,
vol. 11, no. 2, pp. 1407–1418, Mar. 2020.

[26] Z. Li and T. Ma, ‘‘Peer-to-peer electricity trading in grid-
connected residential communities with household distributed
photovoltaic,’’ Appl. Energy, vol. 278, Nov. 2020, Art. no. 115670,
doi: 10.1016/j.apenergy.2020.115670.

[27] M. Khorasany, Y. Mishra, and G. Ledwich, ‘‘A decentralized bilat-
eral energy trading system for peer-to-peer electricity markets,’’ IEEE
Trans. Ind. Electron., vol. 67, no. 6, pp. 4646–4657, Jun. 2020, doi:
10.1109/TIE.2019.2931229.

[28] J. Guerrero, A. C. Chapman, and, G. Verbi, ‘‘Decentralized P2P energy
trading under network constraints in a low-voltage network,’’ IEEE
Trans. Smart Grid, vol. 10, no. 5, pp. 5163–5173, Sep. 2019, doi:
10.1109/TSG.2018.2878445.

[29] Y. Jia, Y. Tang, C. Wan, and P. Yu, ‘‘P2P energy trading for coordi-
nated home energy management and voltage regulation,’’ in Proc. IEEE
Power Energy Soc. Gen. Meeting (PESGM), Jul. 2022, pp. 1–5, doi:
10.1109/PESGM48719.2022.9917068.

[30] X. Jiang, C. Sun, L. Cao, L. Ngai-Fong, and K. H. Loo, ‘‘Peer-to-peer
energy trading with energy path conflict management in energy local
area network,’’ IEEE Trans. Smart Grid, vol. 13, no. 3, pp. 2269–2278,
May 2022, doi: 10.1109/TSG.2022.3141236.

[31] Z. Wu, Z. Xu, W. Gu, S. Zhou, and X. Yang, ‘‘Decentralized game-based
robustly planning scheme for distribution network and microgrids con-
sidering bilateral energy trading,’’ IEEE Trans. Sustain. Energy, vol. 13,
no. 2, pp. 803–817, Apr. 2022, doi: 10.1109/TSTE.2021.3132198.

[32] (2015). IEEE European LV Test Feeder. Accessed: Nov. 26, 2020.
[Online]. Available: https://site.ieee.org/pes-testfeeders/resources/

[33] L. Ableitner, V. Tiefenbeck, A. Meeuw, A. Wörner, E. Fleisch, and
F. Wortmann, ‘‘User behavior in a real-world peer-to-peer electric-
ity market,’’ Appl. Energy, vol. 270, Jul. 2020, Art. no. 115061, doi:
10.1016/j.apenergy.2020.115061.

BENCE SÜTŐ (Member, IEEE) received the
B.S. and M.S. degrees in electrical engineering
from the Budapest University of Technology and
Economics (BME), Hungary, in 2017 and 2019,
respectively, where he is currently pursuing the
Ph.D. degree in electrical engineering.

Since 2017, he has been a Research Assistant
with the Centre for University–Industry Coopera-
tion (BME FIEK), Hungary. His research interest
includes the development of solutions that facili-

tate the integration of renewable power generation in electric distribution
systems such as local market structures and peer-to-peer trading.

DÁNIEL P. DIVÉNYI was born in Budapest,
Hungary, in 1985. He received the M.Sc. degree
in electrical engineering and the Ph.D. degree
from the Budapest University of Technology and
Economics, in 2009 and 2015, respectively.

He is currently an Associate Professor with
the Department of Electric Power Engineer-
ing, Budapest University of Technology and
Economics. Since 2021, he has been with MAVIR
Hungarian Transmission System Operator Com-

pany Ltd. His research interests include electric energy market, power sys-
tem modeling and control, and power converters. He is a member of the
Hungarian Electrotechnical Association.

19258 VOLUME 11, 2023

http://dx.doi.org/10.1109/TSG.2012.2192298
http://dx.doi.org/10.1109/TPWRS.2014.2359977
http://dx.doi.org/10.1109/TSG.2016.2647692
http://dx.doi.org/10.1109/TSG.2016.2594814
http://dx.doi.org/10.1109/TSG.2016.2627139
http://dx.doi.org/10.1016/j.apenergy.2021.117404
http://dx.doi.org/10.1109/TPWRS.2017.2767632
http://dx.doi.org/10.1109/PESGM48719.2022.9917190
http://dx.doi.org/10.1109/PESGM48719.2022.9917190
http://dx.doi.org/10.1109/TPWRS.2019.2954971
http://dx.doi.org/10.1109/TSG.2017.2673860
http://dx.doi.org/10.1109/NPSC.2016.7858975
http://dx.doi.org/10.1049/oap-cired.2017.0730
http://dx.doi.org/10.1016/j.apenergy.2019.03.109
http://dx.doi.org/10.1016/j.apenergy.2020.116268
http://dx.doi.org/10.1016/j.apenergy.2017.06.054
http://dx.doi.org/10.1016/j.apenergy.2020.116123
http://dx.doi.org/10.1016/j.apenergy.2018.03.010
http://dx.doi.org/10.1016/j.apenergy.2019.03.111
http://dx.doi.org/10.1016/j.ijepes.2021.107865
http://dx.doi.org/10.1016/j.apenergy.2020.115670
http://dx.doi.org/10.1109/TIE.2019.2931229
http://dx.doi.org/10.1109/TSG.2018.2878445
http://dx.doi.org/10.1109/PESGM48719.2022.9917068
http://dx.doi.org/10.1109/TSG.2022.3141236
http://dx.doi.org/10.1109/TSTE.2021.3132198
http://dx.doi.org/10.1016/j.apenergy.2020.115061

