
Received 31 January 2023, accepted 22 February 2023, date of publication 24 February 2023, date of current version 1 March 2023.

Digital Object Identifier 10.1109/ACCESS.2023.3248953

Toward the Implementation of MPTCP Over
mmWave 5G and Beyond: Analysis,
Challenges, and Solutions
REZA POORZARE , (Member, IEEE), AND OLIVER P. WALDHORST , (Member, IEEE)
Data-Centric Software Systems (DSS) Research Group, Institute of Applied Research, Karlsruhe University of Applied Sciences, 76133 Karlsruhe, Germany

Corresponding author: Reza Poorzare (reza.poorzare@h-ka.de)

This work was supported by the Ministry of Science, Research and the Arts Baden-Württemberg (MWK) under Project bwNET2020+.

ABSTRACT 5G and beyond 5G networks are going to be an inseparable part of human lives in the future.
They will dominate any aspects of everyday activities from smart homes, remote surgery, and smart cities
to autonomous driving, which demand high throughput through low latency end-to-end communication.
Consequently, employing higher frequencies in millimeter-wave for the coming cellular networks will be
inevitable. On the one hand, millimeter-wave can provide massive data rates; on the other hand, it suffers
from some shortcomings such as blockage and misalignment that can occur because of the susceptible
characteristic of the high frequencies. These flaws can mislead TCP in adjusting its sending rate efficiently
and reduce the connection quality that a user discerns. Deploying Multipath TCP (MPTCP) is one of
the schemes that can relieve the aforementioned issues and assist in utilizing the new generation mobile
networks’ high potential by leveraging its features in exploiting diverse paths in networks such as NR or
LTE. A well-designed MPTCP can select the best path among the available ones, so it can enhance the
perceived user experience. This paper fills the gap of having a comprehensive overview of MPTCP and its
deployment over 5G and beyond 5G networks. It analyses millimeter-wave-based cellular networks, MPTCP
procedures and parameters, state-of-the-art MPTCP congestion control mechanisms and schedulers, and the
probable solutions that may enhance the protocol’s functionality in cellular communication.

INDEX TERMS 5G, beyond 5G, millimeter-wave, TCP, MPTCP.

I. INTRODUCTION
The evolution path of cellular networks is going in a way
that 5G (Fifth Generation) will be the dominant cellular
technology in the coming years replacing LTE (Long Term
Evolution) globally by attracting USD 13.1 and 1.7 trillion
investment by the USA and China, respectively [1]. As a sign
of this, it can be mentioned that in the third quarter of 2022,
110 million new users started to use 5G, making the number
reach 870 million by the end of the quarter. Moreover, at the
end of 2022, this number will grow up to one billion. By 2028,
the number of 5G users will reach five billion indicating the
mentioned dominancy, and the most considerable monthly
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average mobile traffic will be for North America reaching
91 percent of its subscribers employing 5G [2]. Comparing
the estimated 91 percent of 5G users in 2028, with 92 per-
cent of LTE users in 2019 is another indicator that 5G will
prepotent the previous cellular communication in the future.

All these numbers express the significance of the 5G net-
work in shaping future communication and justify the high
expectation from it [3]. In addition, for fulfilling the increas-
ing demand for high data rates, employing the mmWave
(millimeter-wave) spectrum is inevitable [4] in favor of bring-
ing off the 3GPP (Third Generation Partnership Project)
NR (New Radio) standardization features [5]. However, the
coverage and blockage issues will be more intense as the
frequency rises in the coming generations [6], [7]. These two
well-known issues root in the intermittent character of the
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mmWave spectrum and having a NLoS (Non-Line of Sight)
state can cause the blockage issue. As a result, when a UE
(User Equipment) and a gNB (next-generation Node Base),
i.e., base station for 5G, can not see each other because of an
existing hurdle on the way i.e., NLoS state, the communica-
tion bandwidth can be declined drastically, which deteriorates
the throughput of the communication channel. This is in
contrast to the LoS (Line of Sight) state where a UE and a
base station can communicate without having any obstacles
in between, using the channel bandwidth to its full potential
[8], [9], [10], [11], [12], [13], [14]. Considering the coverage
issue, as the frequency increases, the distance that it can travel
declines, so simply leading to low coverage of mmWave
[11], [15].

In current networks, the perceived quality for users
highly relies on the performance of the transport layer’s
widely employed protocol, TCP (Transmission Control Pro-
tocol) [16]. TCP tries to guarantee the delivery of each packet
based on its acknowledgment technique and based on the
congestion control mechanism, the protocol strives to regu-
late the sending rate to avoid congestion and perform close
to the network capacity. There has been a lot of research in
the last decades to improve TCP for different network envi-
ronments and scenarios [17], thus, various protocols, such
as NewReno [18], Cubic [19], HighSpeed [20], Westwood
[21], Westwood+ [22] Compound [23] and BBR (Bottle-
neck Bandwidth and Round-trip propagation time) [24], [25]
appeared.

FIGURE 1. Transport layer during MPTCP deployment.

MPTCP (Multipath TCP) an extension of TCP, which was
finally standardized in RFC 8684 [26], is gaining potent atten-
tion because of its new capabilities. Nowadays, smartphones
are equipped with more than one NIC (Network Interface
Card) and can utilize more than one network, such as WiFi or
cellular connections. These features came to reality with the
deployment of MPTCP initially in services such as Apple’s

Siri [27], [28], [29]. By exploitingMPTCP, the transport layer
of the protocol stack would be like in Figure 1.

In this case, each interface will have its own IP (Inter-
net Protocol) addresses and can transmit data independently.
Conventional TCPs function based on creating a connection
for each interface and then transmitting packets through it.
In this case, if a connection tears down because of any
reasons, for changing to another interface or re-establishing
the connection, a 3-way handshake must be done from the
scratch, and IP assignments should start over. On the other
hand, MPTCP opens a connection for several subflows, then
adds or removes subflows to the connection when it is feasi-
ble, then, for changing between the subflows, it does not need
a new 3-way handshake. From this point forward, TCPmeans
Single-Path TCP in this paper.

MPTCP mainly pursues three main goals:
• Goal 1 (Improve Throughput): The performance of
MPTCP should be at least equal to the performance of
TCP on the best path.

• Goal 2 (Do no harm): For fairness and Pareto-optimality,
MPTCP should not utilize more resources on the shared
path if it was a single path TCP. When a protocol is not
Pareto-optimal, it may harm other users’ performance
without receiving any benefits [30].

• Goal 3 (Balance congestion): to adhere to resource pool-
ing, MPTCP should do its best to offload the congested
paths.

Resource pooling [31], which is one of the fundamental
pillars of throughput enhancement, can be attained by goal
three. In this case, individual MPTCPs try to transmit more
data on their least congested path, resulting in emptying the
congested paths. Besides, because MPTCP initiates more
than one SF (SubFlow) in the same connection, it can over-
come the HoL (Head-of-Line) issue, which occurs in TCP
due to packets being blocked because of a dropped one on
the connection.

A. CHALLENGES FOR MPTCP ON THE ROAD TOWARD
mmWave 5G NETWORKS
Considering mmWave frequency issues, i.e., blockage and
low coverage, MPTCP can be a proper choice to overcome
the mmWave cellular network flaws. If a UE can make use
of more than one subflow at the same time in a connection,
for example, 5G and another technology, if the 5G channel
encounters difficulties in transmitting the data because of
blockage or other shortcomings, employing the other con-
nectivity would be beneficial, especially by preventing ver-
tical and horizontal handovers that can occur and degrade
the performance of the network [32]. Conventional TCP has
been analyzed in wireless and cellular networks extensively,
such as [9], [10], [11], [32], [33], and [34]. However, lit-
tle research has been done on the compatibility of MPTCP
over mmWave, mainly, over 5G mmWave. The lack of an
adequate number of MPTCP analyses in 5G due to various
reasons such as the absence of proper testbeds, complexity,
and cost of prototyping [35], highlights the importance of our
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contribution to color the pave on the path of future research in
pursuance of easing the way in designing novel MPTCPs for
the future Internet. Despite the difficulties, there have been
simulation analyses of MPTCP in 5G mmWave networks
in [33] and [35]. First of all, the investigations indicated
that MPTCP is not able to utilize the available bandwidth
of mmWave to its full potential. Secondly, MPTCP is misled
by the lossy environment of mmWave and chooses the LTE
or other existing communication infrastructure mistakenly
even when the mmWave channel is available. Thirdly, the
existing fluctuations in mmWave such as blockage, confuse
the MPTCP scheduler in doing the load balancing properly
and it can not transmit packets based on the available free
capacity of the links.

There have been some other works on the simultaneous use
of 802.11ad’s 60 GHz band and 802.11ac’s 5 GHz frequency
in [36], which can be guidelines for the MPTCP deployment
in mmWave. The main focus of the efforts was on how
MPTCP can deal with interference, mobility, and blockage
issues occurring in mmWave intensified in smartphones due
to their mobility characteristics [36], [37]. As a result, for the
first time, MPTCP was imported to a mobile phone in [36]
to figure out its functionality in mmWave and 5GHz bands
when deployed simultaneously and the codes are available
publicly for whom are interested in testingMPTCP onmobile
phones. The results for the test utilizing iperf3 also revealed
that MPTCP could not achieve the optimal value that was
intended, which is another indicator that MPTCP comes
across some issues when deployed in the mmWave band.
Moreover, some other issues can reinforce the mentioned
problems. Long-distance connections through weakening the
cwnd (congestion window) adjustment process, asymmetry
characteristics between mmWave and other channels leading
to the HoL blocking issue, and random packet losses in
wireless communication can be some of the intensifiers on the
path of MPTCP deployment in mmWave networks [32] that
should also be contemplated. By having a look on the men-
tioned issues, we have decided to deliver a survey that focuses
on MPTCP functionality on cellular networks, especially 5G
mmWave as a direction for the adaptation of MPTCP in the
new cellular communication.

B. RELATED SURVEYS
There have been some other surveys onMPTCP that aimed at
various aspects of the protocol. A focus on load distribution
and steering traffic into existing paths was done in [38]
to classify different models by considering traffic splitting
and path selection mechanisms that they employ. Investiga-
tion of MPTCP solutions that target the recording problem
was done in [39] with a focus on bandwidth aggregation
enhancement in heterogeneous wireless networks. In [40], the
first focus was on the routing mechanisms on the Internet,
then reviewing various multipath protocols based on a top-
to-bottom protocol stack view by a look at different lay-
ers. Moreover, they could investigate multipathing operations

from a mathematical view along with analyzing issues such
as reliability and security.

As [40] had a top-to-bottom view, [41] concentrated on
the multipathing solutions on the network layer analyzing the
control plane and data plane issues. The survey investigated
mechanisms of how a path should be selected, and then how
the data should be splitted and transmitted to the selected
paths. Another analysis of multipathing in different layers
of the protocol stack was introduced in [42]. This work
tried to classify and analyze multipathing through individual
layers by determining the advantages and disadvantages of
each view. A study of multipath TCP through its conges-
tion control mechanism was done in [43] to cover different
mechanisms and solutions for various circumstances by con-
sidering different performance features such as friendliness,
load balancing, and Pareto optimality over different network
scenarios. On the other hand, [44] investigated scheduling,
which is another important component in MPTCP by cate-
gorizing it into single-criterion and multicriteria schedulers.
In the former one, only one feature such as RTT is being used,
while in the latter one more than one parameter is considered
to choose the appropriate path.

TABLE 1. Related surveys.

Deploying multipathing as an enabler for moving toward
URLLC (Ultra-Reliable Low-Latency Communication)
including 3GPP standards up to release 15 was done in [45].
Finally, a recent survey [46], focused on using multipathing
as an enabler to achieve the goals of ATSSS (Access Traffic
Steering, Switching, and Splitting) in using more than one
channel at the same time based on release 16 standards [47].
Moreover, by having ATSSS enabled by MPTCP, using non-
3GPP networks such as Wi-Fi along with 3GPP networks
would be feasible [46], [48] and can ease the way of having
an aggregation between 3GPP and non-3GPP ones to steer
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the traffic between different radio accesses to hone the user
experience. Table 1 summarizes the related surveys.

Considering the ITU-R (International Telecommunication
Union- Radiocommunication) category, there are five dif-
ferent scenarios including indoor hotspot-eMBB (Enhanced
Mobile Broadband), dense urban-eMBB, rural-eMBB, urban
macro-mMTC (massiveMachine Type Communication), and
urban macro-URLLC [49]. Our survey strives to analyze the
use of MPTCP in cellular networks, more particularly in
5G mmWave, which is the foremost enabler for the urban
and indoor scenarios along with the flaws that the spectrum
exploitation can bring. Employing mmWave spectrum in 5G
(and beyond 5G) and MPTCP practical usage is in their
infancy and needs to be analyzed thoroughly until their final
perfect application [32]. As a result, this work aims at filling
the gap of having a comprehensive analysis of MPTCP and
its deployment over 5G especially, 5G mmWave. As a result,
the contributions of the paper include:

• A comprehensive analysis of MPTCP by having a
detailed look at the most well-known variants and
schedulers.

• An analysis of the state-of-the-art MPTCPs, their advan-
tages, disadvantages, and compatibility with wireless
and cellular communication with a particular focus on
the eMBB scenario.

• An analysis of MPTCP’s various congestion control and
scheduling mechanisms to see whichever can be adapted
to 5G and beyond 5G mmWave.

• An inspection of well-known 5G simulators’ pros and
cons to assist researchers in opting for the proper one.

In the first step, the fundamental of TCP will be briefly
discussed, then comprehensive discussions on MPTCP’s
well-known congestion control and scheduling mechanisms
with conclusions on their adjustability and adaptability to
mmWave will be conducted. Finally, the compatibility of
MPTCP over mmWave will thoroughly be investigated. As a
result, the structure of the paper is as follows: Section
two includes a fundamental explanation for TCP and its
challenges over mmWave 5G, then section three brings an
investigation of MPTCP and its history along with the evolu-
tion path. Section four provides a comprehensive analysis of
the MPTCP’s well-known congestion control algorithms and
their impact on the performance of 5G mmWave networks
and following it, section five will do the same on the various
scheduler schemes. Section six brings an in-depth investi-
gation of MPTCP and its compatibility with 5G mmWave.
Section seven aims to provide investigations on the different
5G simulators by looking at their features. Finally, section
eight concludes the paper.

II. TCP EVOLUTION PATH ON ITS ADAPTATION
TO mmWave 5G
This section focuses on the analysis of TCP. In the first part,
a brief discussion of the TCP functionality has been brought,

then the challenges of TCP over mmWave 5G have been
discussed.

A. FUNDAMENTALS OF TCP
The transport layer of the protocol stack has mainly two
protocols. UDP (User Datagram Protocol), which is a con-
nectionless protocol, and TCP, which is a connection-oriented
one. Connectionless cannot guarantee the delivery and order
of packets and is not able to adapt the sending rate to the
available bandwidth. In contrast, connection-oriented proto-
cols such as TCP strive to assure that individual packets are
transferred successfully and in-order to the destination.More-
over, TCP provides congestion control to limit the amount of
in-flight data bytes in the network to an upper bound of cwnd
for the sake of preventing congestion.

TCP congestion control mechanism generally incorporates
four phases: slow start, congestion avoidance, fast retrans-
mit, and fast recovery. TCP triggers the slow start phase
when a connection starts or is initialized. In this phase, for
each received ACK (Acknowledgment), the size of cwnd
is increased by one MSS (Maximum Segment Size); as a
result, it doubles every RTT. Slow start aims to probe the
network before entering the congestion avoidance phase. This
phase is terminated when the slow start threshold is reached,
or a packet drop is detected in the network [50]. The initial
slow start cwnd normally equals ten segments in the Linux
kernel [51].

After leaving the slow start phase, congestion avoidance
is initiated. This phase is the heart of the congestion con-
trol mechanism and is different from one variant to another.
NewReno AIMD (Additive increase multiplicative decrease)
used to be the default approach in designing the other proto-
cols’ congestion avoidance. In this case, cwnd is increased
by SMSS∗SMSS/cwnd in every ACK, i.e., one full-sized
segment per RTT, and is halved by noticing a packet loss
through three duplicate ACKs or set to one when a RTO
(Retransmission Time-Out) happens. SMMS (Sender Maxi-
mum Segment Size) refers to the sender’s maximum segment
size in the calculation. This method was appropriate for the
initial wired networks where the only reason for a packet loss
was congestion. However, this phase differed from one TCP
to another by emerging new networks.

When three duplicate ACKs occur in the network, TCP
takes it as a sign of loss. The reason is that this incident
indicates that a single packet has been lost in the middle of
a packet stream, so the receiver sends the same ACK more
than three times. Given three duplicate ACKs (apart from the
first ack), TCP does not wait for the RTO triggering, enters
the fast retransmit phase, and resends the lost packet, thus can
accelerate the process by preventing the cwnd initialization.
After resending the packet successfully, the protocol returns
to the congestion avoidance phase instead of the slow start;
this transition phase is called fast recovery.

The congestion control mechanism included the four men-
tioned phases, which divide TCPmainly into three categories,
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including loss-based [19], [20], [52], [53], [54], [55], [56],
such as NewReno, Cubic, High-Speed, delay-based [57], [58]
like Vegas, or hybrid, which combine loss-delay-based algo-
rithms, [24], [59], [60], [61], such as BBR and Compound.
Each variant has been designed to fulfill the needs and
requirements of a specific network or scenario.

B. TCP CHALLENGES OVER mmWave 5G
To satisfy new demanding features and services, the com-
ing mobile generations will use higher frequencies in
the mmWave spectrum [62], [63]. These frequencies ease
the way to have higher sending rates but suffer from
some drawbacks because of the susceptible characteristics.
As the frequency rises, the penetration power declines, and
a reduced SINR (Signal-to-Interference-Plus-Noise Ratio),
which degrades the network’s performance, can lead to block-
age. A blockage is a time that a UE and a gNB cannot
make a proper connection because of existing hurdles such
as buildings, cars, or even human bodies between them that
are blocking the communication path [9], [32], [63] Besides
blockage, a misalignment problem can happen whenever
there is a mismatch between the transmitter and receiver
beams [63]. These problems can mislead TCP in detecting
the current situation of the network precisely as it cannot
distinguish whether a drop is because of congestion or other
flaws. Most of the time, it causes the congestion control
mechanism to reduce the sending rate unnecessarily, leading
to performance degradation.

The comprehensive analysis in [9] proved the inefficiency
of TCP in urban deployments as there are numerous hurdles,
and similar findings had been achieved in [11] for the high-
speed scenario. Moreover, practical measurements such as
[64] analyzed 5G mmWave networks in real infrastructures
to attain almost identical results to the simulation scenarios.
All the findings revealed that TCP could not adapt itself to
the coming cellular networks.

One approach to handle the mentioned issues is exploit-
ing new queuing techniques instead of the conventional
drop-tail method. These techniques mostly focus on pre-
venting buffer overflows beforehand to omit packet drops.
For example, the findings in [12] proved that deploying
some AQM (Active Queue Management) techniques such as
CoDel (Controlled Delay) [65] and fq-CoDel (Fair Queuing
Controlled Delay) [66] can enhance the performance of the
protocol by preventing some packet drops. However, they
need some modifications to be adapted to the new cellular
networks [11]. Other schemes such as using Hybrid Auto-
matic Repeat reQuest (HARQ) in the MAC (Medium Access
Layer) layer of the protocol stack or RLC-AM (Radio Link
Control-Acknowledged Mode) in the RLC layer can mask
some packet drops from the TCP by resending the corrupted
packets. However, this technique, called link-level retrans-
mission [33], has some limitations and could not compensate
for TCP flaws in mmWave.

Another proposed solution is deploying non-terrestrial net-
works to aid the mmWave, especially in 6G networks. This
approach can provide connectivity for the time that a cellular
channel is not available. Yet, it will force other issues, such
as long delays, which contrasts with the URLLC use case of
5G [67].

One of the most paramount schemes that has attracted
intense attention in recent years is using subsets of AI (Arti-
ficial Intelligence) such as machine learning [68] to improve
the functionality of TCP over 5G mmWave networks. Briefly
mentioning the state-of-the-art algorithms, FB-TCP (Fuzzy
Based-TCP) [69] is a newly presented TCP that could achieve
higher throughput and acceptable latencies than conventional
TCPs in urban deployments using fuzzy rules. DL (Deep
Learning) is another part of the AI that has been used in new
TCPs such as DL-TCP (Deep-Learning-Based TCP) [63],
which was suggested for disastrous situations when a UE and
a gNB cannot establish a proper connection because of the
collapsed buildings or trees.

The main focus of this work is on MPTCP, which is one
of the potential candidates to be used in 5G mmWave and
coming cellular communication to equip them with multi-
pathing in order to employ more than a network at the same
time. MPTCP’s feasibility in using several network interfaces
makes it possible for a device to connect to many networks,
then steer and switch between them to increase performance
and resiliency. As a result, in the following sections, various
aspects of MPTCP by considering the aforementioned facts
will be investigated to provide a clear insight into the protocol
for being exploited in the new cellular generations.

III. MPTCP’s PAST, PRESENT, AND THE FUTURE
The working group for MPTCP was initially created within
the IETF (Internet Engineering Task Force) in 2009 [70].
Then in RFC 6182 [71], the architecture for MPTCP was
presented. Afterward, MPTCP coupled congestion control
mechanism was introduced in RFC 6356 [30], and RFC
6824 [72] was for the experimental standardization of
MPTCP. Eventually, the protocol was standardized in RFC
8684 [26].

Conventional TCPs suffer from various shortcomings that
MPTCP can solve. For example, multihoming, which is the
concept that aims at using several existing communication
interfaces, can be enhanced by deploying MPTCP. More-
over, when more capacity is offered by existing additional
paths, in contrast to TCP, MPTCP can make use of them
and increase the available bandwidth among link failure
tolerance. This can be worse when figured out that TCP
cannot switch the communication path to a better one when
available, for example, when the device enters an area of 5G
coverage. All these issues accompanying new wireless tech-
nologies emergence are the motivations behind the increased
will for the development of MPTCP. Ultimately, MPTCP can
improve various aspects of TCP, such as friendliness, load-
balancing, stability, and Pareto optimality.
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For establishing the first subflow in a MPTCP connection,
two ends exchange a MP-CAPABLE key during the con-
ventional 3-way handshake, and if a node wishes to add a
subflow, it exploits the MP-JOIN option. When a connection
is established, MPTCP can use subflows for transmitting
data [43].

A. MPTCP AND mmWave COMPATIBILITY
IN THE eMBB USE CASE
Considering the ITU-R defines five deployment scenarios,
the main focus of this work is on the analysis of MPTCP
over the urban and indoor eMBB, in which a high data rate is
one of the most prominent factors. For providing the 20 Gbps
peak data rate and 100 Mbps user experience in the downlink
channel as the goals of 5G, the new cellular generations move
toward employing the mmWave spectrum [62], so in this
paper, 5G refers to 5G mmWave.

Mentioned issues such as blockage caused by frequent
bandwidth degradation due to numerous existing hurdles in
these scenarios, can be serious impediments to the way of
MPTCP’s proper functionality as they can mislead both con-
gestion control and scheduling mechanisms of the protocol
[35], [33], [73].

Delay increment is one of the first problems that the pro-
tocol encounters in a blocked 5G channel due to a sudden
bandwidth reduction [32], [11]. As a result, the scheduling
mechanism is a component that can intensely be misled
and could not distinguish a blocked channel from a non-
blocked one to make proper decisions. This issue itself can
also drive out-of-order and buffer blockage in the receiver
[74]. Plus the shadowing issue [75], in which the majority of
users are active and movement is an inseparable part of their
characteristics, fading can be intense in wireless and cellular
communication. Both shadowing the former, and fading the
latter, damage the performance of MPTCP over 5G mmWave
networks.

On the other hand, the congestion control mechanisms
of different MPTCP variants are not sufficient to adjust the
sending rate in a way that can find proper upper bounds
for the blocked and non-blocked situations [9], [11], [76].
Moreover, the protocol can suffer from bandwidth under-
utilization and unnecessary packet losses in the network
due to LoS to NLoS transitions, which reduces the band-
width of the 5G mmWave channels leading to a higher
packet loss rate and latency [15]. Furthermore, the short
coverage of mmWave due to its cells and high spectrum
can be another issue for end-to-end protocols such as
TCP [6].

To sum up, MPTCP can experience serious issues such
as HoL, bufferbloating, receiver buffer blocking, and under-
utilization of the network resources of 5G and beyond 5G
networks that intend to deploy higher frequencies to satisfy
high data rates in urban deployments.

B. MPTCP PIONEERING PATH, CHARACTERISTICS,
AND APPLICATIONS
After detecting TCP’s issues and moving toward MPTCP,
the first idea was to deploy a TCP such as NewReno on
each subflow independently, which was called uncoupled
MPTCP. Although straightforward, such approaches would
fail to accomplish theMPTCP goals stated in Section I. These
kinds of protocols are severely unfair to TCPs, as they control
the sending rate of their subflows independently without con-
sidering others and damage fairness in away that could lead to
starvation by dominating the resource utilizations [77]. Fur-
thermore, they are not able to steer packets from congested
paths to non-congested ones. As a result, Pareto optimally,
fairness, and resource pooling can be damaged dramatically.
Besides the aforementioned criteria, an MPTCP should be
responsive to find proper upper bounds for individual sub-
flows in various situations. Responsiveness is how fast a
MPTCP can converge to subflows equilibrium by sending
equal portions to various paths. Uncoupled MPTCPs are also
unable to attain this goal, as individual subflows function
independently.

All things considered, about uncoupled algorithms, a loss-
based coupled MPTCP called LIA (Linked Increases Algo-
rithm) was proposed in [30] as a starting point for coupled
protocols emergence.

IV. MPTCP CONGESTION CONTROLLING MECHANISMS
WITHIN mmWave 5G
This section aims at providing a comprehensive analysis of
well-known MPTCP congestion control variants, then tries
to answer the question if they may be adaptable to mmWave
5G or not, principally, the eMBB scenario. Given the eMBB
scenario, throughput and packet loss rate are important KPIs
(Key Performance Indicators) for user experience improve-
ment, however, someMPTCPs could hone other aspects such
as latency, which does not seem a critical factor in the eMBB
scenario at first glance. Nevertheless, in this case, we will
indicate that the protocol is suitable for time-sensitive appli-
cations. However, more interestingly, improving latency and
finding the fastest path can indeed aid the protocol to improve
throughput as it reduces the assembly time on the receiver
side by reducing issues such as HoL, buffer blocking, and
out-of-order packet delivery.

Furthermore, adhering to goal two, coupledMPTCPs strive
to be fairer, which is not crucial in the eMBB, on the other
hand, following goal three, they try to be more aggressive,
which can be one of the enablers of improving throughput.
Finally, MPTCP can boost the tolerance for link failure cir-
cumstances, which by itself can ameliorate the throughput,
because when a link becomes down, the other one can con-
tinue without any issue. This godsend is even at hand for
MPTCPs that improve latency, thus, they can also somehow
contribute through enhancements.
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A. LOSS-BASED CONGESTION CONTROL MPTCPs
In the first step, common loss-based congestion controls will
be inspected, then the delay-based ones will follow. LIA,
which is the earliest introduced coupled loss-based MPTCP
is the first to come in the next sub-section.

1) LINKED INCREASES ALGORITHM
As resource pooling is a critical aspect of MPTCP, LIA [30]
strives to perform resource pooling by coupling the subflows
to attain goals one and two, but not three. Moreover, it shows
that congestion can be avoided by achieving resource pooling
if packets are transmitted through low-loss rate subflows. LIA
tries to keep the sum of aggregated bandwidth of subflows at
least equal to its counterpart TCP on the best path, which is
brought off by exploiting a parameter called α. This param-
eter is deployed to modify the additive phase of the AIMD
approach of the congestion avoidance shown in equation (1),

For each ack on subflow r :

wr = wr + min{
α

wtotal
,
1
wr

} (1)

In this equation,wr is the cwnd size on subflow r , andwtotal
is the cwnd that MPTCP keeps for the connection. As LIA is
pursuing the aim of attaining at least theminimum throughput
of TCP on the best path in all circumstances, it is not feasible
to choose a constant value for α, so it is calculated based on
formula (2):

α = wtotal ∗
Max

(
wr
rttr 2

)
(
∑i

1 (
wr
rttr

))2
(2)

In this equation, rttr is the round trip time for subflow r ,
Max is for choosing the maximum available value, and i is
the number of subflows. When a loss is detected due to three
duplicate ACKs, LIA operates like NewReno by halving the
cwnd without any modification.

If a MPTCP is unfriendly, it can lead to some drawbacks
when sharing a path with a TCP. In this case, it can impair
the functionality of TCP by occupying more resourcing. As a
result, friendliness is an important factor for aMPTCP and by
relying on this fact and deploying the aforementioned mecha-
nism, LIA could achieve goals one and two. However, it could
not attain goal three, which is resource pooling. The reason is
that resource pooling means sending no traffic to congested
paths, but LIA gradually decreases the traffic in routes with
high congestion. If both increase and decrease adjustments
become fully coupled, resource pooling could be achieved.
Yet, it leads to another issue called flappiness, described in the
following.When two subflows’ congestion statuses are close,
the protocol favors sending all packets through one subflow;
then, after a while, it changes the subflows and transmits all
data from another one, then this process continues. Flappiness
can degrade the overall throughput, which is undesirable for
MPTCP considering goal one. As a result, to prevent flappi-
ness, LIA prefers not to perform resource pooling entirely,
achieving only goals one and two.

Furthermore, to accomplish goal three’s aims, a MPTCP
should be more aggressive, meaning quickly finding the opti-
mum equilibrium for the paths. However, this can not be
the case for LIA as it is not aggressive enough because it
gradually steers traffic between the paths.

To sum up the protocol’s mechanism, LIA could resolve
the fairness problem of uncoupledMPTCPs, achieve through-
put at least equal to TCP on the best path, and somehow
solve the resource pooling problem by increasing the traffic
in non-congested paths and decreasing it in congested ones
gradually, however, it could not attain the resource pool-
ing ultimately. This protocol is a pure loss-based MPTCP,
in which individual losses are the indicators for congestion in
the network. It does not have any mechanisms to detect and
differentiate various conditions such as congestion, random
packet drops caused by channel quality degradation, block-
age, or other 5G mmWave network issues. As a result, LIA
cannot be a good choice to be exploited in wireless networks,
let alone 5G mmWave ones. Because a single packet drop
caused by blockage would force the protocol to back off,
decrease its sending rate on the mmWave [9], and unload
traffic from the mmWave channel, violating goal one.

Finally, if 5G mmWave is deployed with LTE and a tem-
porary blockage happens in mmWave, due to abrupt buffer
overflow, LIA assumes that this network is congested (it may
not be) and initiates transmitting the packet over LTE as
the non-congested path. After termination of the blockage
state and switching from NLoS to LoS, it would take some
time for LIA to gain the possible throughput of the mmWave
channel with the assumption of not occurring another random
packet drop on this path as LIA does not include a mechanism
that routinely checks different subflows to see that whether a
better route is available or not.

2) OPPORTUNISTIC-LINKED INCREASES ALGORITHM
One of the main features of TCP is being Pareto-optimal.
In this case, a user cannot increase its throughput without
damaging others’ benefits or forcing congestion costs on the
network [78]. Authors in [79] could prove that LIA suffers
from being non-Pareto-optimal, so when some users start
to use MPTCP, they hurt the other’s performance without
incrementing their throughput. Moreover, they manifested
that LIA is aggressive in using resources compared to TCP,
damaging inter-fairness. Besides the aforementioned princi-
pal issues, it was also shown that LIA cannot satisfy the
responsiveness and resource pooling at the same time and
should come up with a trade-off between them. In order to
compensate for the mentioned issues, a new MPTCP called
OLIA (Opportunistic-Linked Increases Algorithm) [79] was
proposed. OLIA strives to be Pareto-optimal, fairer to TCPs,
responsive, and non-flappy. As a result, by considering these
facts, OLIA is more friendly and aggressive than LIA in
sharing the resources and steering traffic respectively.

Like LIA, OLIA is a coupled, loss-based MPTCP with
no changes in its reaction to losses. By deploying a new
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increment phase in the congestion avoidance phase, OLIA
strives to provide equal traffic to two similar paths. However,
when the quality of the paths differs, the one with a lower loss
rate and higher capacity gets more data to satisfy the load-
balancing goal.

How OLIA does achieve its aims is as follows. If the set
Ru contains all available paths for the users, r ∈ Ru will be
a subflow. One of the OLIA’s principal tasks is counting the
successfully transmitted packet in two periods, between the
recent two losses and since the last loss. In this case, γ1r (t)
and γ2r(t) can be for the first and second periods, respectively.
Moreover, the maximum value of these two parameters can
be shown as γr(t); in all parameters, t refers to the time.
By employing rttr(t) and wr (t) that indicate RTT and cwnd
for the subflow r on time t, OLIA defines two sets calledM(t)
and B(t).

M(t) is the set of the best routes that their cwnds are set
to the maximum value. However, B(t) includes the best paths
that their cwnds are not set to the largest available value. The
ultimate goal of OLIA is shifting traffic from M to B, thus it
adjusts the sending rate by exploiting Equation (3). For each
received ACK, wr is increased:

wr =

wr
/(
rttr 2

)
(
∑1

pin R
wp

/
rttp)2

+
αr

wr
(3)

And for each loss, it halves the cwnd like NewReno and
LIA. In the equation, how αr is estimated for each sub-
flow r determines the aggressiveness of the sending rate
increment. In this case, when the protocol finds some best
subflows functioning in the most extensive available cwnd,
i.e., members of M , it sets the value of α to zero for those
routes, as they do not need any modifications. However,
if OLIA detects that some subflows are the best ones but
are not exploiting the largest cwnd, i.e., members of B,
in this case, by making α positive for routes that are in B
not in M , and making α negative for M , strives to forward
traffic from M to B. As a result, subflows in B increase
their sending rate faster. The output of this mechanism is
that the sending rate increment will be more quickly on
the best paths with smaller cwnds and slower on the best
paths with larger cwnds leading to redirecting the traffic from
the best ones with larger cwnds to the ones with smaller
cwnds.

To sum up, it is true that some studies, such as [80],
indicated that OLIA is always better than LIA in wireless
networks. However, OLIA can suffer from severe issues if
deployed in 5G mmWave networks. OLIA is a loss-based
TCP, and individual losses are signs of congestion in the
network. Yet, various causes such as blockage drops can
occur in the 5G mmWave network, which may dramat-
ically reduce OLIA’s throughput. Moreover, as NewReno
is not a good choice for 5G mmWave networks [9], [11],
so protocols that adapt their congestion control mecha-
nism from NewReno may not be suitable for 5G mmWave
networks.

3) BALANCED LINKED ADAPTATION
Balia (Balanced linked adaptation) [81], anotherMPTCP,was
proposed to bring a trade-off between MPTCP friendliness,
responsiveness, and cwnd oscillation, to generalize LIA and
OLIA. To accomplish its goal, Balia modified the increment
and decrement segment of the congestion avoidance phase
and did not follow the NewReno cwnd halving mechanism
when it detects a loss in the network. If wr is the cwnd for the
route r , and rttr is the round-trip time of the route, for each
ACK on route r Balia functions as Equation (4):

wr = wr +
xr

rttr (
∑
rttk )2

(
1 + αr

2
)(
4 + αr

5
) (4)

In this equation, xr equals wr /rttr . When a loss occurs in
the network, Balia reacts as Equation (5):

wr = wr −
Wr
2
min{αr , 1.5} (5)

Which α equals max{xk }
x .

The experiments indicated that Balia’s friendliness is close
to LIA, which shows that this protocol is not aggressive when
deployed with TCPs. Considering the responsiveness, LIA
and OLIA indicated poor performance. However, Balia, due
to its renewed congestion avoidance phase, showedmuch bet-
ter recovery time, which is a sign of being responsive. In terms
of cwnd adjustment, Balia showed less fluctuation than Reno,
which was another enhancement for the protocol. From the
friendliness and aggressiveness point of view, as Balia could
generalize LIA and OLIA, it could achieve better friendliness
and aggressiveness, as proved in the simulation results in [32].
However, more practical experiments are needed to validate
this outcome, as it seems the aggressiveness of OLIA can be
as high as Balia based on the congestion control mechanism
it adapts.

To sum up, Balia is a loss-based MPTCP that could offer
better friendliness, responsiveness, and window oscillation
compared to former MPTCPs. This protocol could show suf-
ficient functionality in wired networks accompanying other
MPTCPs and TCPs. However, to assess the compatibility of
this protocol with 5G mmWave networks, we should look at
Balia’s congestion control mechanism, which is a loss-based
one. Moreover, it increases the sending rate linearly and in
a slow manner, which is another negative point for being
deployed in 5G mmWave networks. Finally, when a loss
is detected, multiplicative decrement is not an appropriate
approach in networks that incorporate random packet losses
rooted in issues such as a blockage.

4) DYNAMIC LIA
As LIA, OLIA, and Balia’s main focus is on the increment
part of the congestion avoidance, and LIA and OLIA employ
NewReno’s halving technique when a loss is detected,
D-LIA (Dynamic LIA) [82] focuses on the decrement. The
idea behind D-LIA’s approach says that the time interval
between packet drops is a good indicator of a network’s
status and halving the sending rate frequently in many loss
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occurrences degrades the protocol’s performance, and it takes
much time to recover from the backed-off cwnd. As a result,
instead of halving cwnd in individual losses, D-LIA decreases
the sending rate by a factor called β. The leading player spec-
ifying the value for β is the passed time between the packet
losses. As a consequence, for each packet drop equation (6)
is used to adjust the cwnd in subflow r :

wr = max{βwr , 1} (6)

If βwr is less than one, wr sets to one; otherwise, wr is
adjusted to βwr . For calculating β, D-LIA exploits equa-
tion (7):

Br = (ϕ × γ ) + (1 − ϕ) × βr ′ (7)

where β ′
r indicates the estimated βr in the most recent packet

drop, ϕ is a value between zero and one for balancing and is
called the balancing factor, and the result of dividing cwnd
between the last drop and the current one is put in γ , which
is calculated by using equation (8):

γ = min{
w′
r

wr
, 1} (8)

where w′
r is the value of the subflow cwnd in the last drop.

A large value for γ toward one indicates frequent losses in
the network and can be taken as a congestion sign, so cwnd
should be reduced dramatically. The reason is that large γ

shows that the time interval between the losses is shortening.
On the other hand, a small γ is a sign of few losses in the
network; as a result, cwnd needs to be reduced negligently.
For the increment phase of the congestion avoidance, D-LIA
employ’s the Linux default implementation (LIA). Simula-
tion results indicated that D-LIA could outperform LIA in
terms of throughput.

The analyses done in [82] are not sufficient enough to
prove the advancement of the protocol andmore investigation
should be done in order to determine whether D-LIA is able
to bring any advantages regarding important KPIs such as
throughput, friendliness, or aggressiveness or not. As the
protocol sticks to the main principles of LIA, it may not be
more friendly and aggressive than LIA, OLIA, and Balia.

To sum up, D-LIA is a loss-based MPTCP that was pro-
posed to enhance the performance of LIA.As a result, it inher-
its the drawback of LIA in wireless, especially 5G mmWave
networks. Moreover, the simulation and comparison part for
the protocol is between D-LIA and LIA, so more analyses are
needed to prove the improved functionality of the protocol.

5) DELAYED-ADAPTIVE LIA
Moving forward, a thorough analytical investigation of
MPTCP has been done in [83], then a novel coupled protocol
called DALIA (Delayed-Adaptive LIA) was proposed to han-
dle LIA’s issues. One of the main difficulties that the majority
of MPTCP variants face is when simultaneously deployed in
Wi-Fi and cellular communication. In this case, packet losses
and packet reordering can be two of the main issues. Further-
more, another crucial difference is that in cellular networks,

individual flows can employ distinct buffers, however, WiFi
flows must share the same buffer in the same AP (Access
Point).

Moreover, using large buffers in cellular networks is
expected, which can lead to bufferbloating and intensifies
the packet reordering issue for MPTCP when deployed along
with WiFi. Consequently, the authors in [83] presented a
general analytic model that includes all network parameters
to model it, parameters such as packet loss probability, short-
lived flow behavior, reordering delay, buffer loss probabil-
ity, RTTs, throughput, and loss computation. This model
can indicate the behavior of the network and MPTCP, as a
result, is an appropriate guideline for designing new proto-
cols. Accordingly, they used the model to propose their novel
protocol.

One of the most critical problems for LIA is that it cannot
estimate delay variation in different subflows; as a result,
it is not compatible with heterogeneous networks, and delay
variation can impact the LIA’s performance adversely. The
proposed solution of DALIA is to add a route delay learning
mechanism to LIA in a way that the new protocol could
balance delays in different subflows and enhance the LIA’s
functionality. This feature can also lead to another improve-
ment, which is reducing the reordering delay.

The first leverage of DALIA is exploiting the time stamp
that the TCP packet includes. This timestamp is used in a TCP
destination to calculate the one-way delay, then is returned to
the sender in the ACKpacket, inspired by LEDBAT [84]. This
parameter can assist DALIA in attaining its goal, i.e., equip-
ping LIA with the route delay learning mechanism. Then,
DALIA changes the cwnd adjustment of LIA to control the
sent packets to different routes. If wr is cwnd for subflow r ,
Di is the one-way delay of subflow r , and rttr is the RTT value
for subflow r , then:
For each ACK, DALIA increases the sending rate by using

equation (9):

wr = wr + min{
1
wr

,

∑
jDj

MDj

Maxj
(

wj
rttj2

)
∑
j( wjrttr )

2 } (9)

If the minimum equals 1/wi, the mechanism will be the
same as NewReno. Moreover, if the one-way delay is equally
distributed in all paths, i.e., M (the obtained equal delay in
all paths), the cwnd adjustment will be identical to LIA.
The added factor to the mechanisms of LIA by DALIA,
i.e.,

∑
jDj

MDj
, is for equilibrating delays and congestion in differ-

ent subflows leading to robust mechanisms in enhancing the
friendliness and aggressiveness of the protocol. As a result,
This mechanism ensures that all paths in a heterogenous
network get enough traffic, and the delay can be improved,
fulfilling MPTCP design aims. The importance of this mech-
anism can be identified when two different networks with
distinct characteristics co-exist, such as cellular and WiFi.
In this case, the cellular one is an impairing element for the
WiFi, however, DALIA reveals this issue by tracing subflows’
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delays. The simulation results proved the correctness of the
analytical model. Moreover, they indicated that DALIA is
more responsive and friendlier than LIA and OLIA.

To sum up, DALIA can keep the benefits of LIA by adding
a new factor to the congestion avoidance phase in a way
that the protocol can balance the delays between various sub-
flows and prevent performance degradation in heterogeneous
networks, especially when cellular and WiFi networks are
deployed simultaneously. Based on the results, this protocol
can function appropriately in generations before 5G as it
can equalize delays between different subflows. However,
as the protocol keeps the loss-based nature of LIA and halves
the sending rate in every packet loss, it may not be able to
react appropriately to 5G mmWave network issues such as
blockage. To make the protocol compatible with the new
cellular generations, the congestion avoidance phase of the
protocol should be modified. This modification first should
start with the reaction of the protocol to losses. Then, the
protocol should be more aggressive in the increment phase
to adapt to the huge bandwidth of the 5G mmWave networks.

6) BDP ESTIMATION BASED SLOW START
Authors in [85] claimed that the reason for MPTCP perfor-
mance degradation in 5G mmWave networks is because of
the long-lived period of the protocol in the slow start phase.
As a result, they proposed that modifying the slow start phase
is a necessary step that should be taken. The main cause is
that before happening a packet loss, the protocol is in the
slow start phase and doubles its sending rate, which leads to a
high number of packets in flight. If one of the communication
channels encounters an issue, the arrived packet from the
other one will be blocked in the receiver’s buffer waiting
for the other path. For handling the issue of the throughput
reduction caused by the 5G mmWave shortcoming, BESS
(BDP Estimation based Slow Start) [85] was proposed.

When the connection is in the slow start phase, BESS
approximates the BDP (Bandwidth Delay Product) for all
subflows. To calculate BDP, the capacity of a link in bits
per second is multiplied by the delay of the link. This value
indicates the maximum possible bits (of bytes if calculated in
bytes) that can be transmitted in a particular time.

Then, the approximated value is compared with the in-
flight packets to whether they end the slow start or not,
in another word, this value is a comparison base with the
transmitted packets to have a new mechanism for terminat-
ing the slow start phase. As a result, the main leverage of
BESS relies on the output of the BDP and inflight packet
comparison. BESS calculates BDP by employing the band-
width and delays of the existing subflows. However, it is
not like the conventional TCP, and the multiplication of
these values cannot give an accurate value for the BDP, so a
unified value for delays is captured and deployed. This is
the principal reason behind the dependency of the MPTCP’s
performance on the subflow with the largest delay. The
next step is comparing the calculated value with the inflight
packet, and when a subflow is getting close to the number,

it should leave the slow start phase and initiate the congestion
avoidance. As the congestion avoidance phase for BESS is
adapted from Balia, this protocol inherits most characteris-
tics of its predecessor such as the level of friendliness and
aggressiveness.

For simulating the behavior of BESS, NS3-mmWave [86]
was used by the co-existence of 5G mmWave and LTE, and
the renewed slow start has been embedded into Balia as the
representative of MPTCP, then the regular slow start in TCP,
Balia, and CUBIC was used for the comparison. The result
showed that when the delay of mmWave is smaller than
50 ms, BESS has a clear enhancement compared to other
protocols. However, when the delay goes over this value, all
protocols experience throughput degradation.

Looking at the receiver’s buffer revealed that BESS occu-
pies less space compared to the other two protocols so that
it can handle the out-of-order packet issues sufficiently. For
analyzing this KPI, the mmWave delay had been set to 1 ms,
while the one for LTE was varying. The main reason is
that BESS prevents the cwnd overshooting in the slow start,
so when the protocol initiates the congestion avoidance, the
buffers do not encounter a flood of backlogged packets.
In terms of the UE’s and eNB’s (E-UTRANNodeB) distance,
all protocols suffer from a high distance, however, BESS
continues to have the highest throughput when the distance
differs from 100 m to 150 m. Finally, when a transition from
LoS to NLoS occurs, BESS also could attain the highest
throughput.

To sum up, BESS was proposed to modify the slow start
mechanism in MPTCP to adapt the protocol to 5G mmWave
characteristics. The results showed that when this technique
is embedded in Balia, it could enhance the protocol’s per-
formance in 5G mmWave co-existing with LTE, and proved
the compatibility of BESS with the new mobile generation.
For the next step, analyzing the protocol embedded in other
MPTCPs and practical environments can be a helpful guide-
line for future work.

B. DELAY-BASED CONGESTION CONTROL MPTCPs
As the loss-based MPTCPs such as LIA, OLIA, and Balia
fail to accomplish MPTCP’s three goals in heterogeneous
networks, delay-based MPTCPs started to be probed. In con-
trast to loss-based TCPs that take a loss as an indicator
of network congestion, delay-based TCPs strive to control
the queuing packets and prevent drops by employing some
proactive mechanisms using features such as link delay [87].
Moreover, blindmechanisms that loss-basedMPTCPs deploy
in increasing the sending rate until a packet loss occurrence
may result in a bufferbloat [88] issue as large RLC buffers are
used in cellular networks. Putting the aforementioned issues
besides the reordering delay problem existing in networks,
especially heterogeneous ones for MPTCP, proves the neces-
sity of establishing delay-based MPTCPs that have a clearer
insight from the network and adjust their sending rate more
appropriately than loss-based ones.
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1) WEIGHTED VEGAS
One of the first delay-based protocols proposed to extend
MPTCP to delay-based congestion control areas was wVegas
(weighted Vegas) [89]. The main motivation behind design-
ingwVegaswas that packet losses in a network are indications
of heavy congestion, especially inwired networks, and cannot
reflect light-congested situations, so wVegas suggested trig-
gering load balancing by performing traffic shifting before
loss occurrences to replace the reactive mechanism by a
proactive one. To do so, a connection should specify the
volume of traffic to be shifted from one of its subflows to
another, leading to the congestion equality principle. The
congestion equality principle refers to a situation where all
subflows of a connection can get an equal volume of traffic,
leading to fairness and enhancing the protocol’s performance.
As a result, wVegas, which is based on TCP Vegas [57],
emerged.

The way that wVegas strives to achieve the congestion
equality principle is by controlling the aggressiveness of indi-
vidual subflows by assigning them a variable called weight,
and as the weight for a path gets higher, it will compete more
aggressively for utilizing the available bandwidth. The value
for a weight inversely correlates to the extent to which the
corresponding subflow is congested, so as the traffic volume
for a path declines, the related weight will increase. The
central claim of wVegas is that the queuing delays can reflect
the network’s ongoing condition better than packet losses,
which were borrowed from the original Vegas. By relying
on this mechanism, wVegas can be more friendly but less
aggressive, as its most important aims are to reduce the delay
and share the resources equally.

For evaluating the protocol, the only modification was
embedding the weight adjustment part to the original Vegas.
The simulation results in NS3 (Network Simulator 3) [90]
showed that wVegas has more stable functionality than LIA
and can converge to the equilibrium point faster. Moreover,
when having more than two flows, intra-fairness could be
enhanced for wVegas.

To sum up, wVegas tries to improve fairness and efficiency
by equal distribution of traffic between various subflows with
the help of a parameter called weight. However, its deficiency
in competing with loss-based protocols leads to underutiliza-
tion of resources in a network, especially a 5G mmWave one,
so the attained throughput will become low. The reason is
the Vegas-based strategy of the protocol, which cannot use
highspeed networks to their full potential.

2) DELAY-EQUALIZED FAST
Another issue for Loss-based MPTCPs is that they suffer
from slow responsiveness in 5G mmWave networks [87],
in another word they cannot find the new equilibrium point
when the network’s state changes. On the other hand, wVegas
cannot also react fast enough to changes because of its slow
responsiveness. All the mentioned issues cause low perfor-
mance in 5G mmWave networks [87].

Thus, DEFT (Delay-Equalized FAST) [87], a newly pro-
posed MPTCP, tries to handle the mentioned problems that
MPTCPs encounter in 5G mmWave networks. DEFT is a
delay-based MPTCP that strives to estimate the lower bound
of backlogged packets for subflows to ensure fast responsive-
ness, as a result, it can be more aggressive than wVegas.

Themain reason for the DEFT emphasis on responsiveness
is because this factor is critical in 5G mmWave networks
as the state of a network changes frequently leading to new
equilibrium points. However, if a protocol is stuck in the old
points, it intensely affects the performance. If wrold is the old
cwnd equilibrium point and wrnew is the new one, generally,
equation (10) can be used to estimate the new point where β

is the responsiveness factor:

wrnew = wrold + βt (10)

The two principal leverages that DEFT deploys to be more
responsive and fairer are εr , which indicates the number of
backlogged packets for subflow r , and αr , which denotes the
targeted value for the backlogged packets on subflow r . If wr
is the cwnd value for subflow r , rttr is the RTT value for
the subflow, and dr indicated minimum RTT, i.e., Round-trip
propagation delay, DEFT employs equations (11) and (12) to
adjust the sending rate.

If εr < αr then:

wr = wr + min{2wr, γ αr} (11)

And if εr > αr then:

wr = wr − γ (εr − αr) (12)

where the first equation is the increment phase, and the
second is for the descending phase. The scaling factor, i.e., γ ,
is between zero and one for specifying how sensitive the pro-
tocol should be. By looking at the equations, it can be inferred
that the ultimate aim of DEFT is to adjust the cwnd in a
way that the number of backlogged packets is approximately
around the optimal value. Bymoving above the optimal value,
i.e., αr , DEFT reduces the sending rate. In contrast, if εr
is less than αr , it shows getting away from the targeted
value, so cwnd will be increased. In addition to increasing the
throughput and decreasing the RTT by accurately modifying
the sending rate based on the mentioned equations, another
essential goal can be achieved by the DEFT congestion
control mechanism. As a result, when a route’s condition
changes, DEFT can detect it and immediately adjust the cwnd
to the optimal value. This is more important when a degraded
path is recovered and needs an instant increment in its sending
rate.

For the evaluation, DEFT was deployed in two different
scenarios with two and four obstacles to mime the blockage.
Both 5G and LTE were deployed in the topology, and the
carrier frequency for 5G was set to 28 GHz to satisfy the
mmWave spectrum in order to mime mmWave channels.

The deployed simulation module was ns3-mmWave [86],
like [85], and the exploited scheduler was LowestRTT [91],
i.e., the default one in the Linux kernel.

19544 VOLUME 11, 2023



R. Poorzare, O. P. Waldhorst: Toward the Implementation of MPTCP Over mmWave 5G and Beyond

FIGURE 2. MPTCP trend over 5G mmWave networks.

The simulation results revealed that DEFT could attain
higher goodput than Balia, DALIA, and wVegas through
acceptable E2E (end-to-end) delays. E2E delays were equal
to other protocols’ or slightly higher, which is acceptable
considering the high gained throughput.

Besides goodput and E2E delays, DEFT could achieve the
most increased intra-protocol fairness compared to the other
ones.

To sum up, DEFT, a delay-based MPTCP, was proposed
to satisfy the uHSLLC (ultra-High Speed Low Latency
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Communications) [92] feature of 5G networks along with
3GPP’s newly presented functionality called ATSSS [47],
which is for deploying MPTCP in 5GCN (5G Core Network)
in order to steer the traffic over multi-RAT (Radio Access
Technology). The simulation results indicated that the pro-
tocol could achieve its design goals and can be evaluated in
practice to discover its potential capabilities when deployed
over 5G mmWave networks in various scenarios.

Considering all characterized MPTCPs, the ones that are
able to improve throughput, or decrease packet loss rate
can be proper choices for the mmWave 5G. Moreover, the
protocol should be aggressive enough that can steer traffic
between the subflows and find the equilibrium point quickly,
especially, in blockage situations. Among the investigated
coupled protocols, DEFT can fulfill the demands by finding
the fastest paths and delivering more packets.

At the first glance, it should be inferred that DEFT hones
the latency, but finding the path with the lowest delivery time
is one of the key criteria to improve the throughput as it can
eliminate HoL blocking, buffer blocking, and out-of-order
packet delivery issues. All three issues are crucial, especially
the last one, which reduces the time that the receiver needs
to assemble packets in order before the final delivery. Table 2
denotes a summary of differentMPTCPs with their adaptabil-
ity over 5G mmWave networks. Moreover, Figure 2 indicates
the graphical evolution path of MPTCP toward mmWave 5G,
also including various congestion control algorithms.

C. IMPLEMENTATION CHARACTERISTICS FOR MPTCP
As designing a protocol is one way to go by researchers,
implementing it is another side of the coin, which should
be done by programmers. When implementing and inserting
a protocol into the Linux kernel, some changes might be
done and new parameters should be defined. Given existing
MPTCPs, LIA, OLIA, Balia, and wVegas could pass the
mentioned stage and be implemented in the Linux kernel in
MPTCP released, i.e., v0.96 [93].

Given LIA, it does not try to push lots of parameters to
the kernel on the programming side. The most important
parameter in the implementation is alpha, reflecting the alpha
in the corresponding RFC, which initially sets to one to have
similar behavior to NewReno in the beginning. Then by hav-
ing enough information, it can calculate alpha and adjust the
cwnd based on that. As a result, the most important parameter
for LIA is the initial value of alpha. The other parameters
such as the slow start threshold and RTO has adapted from
NewReno, which is using mostly the Linux kernel’s default
values. Finally, the implementation is using alpha_scale_den
and alpha_scale_num for the scaling part of the nominator
and denominator to shift the cwnd value whenever necessary.

As OLIA strives to have a category called M, which con-
tains subflows with maximum sending rate, it defines two
sets in the code including M and B_not_M dividing all sub-
flows into two different categories described in section IV-A.
Then calculates the maximum sending rate by comparing

TABLE 2. The compatibility of different MPTCPs over 5G mmWave.

the current cwnd to the maximum one recorded till then.
Moreover, based on the comparison of the current cwnd of
a subflow and the maximum cwnd, decides how to set two
epsilons for M or B_not_M, i.e., it sets the value to zero for
routes in M , and one, i.e., positive, for routes in B_not_M.
As a result, Two important inserted parameters into the Linux
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kernel by OLIA are epsilon_num and epsilon_den with the
initial values of zero and one, respectively, that can playmajor
roles in determining the aggressiveness and friendliness of the
protocol. Like LIA, the other parameters including slow start
threshold and RTO are adapted from the default ones of the
Linux Kernel.

The first step for Balia is comparing the current cwnd with
the maximum one until then, to have the maximum sending
rate anytime. Then it calculates a variable called alpha based
on equation (13):

alpha = max_rate/rate (13)

Then calculates ai:

ai =

(∑1
pin R rate

)
2 ∗ 10 ∗ wr

(xr + max_rate) ∗ (4xr + max_rate)
(14)

where xr equals wr/rttr .
Variable ai along withmd, which is calculated by a particu-

lar formula using sending cwnd, alpha, and scaling are used to
calculate the sending rate for each subflow. Other important
parameters such as RTO are borrowed from the Linux kernel
default ones.

wVegas implementation is similar to Vegas with some
modifications along with adding a variables called weight.
For calculating wight, the sending rate of a subflow is divided
by the sum of the sending rates of all subflows. With the
help of weight, the value for alpha, which is one of the
important variables in Vegas, is calculated. Then using diff.
i.e., a parameter from vegas, and calculating alpha by means
ofweights, the sending rates can be adjusted for each subflow.

V. MPTCP SCHEDULING SCHEMES IN mmWave 5G
In the previous section, a thorough analysis of different
MPTCPs’ congestion control mechanisms and their compat-
ibility with 5G mmWave networks were investigated. How-
ever, besides congestion control, packet scheduler and path
manager are other paramount pillars of MPTCP. This section
aims at analyzing various schedulers and the probability of
their compatibility with 5G mmWave networks. In a broad
view, the scheduler can be categorized into single-criterion
and multicriteria. In the first one, only one parameter such as
RTT, cwnd, packet loss ratio, inflight packets, or data segment
is used to select the subflow for data transmission. On the
second one, a combination of more than one feature can be
used to have a more accurate decision [44].

A. DEFAULT SCHEDULER
By default, Linux employs the LowestRTT scheduler in its
kernel. It means that when a MPTCP-enabled source such as
a server starts to send packets, first it selects the subflow with
the lowest RTT and retransmits data until the cwnd of the sub-
flow is full; then, it switches to the second pathwith the lowest
RTT. This scheduling mechanism experiences some flaws
when deployed in wireless networks as channels quality can
differ from time to time, in contrast to wired networks, which

have a low packet loss probability [94], wireless networks
suffer from a higher rate [95]. Furthermore, the problem can
be more severe by having frequent blockages in 5GmmWave
networks and transitioning from LoS to NLoS states. When
a UE is blocked by an obstacle, the RTT of that channel
increases dramatically until it switches back to the LoS state,
but LowestRTT cannot be aware of this transition which is
one of its blatant downsides [35], [96]. In order to handle
the issue and improve the scheduler’s functionality, various
schedulers have been proposed that we are going to inspect
in this section.

B. STREAM CONTROL TRANSPORT PROTOCOL
One of the first steps to exploit multiple paths was proposing
SCTP (Stream Control Transport Protocol) [97]. In this case,
one of the two subflows is used as the main path, and the
other is for the first path’s failure time or sending control
packets. For extending SCTP, CMT-SCTP (Concurrent Mul-
tipath Transfer SCTP) [98] was recommended as an extension
to SCTP. Despite its efforts for providing multipathing, the
protocol, based on its round-robin scheduler, cannot perform
very well in heterogeneous networks and suffer from out-of-
order packets in the receiver.

C. DELAY AWARE PACKET SCHEDULING
In order to solve the buffer blocking problem, a novel sched-
uler called DAPS (Delay Aware Packet Scheduling) [99] was
suggested. The reason for comparing it with SCTP was that
if the round-robin scheduler of the protocol can be enhanced,
it would also be a suitable and generalized scheduler for
MPTCP. The main power of DAPS is to estimate the delays
on different subflows and use them as a key parameter for
scheduling packets. The primary motivation behind DAPS
was the need for a large buffer size as the network parameters
such as RTT, loss probability, or bit rate are increased. When
these parameters have large values, providing large buffers
will be costly, and in the case of feeding, it will lead to the
bufferbloating issue.

The first step for DAPS is calculating the number of ideal
packets that should be transmitted into each subflow utilizing
one-way delay and capacity for each subflow. Then the ideal
number of all packets sent into the network can be calculated
based on the numbers for individual subflows. Afterward,
based on having all packets and each subflows packet num-
bers, DAPS creates a vector that contains the optimal order of
the subflows for engaging the receivers’ buffers as low as pos-
sible. DAPS proposes a suitable scheduler for heterogeneous
networks by relying on these three steps.

The essential part of DAPS is estimating the one-way delay
for each subflow, which is done by a timestamp procedure.
As a result, DAPS keeps track of three parameters, the time
for sending the packet, the delay for sending the ACK, and
the time for sending the ACK. Then by subtracting the sum
of the last two from the sending time, the one-way delay can
be calculated.
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For evaluating the scheduler, a network of two subflows
with different bandwidths and delays was deployed. The sim-
ulation results showed that the scheduler could outperform
round-robin and enhance throughput and delay. Furthermore,
DAPS could keep its superiority in the round-robin mecha-
nism and transmit more packets in terms of packet occupancy
in the receiver. This superiority could be gained even when
deliberate miscalculations were forced on DAPs in the range
of 10% to 100%. Interestingly, in all conditions, DAPS could
outperform round-robin.

To sum up, DAPS is a scheduler that, based on its delay-
aware mechanism, could improve different KPIs, such as
goodput, buffer occupancy, and the number of sent packets
compared to round-robin. In order to find out the compatibil-
ity of the scheduler to 5GmmWave networks, we should have
a look at the simulation scenario, where one of the subflows
employs 1.6Mbps and the other one has 400Kbps bandwidth,
which both are very low. Moreover, the delays are 20 ms
and 200 ms, which are way far from desired latency for 5G
mmWave networks. As a result, there are no evident signs
that this scheduler can perform sufficiently in 5G mmWave
networks, and more proof should be provided to see the
superiority of DAPS in 5G mmWave networks.

D. OUT-OF-ORDER TRANSMISSION FOR THE IN-ORDER
ARRIVAL SCHEDULER
One of the problems that most schedulers suffer from is that
they do not consider all subflows at the same time. The intense
effect of this issue is when the RTTs of subflows differ. In this
case, the number of out-of-order packets and the time interval
between them will be increased. The adverse impact of the
increased time gaps between packets’ arrival is on real-time
applications such as video gaming. As a result, to enhance the
quality of experience in time-sensitive applications, OTIAS
(Out-of-order Transmission for the In-order Arrival Sched-
uler) was proposed in [100].

When a MPTCP capable sender intends to transmit data,
it should take three steps: 1) selection of the subflow based
on cwnd availability, 2) if there are more than one subflow
capable of sending data, choosing the appropriate one, and
3) specifying the amount of data that should be transmitted
on each subflow. OTIAS has targeted the first two steps to
improve the functionality of the MPTCP scheduler. Conse-
quently, without considering the cwnd availability, all sub-
flows can be candidates to be selected to send data through,
considering the first step.

For improving the second step, OTIAS used a parameter
called T . This parameter is the period of time for each subflow
from scheduling a packet to delivering it to the receiver.When
OTIASwants to schedule a packet, it considers each subflows
T , and then sends the packet to a subflow with the lowest T .
The main goal of this mechanism is to deliver out-of-order
packets in an in-order approach leading to decreased latency.
The main tool for estimating T for individual subflows is
the number of RTTs that a packet should wait in the corre-
sponding subflow to be sent. By adding 0.5 to this value and

then multiplying the result by the subflow’s RTT, T can be
calculated for the correlated path.

The simulation results indicated that the out-of-order pack-
ets for OTIAS always occupy less space than the LowestRTT.
Moreover, the functionality of MPTCP enabled with OTIAS
is enhanced, which led to stable, improved throughput.

To sum up, OTIAS could improve the functionality of
the MPTCP scheduler by modifying the first two steps in
scheduling packets. It tries to select the path with the lowest
data delivery time even if it is unavailable based on the current
cwnd size. Selecting the path with the lowest delivery time
is one of the critical touchstones in honing the throughput,
as it helps to prevent HoL blocking, buffer blocking, and
out-of-order packet delivery issues. The reason is that the
receiver can deliver final in-order packets quickly without
the need for the pre-delivery procedure. However, it seems
that this scheduler cannot adapt to 5G mmWave networks.
The reason is that when a blockage occurs in the network,
the delay for the mmWave channel is increased; as a result,
OTIAS will choose the other subflows, for example, LTE.
Consequently, the large available bandwidth in the mmWave
channel will be wasted entirely. Moreover, random packet
drops will frequently happen in wireless channels, which
OTIAS should embed a proper reaction.

E. SHORTEST TRANSMISSION TIME FIRST AND
BLOCK ESTIMATION
As the scheduler is responsible for choosing the subflow that
data should be transmitted, it has a critical role in lowering the
latency in multipath communication, especially when differ-
ent technologies such as 5G, LTE, or Wi-Fi are used. As a
result, deploying asymmetric networks is one of the major
hurdles in the way of implementingMPTCP, as they intensify
the out-of-order problem. Moreover, when latency-sensitive
applications are used, the MPTCP’s scheduler also plays a
fundamental role in fulfilling the aim. Based on the men-
tioned reasons, deploying reactive schedulers such as the
default one in the Linux kernel is not a good choice when the
latency is a critical KPI, thus, proactive mechanisms should
be deployed [101]. If no appropriate scheduler is deployed,
packets through faster links will be delivered first, and then
they will wait in the buffer for the slower ones leading to
HoL blocking problem. This can even be more intensified as
the cwnd is a restricting factor. However, if this was not true,
lower latencies could be achieved [80], [102].

Motivated by the mentioned flaws, authors in [101], and
[103] have proposed schedulers called STTF (Shortest Trans-
mission Time First) and BLEST (BLock ESTimation) on
Linux’s default MPTCP. The latter scheduler was for han-
dling the HoL issue on the receivers’ buffers, and the for-
mer one strived to choose the fastest subflow first. BLEST
tries to estimate the blocking in the buffer considering the
selected subflow for the current transmission. It means that
if the scheduler selects subflow r, what could be the block-
ing amount for the receiver’s buffer? This is a proactive
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mechanism as selecting the path is done before scheduling a
packet. In this case, in the first step, BLEST sometimes opts
for the slower path, i.e., the one with the higher RTT, because
sending all packets from a faster subflowwill causeHoL, then
the remaining data are transmitted through the faster subflow.
Selecting the lower path first, then the faster one alleviates the
buffer-blocking problem. Sometimes, BLEST also skips the
available path as it can detect that sending data could cause
the HoL issue and wait for favorable routes.

On the other hand, STTF tries to obtain characteristics of
different subflows and estimates the transfer time for individ-
ual segments. This mechanism aims to find the faster path,
then schedule data to be transmitted through it even if it is full,
as the name indicates. The employed parameters to calculate
the transfer time are RTT for each subflow, congestion state
for individual subflows, and already queued segments in each
subflow.

The simulation results for an asymmetric network includ-
ing WLAN (Wireless Local Area Network) and 3G indicated
that both new schedulers are capable of choosing the best
path compared to LowestRTT.More interestingly, as the burst
size and RTT increase, the BLEST and STTF maintain their
superiority compared to TCP and LowestRTT. Moreover,
comparing the page load time also indicated that the proposed
schedulers could outperform Linux’s default scheduler in
most cases.

To sum up, as MPTCP cannot fulfill the need for latency-
sensitive applications in asymmetric networks [104], also
proved by practical experiments [105], new schedulers should
be proposed. As a result, BLEST and STTF were presented
in order to choose the best subflow for transmitting the data.
As these schedulers are trying to select the best path based
on some factors proactively, their application in 5G mmWave
networks can be beneficial as they can avoid sending more
data to blocked channels.

F. EARLIEST COMPLETION FIRST
The investigation of the downside of the Linux default sched-
uler in heterogeneous networks continued in [106], and the
testbed and practical analysis results conformed to the ones
in previous studies such as [80], [99], [103], and [107] by
indicating the deficiency of the LowestRTT in asymmetric
networks. Moreover, this flaw is more intense in the video
streaming connections; as the heterogeneity of the network
increases, the actual bit rates for clients get further than the
ideal one. The reason is that the RTT-based schedulers fail to
select the fastest paths. As a result, more parameters should be
employed to have a clear manifest from the subflows’ condi-
tions, leading to the proposal of the ECF (Earliest Completion
First) scheduler [106]. In addition to RTT, ECF utilizes cwnd
size and connection’s sending buffer’s size to sufficiently
assign packets. In the first step, ECF selects the best subflow
with the lowest RTT based on the available RTTs. Then,
when it is going to schedule a packet, calculates the sum of
the waiting time for sending the packet from the best path

and the transmission delay. If we imagine that cwnd is not
available for this path, then the waiting time would equal
the subflow’s RTT, so after passing the RTT time, the cwnd
would be open, and the transmission time could be calculated
by multiplication of the subflow’s RTT in the division of
packet size in cwnd of the subflow r. This can be seen in
equation (15):

transmissionTime = RTT f + (
k

cwndr
) × RTT f (15)

Based on the notation in [106], RTTf is the RTT for the
fastest path, k is the number of packets to be scheduled, and
cwndr is the cwnd size for the subflow. If this value is smaller
than the RTT for the other subflows, then the fastest subflow
will be selected to transmit the data even if its cwnd is full.
Otherwise, the other path will be the candidate for sending
the data. ECF can also function when subflows are more than
two as the principle keeps its validation.

For evaluation, ECF was implemented in the Linux kernel
and compared to three other schedulers, including the default,
i.e., LowestRTT, DAPS [99], and BLEST [101] in video
streaming, downloading a file, and web browsing scenarios.

The results for the video streaming when the bandwidth for
subflows was stable showed that ECF could function close to
the ideal bit rate and has enhanced performance compared to
the other three schedulers. After ECF, the order was BLEST,
default, and DAPS. The worst performance for DAPS was
the interesting output of the scenario, as it could not even
function as well as the default scheduler. The reason for the
improved functionality of ECF is in its mechanism of dividing
the traffic more sufficiently and increasing the portion of the
fastest path. ECF aggressively deploys the quickest path by
increasing its cwnd sharply.

In contrast, this aggressiveness is higher for the slower path
in the LowestRTT scheduler, which leads to the worst cwnd
adjustment for the default scheduler after ECF, BLEST, and
DAPS. As a result, cwnd initialization and entering the slow
start phase decreases in ECF drastically compared to when
the others were exploited. In terms of out-of-order packets,
ECF also could show the best performance by reducing the
out-of-order delay for almost all of the packets to 0.8 seconds
or less. This superiority could not be the same in symmetric
networks as all schedulers except DAPS could reduce the out-
of-order delay.

When the bandwidth is constantly changing for the WiFi
and LTE network for a dynamic configuration, ECF could
continue to have the highest average throughput compared to
others. Interestingly, the worst performance was for DAPS,
not the LowestRTT scheduler, and BLEST could be as good
as the default one or slightly better than that.

In terms of downloading time, for small and large objects,
ECF and default experienced intimate performances by com-
pleting the download at approximately the same time. How-
ever, for medium-sized objects, ECF could slightly reduce
the downloading time. This superiority could be preserved
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in page loading as ECF could perform better than the others,
especially when the heterogeneity was higher.

To sum up, ECF is a scheduling algorithm that tries to
send packets from the fastest subflow as much as possible.
The algorithm relies on the connection level’s RTT, cwnd,
and buffer size. Based on the ECF strategy in choosing the
best paths, it seems that this scheduler has the capability
of adapting to 5G mmWave networks. When the network
is in a LoS state, the algorithm can choose the mmWave
channel as the best path to transmit the data. In contrast,
when blockage forces the network into a NLoS state, ECF can
switch the priorities between the mmWave and LTE channels.
Moreover, the advantage of ECF in reducing cwnd resetting is
beneficial for the 5G mmWave network because this network
supports vast data rates, and frequent cwnd initializations
could damage the network’s performance.

G. OFFLOADING BY RESTRICTION
To handle the scheduling algorithm, especially LowestRTT
in loss-based MPTCPs, a scheduler called OBR (Offloading
By Restriction) was proposed in [96]. The foremost aim of
this scheduler is to handle the packet transmission in hetero-
geneous networks whenNR and LTE co-exist because if there
are no suitable strategies, packets are sent to the NR channels
without caring that the RTT is fluctuating until the channel
is filled. The reason is that RTTNR usually is smaller than
RTTLTE , except when NLoS is the ongoing state. In order
to control the sent packets to NR, OBR exploits a parameter
called Cutoff, denoted by α in the protocol. The Cutoff factor
is used to reduce the number of transmitted packets to NR
in order to offload a portion of data to LTE; as a result, the
cwnd for NR is adjusted by means of equation (16) when the
subflow is fully deployed:

wNR = αwNR (16)

The outcome of the equation is the cwnd in NR, so the
offloaded data to LTE will equal equation (17):

WLTE = (1 − α)wNR (17)

The offloading mechanism is canceled when the value of
α equals one, which is a one-way approach from NR to LTE.

The simulation result performed in MATLAB indicated
that as the PLR (Packet Loss Ratio) of the NR path increases,
the need for more offloading from NR to LTE is required.
More obviously, when PLR in LTE is low and the channel
has a more stable condition, the protocol can function better,
as the LTE channel is a substitute for the offloaded data
from NR.

Finally, results showed that OBR could achieve higher
throughput compared to LIA andMOA(Multipath Offloading
Algorithm) [108], an energy-efficient offloading mechanism.
However, when the PLR forNR decreases, MOA offers better
performance than OBR.

To sum up, OBR is a strategy to offload the traffic from NR
to LTE when the NR path is full. In order to accomplish its

goal, the protocol offloads a fraction of the NR to LTE deter-
mined by the Cutoff factor. This approach can compensate
for the throughput degradation by the blockage issue in 5G
mmWave networks and alleviate it. However, to find its path
to practice, more simulation and practical analysis should be
done.

H. ADAPTIVE OFFLOADING FRAMEWORK
The adaptive offloading framework proposed another
scheduling method for handling the random loss issue in
5G mmWave [109]. The motivation behind the scheduler
is to select paths with lower delay and packet loss rates to
transmit the data. The authors claim that by modifying the
MPTCP offloading control module, it is possible to make a
balance in a way that the throughput of the network can be
enhanced in the case of video streaming. They claimed that
if the scheduler is embedded in LIA and chooses the LTE or
WiFi as the preferred over the mmWave for transmitting the
video segment, the throughput will be improved because of
the channel’s low packet loss rate. However, this conclusion
must be supported by simulation or practical tests.

To sum up, the adaptive offloading framework declares
that transmitting the video segments from the low delay and
packet loss rate channels can improve the throughput. This
claim may be valid in some situations, however, not employ-
ing the high available bandwidth in the mmWave can waste
the provided high data rate.

I. MULTIPATH TCP SCHEDULER
Moving forward, besides 5G mmWave networks, mmWave
is also deployed in other wireless environments such as IEEE
802.11ad, which utilizes the 2 GHz wireless channel in the
mmWave spectrum. The 802.11ad frequency in the 60 GHz
spectrum can be used with 802.11ac, which employs lower
channel frequencies simultaneously. This co-existence can
benefit from switching the transmission channel to 802.11ac
when 802.11ad is blocked. As a result, providing more
resiliency and reliability among enhancing the throughput
[110]. Deploying these kinds of networks is going to be
common as APs and user devices can support different fre-
quencies such as 2.4, 5, 6, and 60 GHz, providing up to
7.2 Gbps [111], [112].

Several types of research have indicated that exploiting
conventional MPTCP in the aforementioned networks can
lead to performance degradation [113], [114], [115], lead-
ing proposing MuSher (Multipath TCP Scheduler) [110]
scheduler on top of LIA, which could solve the issue.
This scheduler aims the main problem of the dual-band
802.11ad/ac, which is the existence of dynamic situations,
however, it could also enhance other aspects.

The first leverage of designing MuSher is that its designers
believe the chief cause of throughput degradations is that a
scheduler sends data to different subflows without consider-
ing the ratio between their throughputs, which leads to out-
of-order packets in the receiver. As a result, the first design
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step for MuSher is to find the unique optimal throughput ratio
between different paths by relying on its novel mechanism.
For estimating this ratio, the number of the sent packets in
subflows is observed in the runtime, and the ratio is cal-
culated every 200 ms to skip large intervals or pre-mature
estimations.

In addition to calculating the throughput ratio, MuSher
monitors the network to find changes. For this, MuSher
makes special attention to the total throughput and sending
queues of either 802.11ad or 802.11ac when they are reduced.

Besides handling the network dynamics to solve the block-
age problem, MuSher strives to return the cwnd value to its
size just before the last loss event to make the recovery time
as small as possible. Moreover, when a blockage occurs, the
client sends a signal to the server to notify it about the ongoing
condition, which is the initialization of the cwnd recovery
process. All thesemodifications assist the scheduler in honing
MPTCP’s performance in dual-band networks.

The simulations indicated that MuSher could achieve its
goals and enhanced the network’s performance in different
scenarios compared to LowestRTT. When the channels have
varying characteristics, MuSher could attain higher through-
put compared to the Linux default scheduler, i.e., Lowest
RTT. It is intriguing that as the variations increase, the dif-
ference between the two schedulers gets higher, and MuSher
reaches a much better performance.

When the user is moving, MuSher also could achieve
better performance compared to LowestRTT. However, this
enhancement is negligible when the user directly goes toward
or away from the AP. On the other hand, the improvement is
noticeable when the movement is lateral.

The above-obtained results were also confirmed for the
scenario with blockage, and based on the fast recovery
enhancement of MuSher, the user experience could improve
compared to the time when LowestRTT was deployed. The
improvements are because ofMuSher’s well-performed scan-
ning mechanism that can accurately analyze the network’s
conditions.

To sum up, MuSher is a scheduler designed for hetero-
geneous networks when both 802.11ad and 802.11ac are
deployed simultaneously. This scheduler functions based
on scanning the network and estimating the throughput
ratio between two existing subflows. The simulation results
showed the proficiency of the scheduler compared to Low-
estRTT. As the exploited spectrum in 802.11ad could be
mmWave, MuSher’s well-behaving can be extended to the
new cellular network as it can be concluded that this sched-
uler, based on its improved functionality, especially in deal-
ing with blockage events, can be a suitable choice for 5G
mmWave networks.

J. DEEP REINFORCEMENT SCHEDULER
One of the main tools for extending new schedulers is
machine learning techniques, selected in [116]. The deployed
technique in the scheduler is DQN (DeepQNetwork), andRL

(Reinforcement Learning) algorithm trying to converge to the
optimal point based on the trial-and-error mechanism in order
to steer traffic appropriately into different paths scheduling
purpose. The model was trained based on the provided values
in a file-downloading process in a network.

In order to evaluate the new scheduler, a scenario con-
sisting of multiple subflows having 5 Mbps bandwidth was
used. In order to make the diversity, the latency for one of the
subflows was constantly changing. The results indicated only
a slight difference between the scheduler and LowestRTT,
and the enhancement range was between 4.45% and 7.58%.

To sum up, the new scheduler indeed aimed at improving
the performance of MPTCP in 5G networks by including an
RL technique in the scheduling module of MPQUIC. How-
ever, the slightly improved performance cannot guarantee an
enhancement in 5G networks. Moreover, fluctuations in the
training process can be a hurdle in implementing the sched-
uler in 5G networks, as the complexity increases drastically.

The positive point of the approach was MPQUIC (Mul-
tipath QUIC) [117] implementation to prevent the necessity
of implementing the scheduler in the Linux kernel’s trans-
port layer. In contrast to conventional transport layers, QUIC
(Quick UDP Internet Connections) [118], a protocol based on
UDP (User Datagram Protocol), is not applied in the Linux
kernel so that it can be easily implemented and updated.

To conclude, scheduling is one of the most important com-
ponents of MPTCP, which can impact the functionality of the
protocol dramatically. Scheduling along with path manager
and congestion control, form the basis of the multipathing
and determine how the protocol functions. The scheduler can
operate based on only one feature such as RTT, i.e., single-
criterion, or more than one parameter such as a combination
of RTT, cwnd, and loss rate, i.e., multi-criteria. Moreover,
in designing a novel scheduler various aspects such as the
lifetime of the connection, the level of redundancy to pri-
oritize some packets including latency-sensitive ones, and
the characteristic of the transmission environment should be
considered.

More importantly, a scheduler should be an application-
aware component, so it can function based on the needs and
requirements of the application and can be tested in a runtime
environment [119] implemented in the Linux Kernel [120].

Table 3 indicates the compatibility of the various sched-
ulers with 5G mmWave. Furthermore, Figure 3 shows the
position of the congestion control and scheduler modules
in the transport layer before the network layer. In the first
step, the scheduler selects the corresponding path for data
transmission, then the congestion control mechanism adjusts
the sending rate.

K. SCHEDULERS FROM THE OPERATIONAL
POINT OF VIEW
By thoroughly looking at the schedulers and their mech-
anisms, an approach can be dividing them into five cate-
gories, including elemental, negotiation-based, policy-based,
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machine learning-based, and cross-layer-based sched-
ulers [121].

In elemental schedulers, the decision is made regarding
some network parameters such as RTT, cwnd, or packet
losses. These schedulers are very common and easy to design,
test, and be compared. The most common elemental sched-
uler is the LowestRTT, which is the default scheduler in the
Linux kernel. Another important scheduler introduced in this
survey is BLEST [103], which estimates the blocking time
and decides whether to utilize the subfow or not to transmit
the data in order to prevent HoL blocking. ECF [106], which
considers RTT, cwnd, and sending buffer size in its schedul-
ing algorithm also falls into this category. STTF [101], which
strives to find the fastest path to transmit data by employing
RTT, congestion state, and queued segments is also a part of
this category.

Moreover, they were some other efforts in designing ele-
mental schedulers such as LWS (Large Window Space)
[122], which considers the most recent size for the conges-
tion window in scheduling packets and selects the subflow
with the largest available congestion window to enhance the
throughput.

Negotiation-based schedulers consider other parameters
than network ones like QoS or data type, such as [123], which
aims at enhancing QoE for Web services. The scheduler tries
to opine the RTT, then based on that establishes a trade-off
between the throughput and QoE. The goal is to prevent the
QoE variation by attaining the lowest needed throughput.

In policy-based schedulers, as the name indicates, the aim
is to establish a policy, then adhere to that policy in scheduling
packets. These policies can consider cost, connection life-
time, or some other factors. There are not many schedulers
of this category for wireless networks, however, an example
of this category can be RED (REdundant Diversity schedul-
ing) [124]. It is true that redundancy scheduling policies can
be useful for time-sensitive applications in heterogeneous
networks as they send replicated packest to different sub-
flows, however, shared bottlenecks can be a hurdle in the
way of these schedules to perform well. As a result, RED
was proposed to handle this problem by prioritizing packet
replication by uncorrelated paths. RED puts a step higher than
MPTCP redundant scheduler and makes some guesses to find
the same path subflows in order to determine subflows not
sharing the same bottleneck. The separation of subflows that
don’t belong to the same bottleneck can relieve the effect of
shared bottlenecks and provide some avails for time-sensitive
applications.

Machine learning-based schedulers deploy various algo-
rithms including supervised, unsupervised, and reinforcement
learning. As an example of reinforcement learning, [116],
[125] tried to deployDQNbased on a trial-and-error approach
to find an optimal point for traffic steering. However, there are
serious doubts about machine learning schemes, especially,
the reinforcement ones in having the capability of converging
to the optimal point for a scheduler in wireless networks due
to the intermittent characteristics of these networks.

The last category including cross-layer-based schedulers
intends to use information from the higher layer, i.e., the
application layer, or lower ones. Due to the lack of a stan-
dard framework for cross-layer approaches, lack of proper
architecture, and difficulties in designing such approaches
[126], employing this strategy can be strenuous. However,
some researchers have tried to use this mechanism, such as
QAware [127]. QAware claims that having local information
of queues can help the scheduler make more suitable deci-
sions, thus, they combine end-to-end connection delay with
the local information on queues, i.e. each subflow’s queue,
in order to make a novel scheduling mechanism for maximiz-
ing the throughput, which could outperform LowestRTT and
ECF in a simple topology.

Among the categories, elemental, Policy-based, and
machine-learning schedulers are gaining popularity and there
are many ongoing efforts to utilize these approaches in
designing new schedulers. The reason for the elemental
scheme deployment can be found in its easy-to-use mech-
anism. In this case, a scheduler can be redesigned based
on previous ones just by modifying and adding some new
parameters or it can be redesigned from scratch by the use of
innovative parameters. In the policy-based controller regard,
setting up a policy and then following it for different scenarios
and enhancing it can be convenient in order to increase the
functionality of a specific scheduler in that particular circum-
stance. About machine learning schedulers, the reason for the
prevalence can be found in, first, the popularity that machine
learning approaches are gaining in the networking commu-
nity, second, enlargening the data sets that are available to
the public, and third, the emergence of new robust algorithm
that can assist researchers in creating new schedulers.

By having an overall look on the section we can get to
the following conclusion: a scheduler has the responsibility
of selecting a path for data to be transmitted through. This
component functions before the congestion control one, so its
proper functionality can even assist the congestion control to
operate more sufficiently. As a consequence, it should select
the path in a way that enhances the resource utilization in
the network, which can be attained by steering packets in
robust mechanisms to the existing subflows. It should be
done in a way that prevents HoL blocking, buffer blocking,
buffer bloating, and out-of-order packet delivery issues. For
handling these issues a scheduler should be more responsive
and can have a clearer insight into the paths, as a result, can
utilize them to their potential.

Figure 4 shows the graphical evolution path of the MPTCP
scheduler toward mmWave 5G.

VI. MPTCP STEPS TOWARD mmWave 5G
This section tries to track the MPTCP path toward mmWave
5G. Moreover, it is going to analyze technologies that can
ease the way of MPTCP toward mmWave 5G such as proxy.
Finally, real-world experiments will be investigated to find
out the functionality of the protocol in practice.
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TABLE 3. Compatibility of the various schedulers to 5G mmWave.

A. MPTCP VERSUS TCP
As mentioned earlier, 5G mmWave can provide high data
rates through its wide spectrum. However, some flaws such as
blockage and random packet drops are hurdles in the way of
implementing TCP and MPTCP over the network. One of the
strategies that can assist TCP in 5G mmWave networks can
be exploiting techniques such as HARQ and RLC-AMmode,
which is called link-layer retransmission [33]. HARQ is a
method that is used in the MAC layer, and its responsibility is
to ask for some additional information from the sender when
it detects some errors in a packet. As a result, the receiver can
recover the main packet based on the acquired redundancies
transmitted by the sender.

Moreover, there is a layer called RLC on top of MAC,
which is one of the 5G protocol stack layers [128]. When the

RCL-AM is enabled, additional retransmissions can be done
to recover some of the dropped packets. The primary purpose
of the link-layer retransmission, i.e., the mentioned methods,
is to reduce the burden of loss and congestion detection from
the transport layer and help to keep cwnd as high as possible.
However, the number of retransmission efforts that HARQ
and RLC-AM can support is finite, and if they cannot mask
the losses from TCP, the protocol will do it by itself [33].

The simulation results in [33] proved that deploying link-
layer retransmission can enhance the throughput of TCP
(CUBIC in the simulations) over wireless networks when the
distance between the UE and gNB is not high. However, the
methods lose their superiorities and fail to function prop-
erly with increased distance, so the best case is to deploy
both HARQ and RLC-AM at shorter distances. Moreover,
the results proved that, when short-lived flows exist in the
network, if the retransmission could be done by lower layers
instead of the transport layer, it can improve downloading by
reducing the time.

In the second phase of [33], the deployment of MPTCP in
mmWave and LTE was analyzed. They analyzed the proto-
col’s behavior in a network consisting of mmWave and LTE
channels at the same time. The first output of the results was
about the complementary role of the LTE link in covering
mmWave flaws and enhancing the overall throughput. The
second conclusion was about one of the MPTCP’s flavor’s
performances, Balia. The results revealed that this protocol
misunderstood the fluctuated nature of mmWave as conges-
tion, as a result, to accomplish the third goal of TCP, it shifted
the traffic to the LTE channel. However, this mechanism
damages the functionality of Balia in away that its throughput
goes under the TCP’s on the best path. Yet, based on the
observations, the uncoupled CUBIC i.e, functioning in each
subflow independently, is able to tolerate this issue as it sees
subflows as individual paths by damaging fairness, which
sacrifices the second goal of MPTCP design. The behavior
of Balia was repeated in OLIA, and this MPTCP could not
also appropriately utilize mmWave.

The third analysis was about short and long-lived flows’
existence. When there are short-lived flows such as down-
loading small-size files, Balia can function a bit better than
CUBIC. However, for long-lived flows, CUBIC can perform
way better. Looking at all the results infers that for long-lived
sessions and long distances, employing coupledMPTCP can-
not satisfy all the design goals for the protocol. The authors’
suggestion is to expand CUBIC to a coupled protocol so that
based on its mechanism and added coupled nature, it may
fulfill all three design goals.

Finally, deploying the LTE as the way of sending the
ACKs, i.e., uplink, was considered, however, it did not show
any improvements and can be omitted from the possible
proposals.

It is essential to see how MPTCP reacts to different wire-
less channels because deploying more than one in a con-
nection can cause issues such as out-of-order packets in
the receiver [80], [129]. In contrast to TCP, MPTCP keeps
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FIGURE 3. Congestion control and scheduler implementation positioning before the network layer.

different cwnd for each subflow and, based on their values,
sends the packets over them. As paths can be heterogenous,
packets will arrive in different orders than those sent. MPTCP
can detect out-of-order packets by the comparison of the
connection-level sequence number and SF-level sequence
number. The former is for the whole flow kept by the TCP
socket, and the latter is for subflows. When these two values
are not equal in the receiver, it indicates the out-of-order
entrance to the receiver. Analyzing the out-of-order problem
in [130] by using four TCPs designed for reordering prob-
lems, which are D-SACK [131], Eifel [132], TCP-DOOR
[133], and F-RTO [134] was conducted to give an insight into
the problem. To have a thorough analysis, four different sce-
narios were chosen, and in all scenarios, there are two wire-
less channels with different data rates. Scenario one includes
two highspeed channels, scenario two includes two low-speed
channels, scenario three one highspeed and one low-speed
channel, and the last scenario one medium-speed and one
low-speed channel. The deployed technology in low-speed
wireless channels was IEEE 802.11b, and in the others, IEEE
802.11g.

The simulation results showed that TCP-DOOR could out-
perform other TCPs in the first scenario in terms of through-
put by an increased out-of-order ratio compared to the others.
It is interesting to mention that F-RTO had a performance
lower than MPTCP without any particular reordering.

In the second scenario, except for Eifel which could not
show any enhancement, all other three protocols could gain
some improvements compared to MPTCP.

In the third scenario, D-SACK could improve the through-
put more than the others and achieve the highest. Like the

previous scenario, Eifel could not achievemuch enhancement
compared to the default MPTCP.

In the last scenario, D-SACK, F-RTO, Eifel, and TCP-
DOOR could improve the throughput, and the improvement
for the first two was greater than for the last ones. However,
MPTCP, without any reordering, relied on the slow channel
and could not gain a throughput of more than 2 Mbps. Con-
sidering the outputs for all scenarios, having a proper packet
scheduling strategy for preventing out-of-order packets issue,
is necessary to preventMPTCP throughput degradation, espe-
cially in heterogeneous networks. A well-designed scheduler
should be able to handle packet transmission to relieve the
out-of-order packet delivery problem.

1) MPTCP WITHIN mmWave
For putting the step to a higher stage, analyzing a net-
work having two wireless channels, one of them employ-
ing mmWave, is necessary to see how MPTCP reacts in
this situation. As a result, a comprehensive investigation of
MPTCP over 802.11ad and 802.11ac was done in [115].
As IEEE802.11ad can support the mmWave spectrum, this
analysis would be a guideline in deploying MPTCP over
5G mmWave networks because this wireless technology is
also sensitive to blockage and mobility. Furthermore, having
FST (Fast Session Transfer) option in 802.11ad makes it
possible to shift the traffic between the technologies. By ana-
lyzing coupled and uncoupled MPTCPs over dual-band
802.11ad/802.ac, a clear image of the protocol’s performance
would be in hand. The coupled MPTCPs included LIA,
OLIA, and Balia, on the other side, CUBIC was exploited
as the uncoupled one.
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FIGURE 4. MPTCP scheduler trend over 5G mmWave networks.

The experimental results revealed that all four MPTCPs
could improve the performance over the dual-band network
compared to TCP in the order of CUBIC, LIA, OLIA,
and Balia with the percentage of 29%, 9%, 9%, and 2%,

respectively, when the UE and AP are close; and 32%,
27%, 5%, and 14%, for long distances. Moreover, the
results showed that uncoupled CUBIC could gain almost the
throughput equal to the sum of the channels, which can be
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attained by sacrificing fairness. The results also showed that
coupled MPTCPs need to have some modifications to deploy
different paths simultaneously and benefit from having more
than one interface on the devices, which can assist them in
fulfilling design goal one.

The deployed spectrum for 802.11ad was 60 GHz through-
out the test to satisfy the mmWave features. As a result, it can
be concluded that coupled MPTCPs are not suitable to be
employed in 5G mmWave networks while keeping fairness.
On the other hand, uncoupled ones can achieve higher perfor-
mances by giving up the second design goal.

B. MPTCP DEPLOYMENT IN 5G AND 4G NETWORKS,
ANALYSES, AND FEASIBILITIES
Through the use of TCP in cellular communication, the
chance of connection interruptions because of various issues
such as blockage in 5G networks can be increased and
MPTCP has been mentioned as one of the candidates that
can relieve this problem. Unfortunately, there are not many
investigations on MPTCP through 5G due to some difficul-
ties such as device shortage, lack of proper testbeds, and
complexity of the implementation [35]. Nevertheless, there
have been some simulations, especially inNS-3 to analyze the
functionality of MPTCPwhen one of the networks is 5G. The
results in [35] showed that the LoS-NLoS transition problem
is intense in 5G mmWave networks and can be a misleading
element forMPTCP. However, they claim that 5G devices can
connect to various RATs (Radio Access Technologies) and
that the deployment of MPTCP can bring some benefits, then
they supported their claims by providing simulation results.
The results showed that having LTE and 5GmmWave at the
same time utilizing an uncoupled MPTCP can bring 30-40
percent throughput enhancement. However, this outcomewas
not valid for the Balia (a coupled MPTCP) and it could
achieve low throughput compared to TCP on the mmWave
channel. The reason is that Balia sees the mmWave as a
lossy medium and steers the traffic to the LTE, which has
a much lower bandwidth compared to mmWave. As a result,
the definition of a congestion control mechanism for MPTCP
that can meet three design goals when employed in mmWave
is a challenging and open issue. Some congestion controls
waste the available bandwidth, however, achieving fairness,
and some others act vice versa. Themain reason is that having
an optimal balance between the traffic through all subflows
is difficult.

Furthermore, the dependency of the mmWave on the dis-
tances was emphasized throughout the analyses, and as the
distance increased the performance of MPTCP was getting
better compared to TCP deployed on mmWave. This effect
was negatively severe at 73 GHz as its lossy characteristic is
more extreme than at 28 GHz.

As the next cellular generation may connect to more
antennas such as LTE and mmWave simultaneously, MPTCP
deployment can ease the use of this concept without the
necessity of the lower layer interactions [33]. However, the
question is whether MPTCP is ready to be exploited in such

networks; The question that authors in [33] strived to answer
by having simulations tests to investigate the functionality of
various MPTCPs such as LIA, OLIA, Balia, and uncoupled
CUBIC by co-deploying LTE and mmWave networks. The
results revealed that the viability of MPTCP relies on some
factors such as the distance between the UE and the base
stations and being in LoS or NloS states. When the UE is in
the LoS state and the distance is low, MPTCP can outperform
TCP in 28 GHz and 73 GHz mmWave deployment. However,
when LTE replaces 73 GHz, the performance tends to decline
close to TCP, when uncoupled cubic is used, however, cou-
pled versions are not capable of competing with TCP as they
try to be fairer rather being more aggressive. Furthermore,
the deployment of 73 GHz in long distances penalized the
network performance because of the lossy channel character-
istics of the spectrum. When the distance was getting closer
to 150 meters, the best performance was for the uncoupled
CUBIC over 28 GHz and LTE, which indicates that having a
secondary reliable network such as LTE can assist mmWave
unstable channel in reaching higher throughput. As a conse-
quence, the distance from the base station and the reliability
of the second network have critical roles in the functionality
of MPTCP when deployed in mmWave channels.

Another important outcome is that coupled congestion
control mechanisms such as Balia fail to achieve high
throughputs. This can lay in the design scheme of these
protocols as they try to stick to goals two and three ofMPTCP
to be fairer and perform congestion balancing between flows.
In this sense, as the mmWave can be seen as a lossy
flow, to adhere to goal three, the traffic from high potential
mmWave is steered to the LTE one, which impairs the accom-
plished throughput.

There is a comprehensive simulation study in [32] in order
to find the best combination of congestion control and sched-
uler in 4G and 5G. As had been shown previously in [73], the
deployment of MPTCP in 4G and 5G can not bring benefits
by itself and a proper combination of the congestion control
and scheduler should be selected. As a result, authors in [32]
ran tremendous simulations to find the ideal combination
in order to achieve optimal throughput and latency in the
network.

For the testbed scenario, they studied a non-standalone
scenario where 4G and 5G base stations were at the same
tower and the 5G cell was providing mmWave connectivity.
There was a building in the simulations to block the mmWave
signals in order to mime NLoS states. Then, they tested
congestion controls one by one accompanying all schedulers
in turn.

The first outcome of the tests could prove the previous
conclusions, that blockage can degrade SINR in 5GmmWave
but not in LTE.

Moving toward congestion control analyses with
schedulers, LIA was deployed through various tests and the
combination of the protocol with BLEST had the highest
throughput. Nevertheless, ECF had the worst performance
among the other four, i.e., LowestRTT, redundant, and
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Roundrobin. After BLEST, redundant, LowestRTT, round-
robin, and ECF had the best performance in order. The reason
for the redundant scheduler reaching the second rank is that
it sends packets through both LTE and 5G, as a consequence,
the blockage cannot affect its functionality much. Despite the
intelligent mechanism of ECF, as it cannot adapt itself to the
intermittent character of the 5G mmWave channel, it finished
last among the all schedulers.

The previous trend could be the same when the conges-
tion control algorithm has changed to OLIA. However, the
received throughputs for all algorithms were minorly lower
than LIA. One interesting outcome was that when the block-
age lasts for a long time, ECF stops sending packets through
the 5G channel as it assumes that the channel cannot provide
any benefits.

The trend for the Balia was the same as the previous ones,
but the story was a little different in a way that all schedulers
could attain higher throughput compared to LIA and OLIA,
and the combination of Balia with BLEST had the highest
throughput among all.

When deploying wVegas, there were no significant dif-
ferences between all the schedulers and they could achieve
almost the same low throughput.

In conclusion. as BLEST can provide proper reactions
to network changes, it can quickly adapt itself to the new
conditions in the network and attained the best functionality
among all schedulers and its best performance was for the
time deployed with Balia. Sending packets through all avail-
able subflows is the key element of ignoring blockage states
in the network for redundant and relying on this privilege,
this scheduler could lay in the second place. LowestRTT
and round-robin didn’t exhibit much difference through the
simulations. Finally, even though ECF employs an intelligent
mechanism, the existing fluctuations in 5G mmWave chan-
nels could mislead the algorithm into reaching low through-
put and it ended up as the worst scheduler.

In conclusion, despite the fact that theMPTCP deployment
over 5G mmWave networks is in its infancy, some research
has been done recently to indicate the issues that the protocol
encounters in the new cellular generation. The results could
reveal that there is a necessity of designing new congestion
control and scheduling algorithms for MPTCP in a way
that the protocol can handle issues such as blockage when
exploited in 5G mmWave networks.

C. MPTCP PROXY SOLUTIONS
Nowadays, not all servers exploit MPCTP, so what is the
solution in this situation? The answer is simple, using proxies
between servers and clients utilizing virtualization. Virtual-
ization techniques such as SDN (Software–DefinedNetwork-
ing) [135] and NFV (Network Function Virtualization) [136]
are critical enablers in replacing with real hardware compo-
nents to mime their behavior.

An experimental analysis of MPTCP by means of a socks
proxy for non-capable MPTCP servers was done in [137].

The primary purpose of the investigations was to see how
well two proxies, including KVM (Kernel-based Virtual
Machine), which is a hypervisor-based proxy, and docker,
which is a container-based, function when deployed by
MPTCP. In the experiments, the scheduler was LowestRTT,
and the congestion control mechanismwas CUBIC. Themain
responsibility of the socks proxies placed before the non-
MPTCP server is to provide the MPTCP features. The first
outcome of the results showed an increased response time
because of the relaying process of the proxies and enabling
multipathing for clients.

Furthermore, docker could perform better between two
proxies because it is lighter than KVM and does not need to
run its own operating system. In terms of CPU usage, docker
also could outperform KVM by occupying less power of the
processing unit. Finally, in the presence of short, medium,
and long-lived flows, in all situations, when RTT is not
high, docker could perform slightly weaker than the default
MPTCP.

In contrast, when the delay between two end-points is
high, the performance of docker degrades intensely. However,
for MPTCP, this loss in performance is only for short and
medium-lived flows, which confirms the expectation from
MPTCP in order to adapt well to long and large flows.

To conclude, using proxies to enable MPTCP features in a
network depends on the delay between two ends. Between
the different proxies, the container-based one could show
enhanced functionality to the hypervisor-based one due to
its lightness. Finally, when deploying virtualization in a net-
work, additional parameters should be analyzed before the
implementation, especially delays between other ends.

D. REAL-WORLD EXPERIMENTS
Besides experimental and simulation-based analysis, some
real-world practice needed to be done to evaluate the perfor-
mance of MPTCP in practice. A real-world investigation of
MPTCP version 0.89v5 [138] over Android 4.4.4 in Nexus
5was done in [102]. Furthermore, the fullMesh pathmanager
and LowestRTT scheduler were exploited by the MPTCP
implementation as it is in the Linux default configuration.
A socks proxy was deployed so it could perform the TCP
<-> MPTCP transformation where MPTCP capability is not
provided.

The testbed incorporated two main scenarios, one for
uploading and the other for downloading. There was a Nexus
5 mobile phone deploying WiFi and 3G/4G, connecting to a
TCP server through a socks proxy. Different applications con-
taining Facebook, Messenger, Dropbox, and Google Drive
were used in the uploading scenario. The first two included
routine activities with photo uploading, and the last two were
for uploading a 20 MB file covering long connections.

In the downloading scenario, the first twelve websites
from Alexa were used. Afterward, a music application called
Spotify, then Dailymotion, and YouTube for video stream-
ing were deployed. By considering the duration of the TCP
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connection throughout the test, 74% of the connections were
short flows, which shows that quick TCP connections are the
dominant ones in daily activities.

After testing TCP and acquiring the percentage of the
different flows, it was the turn for MPTCP to be analyzed in
LTE and WiFi networks. We should notice that by default,
Android selects the WiFi path as the default one to estab-
lish the MPTCP connection. It means that, in some cases,
for short-lived flows, cellular subflow establishment was not
required, and the data could be transmitted through the WiFi
channel. Furthermore, another paramount factor for choosing
the channel in Linux is RTT, which is lower in WiFi than
cellular most of the time, so if the cwnd is available for
WiFi, it will be the preferred subflow. The results showed that
when both channels are exploited, data is sent over the WiFi
channel most of the time because it has the lowest RTT and
the LowestRTT scheduler prefers to opt for the WiFi channel
as the transmittingmedia. This can even be verifiedwhenLTE
is the default sobflow for connections that last more than two
RTTs. In this case, aWiFi subflow can be established, and the
LowestRTT scheduler will send data over it.

Besides scheduling, how packets are dispensed over vari-
ous subflows depends on the congestion control strategy of
the protocol in adjusting the cwnd. For conservative cwnd
adjustment, packets will be sent over WiFi until a loss hap-
pens, then switching the path to the cellular network. On the
other hand, aggressive approaches will cause WiFi’s cwnd to
fill up, then transfer data from the other channel, i.e., cellular.
This is why in bulk downloading or uploading, the cwnd for
WiFi is filled up fast, and most of the time, cellular sub-
flow is deployed, which was in accommodation with the test
results that showed when uploading a file to Dropbox. In this
case, the cellular channel was used 91% of the time. Finally,
reinjection [139], which is retransmitting a loss packet from
another subflow than its original one, was also measured
during the test, and the results indicated 0.5% for the uplink
and 2% for the download transmissions.

A comprehensive analysis of MPTCP over WiFi, LTE, and
3Gwas done in [80], and the authors strived to cover different
KPIs, including downloading time, loss rate, RTT, and out-
of-order delay. The tests were done over different file sizes
to mime various short- and long-lived connections. For WiFi,
the lowest RTT, and for LTE, the lowest loss rate were the
advantages considered in the analysis.

The downloading time forMPTCP short connections could
not bring any enhancements as the time for establishing the
second path could not be enough. In this case, TCP overWiFi
could show the best performance. As the files size increases,
having a subflow over LTE assists MPTCP to gain its supe-
riority by reducing the downloading time by utilizing LTE as
the low-loss rate channel. LTE was proved to have the lowest
loss rate in the tests between the deployed networks compared
to WiFi and 3G, which was its main leverage in helping
MPTCP. As expected, TCP or MPTCP over 3G had the worst
performance due to the high delay of the path. Putting a

step ahead, deploying 4-path MPTCP could also enhance the
download time, especially in larger sizes. Considering the
different congestion control mechanisms employment, LIA,
OLIA, uncouple Reno, and TCP could function close to each
other with slight differences. However, this will be different
as the file size is enlarged.

To see how the congestion avoidance phase functions, very
large files also were included in the test, and the infinite value
of the slow start threshold for Linuxwas changed to the TCP’s
default value, i.e., 64 KB. In this case, WiFi could not be the
best path for guaranteeing high performance, and TCP lost the
race to MPTCP all the time. Moreover, between MPTCPs,
4-path ones could always attain higher performance, and
between them, OLIA is better than LIA but not with much
difference. Furthermore, Reno could lower download time by
degrading fairness among Coupled and uncoupled ones. One
of the interesting results was the portion of each subflow in
routing the packets, and as the file size increases, the loss rate
of LTE can compensate for its higher RTT and transmits more
data than WiFi.

One of the paramount KPIs affecting user experience is
latency, especially in time-sensitive applications, as most
users exploit routinely. Two primary outcomes were con-
cluded from the results, 1) the latency for WiFi is lower than
LTE and 3G. 2) RTT fluctuations in the network can mislead
MPTCP in estimating the RTT, which leads to a delay in cwnd
adjustment. To put it in another way, RTT variation is one of
the issues that can degrade the performance of MPTCP and
should be dealt accurately. Moreover, it indicates that some
of the network characteristics can have an intense impact on
the functionality of MPTCP, which can be distinct based on
the deployment scenarios.

The last measured parameter was the out-of-order delay.
In order to take out the time, the receiver’s buffer was set to a
large size so the receiver’s window would not be a hurdle.
Here, the best combination was for a WiFi/LTE network,
as more than 75% of packets were delivered in sequence.
In contrast,WiFi/3G suffered from 75%of out-of-order deliv-
ered packets. The reason behind this deficiency is the intense
difference between the WiFi and 3G channels’ characteris-
tics, especially in terms of RTT, which showed itself as a
critical player in determining the performance.

To sum up, deploying MPTCP can bring advantages and
improve the user experience. However, some network param-
eters such as RTT and loss rate affect its functionality
and should be noticed before the deployment. Furthermore,
we should consider that the results will lose their validity by
emerging new WiFi networks and loss rate reduction, and a
re-evaluation process should be done.

An experimental test over different bandwidths, propa-
gation delay, queuing delay, and loss probability to evalu-
ate MPTCP’s performance were done in [140]. In the first
step, it was proved that the receiver’s buffer size has a sig-
nificant impact on the attained aggregated throughput, and
as it increases, the aggregated throughput will be higher.
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In contrast, a smaller buffer size will lead to unaggregated
throughput.

Secondly, by increasing loss probability on the bottlenecks,
both LIA and OLIA, based on the loss-based congestion
control mechanism they have, initiated traffic shifting from
the lossy path to the non-lossy one. Because the two protocols
try to empty the lossy path, the aggregated throughput is
almost equal to zero, showing that throughputs will be similar
to the throughput of the best path.

For evaluating load balancing, a scenario of three bot-
tlenecks was exploited, and the result indicated that OLIA
is able to perform the best congestion balancing, however,
LIA cannot make any balance between the subflows similar
to uncoupled NewReno. Nevertheless, OLIA also fails to
attain load balancing when the network’s BDP increases. As a
result, BDP can be one of the principal players in deter-
mining MPTCP performance, along with RTT and loss rate.
Considering all experiences shows that MPTCP is capable
of using multiple routes simultaneously, and it can hone the
performance of the network by deploying more than one
subflow in a connection. However, different scenarios lay
distinct hurdles in the way of MPTCP. For this, in designing
new MPTCPs, various parameters such as RTT, BDP, the
number of subflows, the deployed technologies in subflows,
duration of a connection, i.e., short, medium, or long-lived,
being coupled or uncoupled, and the priority for fairness
should be taken into account.

VII. APPROPRIATE SIMULATION ENVIRONMENTS
There are various simulation tools for 5G networks developed
by researchers and scientists. Each simulation tool has its own
advantages and disadvantages that can be deployed based
on the needs and necessities. In this section, we strive to
briefly introduce some well-known simulations and present
our guidelines for selecting different ones for various scenar-
ios based on a researcher needs.

One of the well-known modules for simulating 5G net-
works is the MATLAB 5G library [141], which was the
based tool for designing and implementing some other sim-
ulators. This module can cover a wide range of 5G features
such as 5G NR PDSCH (Physical Downlink Shared Chan-
nel), TR 38.901 Propagation Channels, OFDM (Orthogo-
nal Frequency-Division Multiplexing) Waveforms with NR
Subcarrier Spacings, and many more, which can help for
an end-to-end simulation. Not being free and non-modular
form for TCP can be counted as the noticeable features of
the simulator. In modular simulators, it is easier to access
and modify various parts, for example, the application layer’s
different parts can be easily changed in NS3 through the
application module

A MATLAB-based simulator called Vienna LTE is
another tool that can be exploited for simulation purposes
[142], [143]. Being open-source, the capability of simulating
networks included hundreds of nodes, supporting new fea-
tures such as MIMO (Multiple-Input Multiple-Output), and
many more are the superiorities of the simulator. At first, the

simulator was for the LTE networks, however, an extension
was released for 5G networks [144]. The Vienna 5G System
Level Simulator is able to simulate frequencies below 6 GHz
or mmWave frequencies up to 100 GHz, as a result, it is capa-
ble of creating 5G mmWave networks. The flexibility of the
simulator in defining various scenarios and placing UEs and
APs arbitrarily among other powerful tools, assist creating
heterogeneous networks. More importantly, different types of
users can be defined, which is paramount in distinguishing
various nodes such as humans, cars, and others.

Furthermore, the blockage issue can be mimed in the
simulator, which can be employed to create LoS and NLoS
states. Finally, having an active forum [145] with numerous
attendances is one of the main leveraging for the simulator
to be developed, enhanced, and become more reliable day
after day. All mentioned reasons can motivate a researcher to
select the Vienna 5G System Level Simulator as the default
simulator.

Another simulator for 5G mmWave called K-SimNet was
designed by Seoul National University [146]. This simu-
lator has been developed on top of NS3 and inherits the
modular-based characteristic of its original. The first aim
of K-SimNet is to create an infrastructure for miming 5G
stand-alone end-to-end communication, which means that
everything in the topology could be 5G ones, including the
core, i.e., 5GCN, which was replaced instead of LTE core net-
work, i.e., EPC (Evolved Packet Core). Moreover, it includes
other 5G features such as traffic management on multi-RAT,
SDN/NFV capabilities for network virtualization, and multi-
connectivity. This module is also suitable for simulating
5G mmWabe networks, especially when the deployment of
5GCN is paramount, however, new patches and updated sup-
ports need to be provided to keep the module from being
obsolete.

When a module can simulate only the link between UEs
and Antennas, it is called a link-level simulator. However,
by covering large areas and adding the capability of sim-
ulating numerous UEs and Antennas, a system-level simu-
lator such as WISE (WIreless Simulator Evolution) [147]
can be born. In this way, a vast range of KPIs such as
throughput, latency, cell average throughput, packet retrans-
mission number, packet loss rate, handover rate, fairness, and
many more can be observed and tracked. As time passes,
system-level simulators can fix their places in academics
and industry because of their valuable roles in miming real
networks.

In the beginning, WISE aimed at simulating LTE networks
up to Rel-14 and had some validations such as 3GPP calibra-
tion campaigns. By emerging 5G NR and its specification,
WISE included the necessary changes to support the new
mobile generation capabilities by following the ITU-R five
test environments in [148]. Another important characteristic
of WISE is its support of 100 GHz, which is very crucial
in simulating 5G mmWave networks. Furthermore, WISE
modified the beam sweeping to save time and improved the
simulation results up to 60%.
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To sum up, WISE is an open-source C++ system-level
simulator used for academic and industrial purposes. Plus,
being updated constantly makes the simulator a suitable
choice.

The University of A Coruña proposed a link-layer simu-
lator called GTEC [149] to simulate 4G networks and then
extended it to cover 5G cellular networks. The aim of the
simulator mainly focused on transceivers functionality mim-
ing and channel model simulation with the support of both
OFDM and FBMC (Filter Bank MultiCarrier). The modular
characteristic of GTEC paves the way for modifying different
aspects of the simulator simply and is a powerful tool for
researchers who want to broaden the module’s functionality.
However, more analysis and investigations are needed to
prove the simulator’s functionality in different situations and
deployment scenarios.

A system-level simulation platform was proposed in [150]
to simulate different networks simultaneously. By exploiting
this module, the deployment of LTE-A and WiFi networks at
the same time could be possible, which makes the simulating
of heterogeneous networks simpler. In order to attain the
aforementioned aims, FDD (frequency division duplex), mul-
tiple access techniques, and CSMA/CA were incorporated,
so miming the LTE-A and WiFi became feasible. One of the
essential downsides of the simulator is supporting a part of
the protocol stack for both LTE-A and WiFi, making it hard
to have a clear understanding of the whole stack.

Another flaw is that the module is not capable of exploiting
mmWave frequency, which is essential in stimulating the
coming cellular networks. Moreover, the implementation of
the channel does not include the newest 3GPPP channel
model. In a nutshell, this module contains a gap to be filled
in order to be able to simulate 5G networks.

There is an LTE-EPC simulator module based on NS3
called LENA [151]. This module can imitate both small and
macrocells, enables analyzing SON (Self Organized Net-
work), makes the simulation of downlink and uplink, Multi-
RAT technology, heterogeneous networks, and many more.

Being open-source, having a supportive team, and striv-
ing to keep the module updated [152] are the most impor-
tant superiorities of LENA. Furthermore, LENA enfolds
various layers such as RRC (Radio Resource Control),
PDCP (Packet Data Convergence Protocol), RLC, phys-
ical layer, MAC layer, different channels, and antenna
models.

One of the best modules for simulating 5G mmWave is
called ns3-mmWave [153], [154], covering most of the 5G
mmWave features. The deployed channel model explana-
tion, i.e., 3GPP channel mode, which also includes mmWave
spectrum, can be found in [155], and the information about
dual connectivity has been presented in [156] and [157].
A thorough investigation, tutorial, and analysis of the mod-
ule, including the validation of the functionality and detailed
aspects of the simulator, were presented in [86], which is a
precious guideline for the researcher who would like to ana-
lyze the functionality of 5G mmWave networks. The module

TABLE 4. A comparison of various simulators.

can simulate below 6 GHz or up to 100 GHz, i.e., the 3GPP
channel model [158], providing a valuable infrastructure to
test different situations and deployment scenarios.
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Almost most of the 5G network features including MIMO,
OFDM-based physical layer, flexible/variable TTI (Trans-
mission Time Interval), TDMA (Time Division Multiple
Access) MAC approach, an enhanced RLC layer, cross-layer
simulation possibilities, and many more have been embedded
in the module. Moreover, the module has the capability of
simulating a large number of UEs and Antena along with
heterogeneous networks that can be connected to Direct Code
Execution [159] to deploy the Linux stack, includingMPTCP,
as its TCP/IP protocol stack. Besides all mentioned advan-
tages, the ns3-mmWave as a separated fork based on the NS-3
module [160] is open-source, modular, updated regularly, and
has a supportive team [161]. As a result, by comparing all
the simulators, ns3-mmWave is the recommended module for
analyzing, investigating, and testing 5G mmWave networks,
as it can fulfill all the needs and necessities.

VIII. CONCLUSION
With the advent of new devices equipped with different net-
work interfaces ready to be deployed simultaneously,MPTCP
is one of the promising approaches to accelerate the move-
ment to the simultaneous use of more than a network at the
same time. Besides, 5G, especially along with mmWave for
providing a high data rate considering the eMBB use case,
and mmWave Wi-Fi communication are getting more attrac-
tion these days, thus, adapting MPTCP to these networks can
also be beneficial. In this paper, we have provided a survey
on the existing MPTCP congestion control and scheduling
mechanisms outlining their advantages and disadvantages,
which were employed to interfere with whether a protocol
can be compatible with cellular networks, especially 5G
mmWave, or not. The conclusion revealed that for having
a better user experience, there is a necessity of exploiting
MPTCP in the coming networks. However, most of the vari-
ants are not compatible with 5G mmWave networks, so new
protocols should be designed to use the full potential of
these networks accompanying other networks. The analyses
revealed that MPTCP exploitation can bring some benefits,
however, various aspects should be considered before the
deployment, which can be found as follow:

• One of the most important criteria that affect the func-
tionality of MPTCP in wireless and cellular networks
is the distance between the UE and the base stations,
and as it increases, the throughput can be degraded.
On the other hand, when the distance is low,MPTCP can
gain the benefit of using subflows. However, this gen-
eral conclusion can be different based on the employed
frequency. As a result, when employing or designing a
MPTCP, the deployment scenario should be considered,
for example, the approach for the urban scenario should
be different from the rural one.

• From the congestion control point of view, being cou-
pled or uncoupled is another critical factor. Uncoupled
MPTCPs ignore being fair and treat each subfow inde-
pendently, which leads to achieving high throughput
sacrificing fairness. However, coupled ones strive to

adhere to the fairness principle, which can damage the
aggregate throughput when deployed in high-potential
networks such as mmWave ones. As a consequence,
based on the needs and necessities, a trade-off between
throughput and fairness should be considered. As cellu-
lar communication moves toward exploiting high band-
width, fairness losses its significance in some scenarios,
correspondingly, it is paramount to determine if fairness
is a precedence factor for the targeted scenario or not.
In this case, being coupled or uncoupled can be specified
accordingly.

• Sticking to goal three of MPTCP can impair the perfor-
mance of the protocol inmmWave networks. In this case,
MPTCP sees the lossy channel of mmWave as a con-
gested subflow and tries to steer the traffic to the other
one, for instance, LTE, which leads to the underutiliza-
tion of the mmWave. Wherefore, in designing MPTCP
for mmWave networks, the intermittent characteristics
of channels, which are in contrast to goal three, should
be considered.

• The spectrum of the mmWave channel is another
paramount factor as it increases, the fluctuating char-
acter of the channel can be more intense misleading
MPTCP. As an example, the 73 GHz spectrum has more
lossy characteristics than the 28 one, which makes it
hard forMPTCP to reach high performance. This impact
can even be more severe when the distance between the
UE and the base station is high.

• The lifetime of the flow is another major element in
determining MPTCP functionality. For the short-lived
flows,MPTCP can not bring considerable benefits. Even
so, as the connection time increases, MPTCP deploy-
ment can be advantageous.

These conclusions show that new approaches should be
employed in the design of MPTCP for the new cellular com-
munications, especially, for 5G mmWave. They can include
extending aggressive TCPs such as HighSpeed or BBR in a
coupled manner, defining novel congestion control rules for a
coupledMPTCPs, using machine learning-based approaches,
or extending QUIC to haveMP-QUIC for the congestion con-
trol component in order to increase the bandwidth utilization
to its full potential. On the other hand, designing new mech-
anisms for the scheduler by utilizing new schemes such as
extending it into a multi-criteria component or using machine
learning-based mechanisms is crucial to relieve some prob-
lems such as head-of-line blocking, bufferbloating, buffer
blocking, and out-of-order problems.

For future work, the main focus should be on the scheduler
and congestion control mechanisms of MPTCP to adapt it
to various scenarios and conditions. As the scheduler is in
charge of choosing the responsible subflow for the transmis-
sion, the efforts should aim for schemes that can discrimi-
nate dissimilar circumstances in the network such as LoS or
NloS ones, and make the decision based on them. To do so,
multi-criterion or intelligent mechanisms based on machine
learning can be considered. Moreover, beyond end-to-end
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FIGURE 5. TCP trend over 5G mmWave networks.

parameters can also be taken into account to provide an open
loop sight for the scheduler.From the congestion control point
of view, first of all, apt coupled algorithms should be designed
for MPTCP to be exploited in 5G mmWave networks along
with the other ones. The approach can be sketching a mecha-
nism from scratch or expanding conventional aggressive TCP
such as HighSpeed or BBR to adapt them to the coming
cellular communication. Another approach for the expansion
can be focusing on the ongoing attempt onMP-QUIC tomake
it more befitting for 5G mmWave networks.

Besides the mentioned explication, deploying machine
learning-based approaches in making the congestion control
algorithms smarter to tackle the issues such as blockage can
be lucrative. Furthermore, like the scheduler, beyond end-to-
end parameters can be applied to make the functionality of
the MPTCP congestion control component more robust.

APPENDIX
See Figure 5 for the graphical evolution of TCP toward
mmWave networks.
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