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ABSTRACT Emotion is a natural intrinsic state of mind that drives human behavior, social interaction, and
decision-making. Due to the rapid expansion in the current era of the Internet, online social media (OSM)
platforms have become popular means of expressing opinions and communicating emotions. With the emer-
gence of natural language processing (NLP) techniques powered by artificial intelligence (AI) algorithms,
emotion detection (ED) from user-generated OSM data has become a prolific research domain. However, it is
challenging to extract meaningful features for identifying discernible patterns from the short, informal, and
unstructured texts that are common on micro-blogging platforms like Twitter. In this paper, we introduce a
novel representation of features extracted from user-generated Twitter data that can capture users’ emotional
states. An advanced approach based on Genetic Algorithm (GA) is used to construct the input representation
which is composed of stylistic, sentiment, and linguistic features extracted from tweets. A voting ensemble
classifier with weights optimized by a GA is introduced to increase the accuracy of emotion detection using
the novel feature representation. The proposed classifier is trained and tested on a benchmark Twitter emotion
detection dataset where each sample is labeled with either of the six classes: sadness, joy, love, anger, fear,
and surprise. The experimental results demonstrate that the proposed approach outperforms the state-of-the-
art classical machine learning-based emotion detection techniques, achieving the highest level of precision
(96.49%), recall (96.49%), F1-score (96.49%), and accuracy (96.49%).

INDEX TERMS Affective computing, emotion detection, ensemble classifier, genetic algorithm, machine
learning, natural language processing, online social media, social behavior.

I. INTRODUCTION
As technology continues to advance, the proliferation of
user-generated content on online social media (OSM) plat-
forms has made opinion mining an important domain of
research. Nowadays, individuals are increasingly influenced
by the innovative features and trends introduced by different
OSMplatforms. Over the last few years, these factors resulted
in a dramatic increase in users’ interest in different social
media platforms [1]. According to the Digital 2022 Global
Statshot Report [2], there were a staggering 4.62 billion
active social media users globally in January 2022, a 10.10%
increase from the previous year. Online social media
platforms have become such a dominant force that, alongwith
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traditional face-to-face and electronic media communication,
people’s interactions are profoundly shaped by sharing their
opinions, thoughts, and stories about global events online.
In addition, these platforms provide access to a plethora of
user-generated data that are leveraged by practitioners across
various sectors for effective decision-making in business and
technological intervention.

Online social media provides users with platforms and
opportunities to express, communicate, and share their opin-
ions, views, and thoughts. The user-generated social media
content reveals valuable insights into people’s emotional
states that can inform a wide range of behavioral and psycho-
logical stances of an individual [3]. Emotion is essential in
every aspect of a person’s life, influencing decision-making,
social relationships, and behavior. As a result, there has been
a surge in research on the application of artificial intelligence
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(AI) and machine learning (ML) techniques to infer users’
emotional states from their social media content [4], [5].
Automatic emotion detection (ED) involves using natural
language processing (NLP) techniques and machine learning
algorithms to decipher an individual’s emotional states [6].
In online social media platforms, people share content in
various data formats such as text, image, video, graphics
interchange format (GIF), and others that inform users’ emo-
tional, psychological, and personality traits. While emotion
detection from facial expression [7], [8], and more recently
gait [9] have been widely explored, detecting emotions from
textual data is still an emerging research area.

In text-based emotion detection, natural language process-
ing (NLP) techniques are employed to extract meaningful
patterns from the text data, that are leveraged by ML algo-
rithms to infer the users’ emotions. Text-based emotion detec-
tion has important applications in various fields, including
customer service, mental health support, opinion mining,
and personalization [4]. It enables machines to recognize
and understand the emotions expressed in text, which can
improve communication and has the potential to enhance
user experience. However, automatic emotion detection from
OSM textual data is challenging due to the scarcity of pub-
licly available datasets labeled with emotion categories, the
unstructured nature of the user-generated data, and the need
for user’s privacy [5]. Moreover, emotion recognition is espe-
cially critical for user-generated tweets. They consist of short,
informal, and unstructured text; incomplete, misspelled, and
slang words; abbreviations, acronyms, and special characters,
all of which require extensive text preprocessing and accurate
feature extraction.

The previous research demonstrated that emotions can be
predicted by training classical machine learning models with
different language-based features extracted from the OSM
text data [10]. The features can be extracted using bag of
words (BoW) [11], N-gram [12], term frequency-inverse doc-
ument frequency (TF-IDF) [13], Word2Vec [14], and GloVe
[15], among others. Language-based features tend to cap-
ture information from the texts that is useful for inferring
emotional cues [16]. While the majority of emotion detec-
tion systems utilize different linguistic characteristics, other
features for determining emotions remain largely unexplored
[17]. Moreover, to the best of our knowledge, the significance
of stylistic markers and sentiment-related features has not
been previously investigated in the context of social media
text emotion detection. This paper aims to address the above
gaps by introducing the following research questions:

1) Can a system based on NLP techniques be developed
to accurately recognize emotions in short, informal, and
unstructured texts?

2) Besides linguistic features, can any other features in the
tweets show discernible patterns which can be used to
infer users’ emotional states?

3) Can the combination of distinctive feature types create
a novel input feature representation that can accurately
predict users’ emotions?

The objective of this research is to design a novel sys-
tem that combines linguistic (L), stylistic (S), and sentiment
(SE)-based features extracted from tweets to accurately pre-
dict users’ emotions. Thus, the paper makes the following
contributions:

1) Evaluating the effectiveness of different text-based fea-
ture categories such as stylistic features, sentiment fea-
tures, and linguistic features (e.g., BoW, TF-IDF, and
Word Embeddings) in detecting emotions from tweets.

2) Proposing a novel input feature representation SSEL by
utilizing the stylistic (S), sentiment (SE), and linguis-
tic (L) features that are combined and compressed by
employing a genetic algorithm (GA).

3) Proposing an ensemble prediction system consisting
of XGBoost, random forest (RF), and support vector
machine (SVM) classifiers for accurate emotion detec-
tion using the newly introduced stylistic-sentiment-
linguistic (SSEL) features.

4) Demonstrating the superior performance of the pro-
posed approach on tweets when compared against the
other state-of-the-art ML-based emotion detection sys-
tems using a publicly available multi-class emotion
detection dataset.

The rest of the paper is organized as follows. Section II
presents an overview of the latest research in the domain of
emotion detection from social networks. Section III details
the proposed ED methodology based on an ensemble of
XGBoost, RF, and SVM classifiers using the SSEL features.
In Section IV, the performance of the proposed system is
measured and compared against the state-of-the-art systems.
The conclusion and future direction of this research are dis-
cussed in Section V.

II. LITERATURE REVIEW
An emotion detection system can either determine discrete
emotion categories or interpret multi-dimensional emotion
characteristics [18]. Using discrete emotion detection tech-
niques, fine-grained emotion categories such as fear, anger,
joy, sadness, disgust, surprise, depression, love, etc. are deter-
mined. Two of the most commonly used discrete emotion
models are the Paul Ekman model [19] and the Robert
Plutchik model [20]. The Paul Ekman model categorizes
emotions based on six distinct classes, whereas the Robert
Plutchik model differentiates emotions into eight primary
emotions. On the contrary, multi-dimensional emotion mod-
els are used to understand the valence, arousal, and power
of emotions [21]. These emotion models consider different
emotions as dependent and associated with each other. Polar-
ity, activation/deactivation state, and degree of emotions can
be studied using multi-dimensional emotion models. Some of
the commonly used multi-dimensional emotion models are
Russell’s 2D circumplex model [22], Plutchik’s 2D wheel of
emotion models [20], and Russell’s 3D model [23].

Recently, text-based discrete emotion classification using
machine learning has been widely explored by researchers.
Sundaram et al. [25] proposed a classical ML-based emotion
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TABLE 1. Summary of recent research discussed in Section II.

detection technique from tweets where the text features were
extracted using TF-IDF. The authors used a publicly avail-
able emotion dataset where the tweets are labeled with six
discrete emotion classes [32]. After extracting the features
from the texts, the authors trained RF and SVM classifiers
for emotion recognition. They also demonstrated that their
proposed classical ML algorithm trained on TF-IDF features
performed better when compared with the ontology-based
approach, and deep learning-based ED system. Discrete emo-
tion detection using classification ML-based approaches was
further explored by Yousaf et al. [26]. In this paper, a vot-
ing classifier was designed that combined logistic regres-
sion (LR) and stochastic gradient descent (SGD). A similar
feature representation was utilized by Suhasini and Srinivasu
[27] where Naïve Bayes (NB) and k-nearest neighbor (KNN)
algorithms were trained for ED from tweets. In this paper, the
tweet messages were classified into four emotion categories,
namely, happy-active, happy-inactive, unhappy-active, and
unhappy-inactive. However, the dataset included only two
major classes and disregarded the other potential emotion
categories. While the above-mentioned works have made sig-
nificant strides in identifying strategies for detecting discrete
emotions using TF-IDF, the authors did not determine the
impact of other language-based features.

In recent studies, researchers have explored the potential
of using various combinations of TF-IDF and other lin-
guistic features to extract contextual information from texts.
Kavitha et al. [24] proposed an ensemble classifier (EC)
based ED model and trained it using the features extracted by
TF-IDF and BoW. In another research, Dvoynikova et al. [28]
extended the feature space by comparing BoW, Word2Vec,
FastText, and BERT methods on RAMAS corpus [29].
Although TF-IDF is a widely used method for extracting
features from text and has shown promising results in recent
emotion detection research, it has limitations in its abil-
ity to capture the semantic similarity between words [33].
Recently, transformer-based models have shown improved

performance in detecting emotion from texts due to their
ability to effectively capture semantic relationships between
words and phrases. There also has been emerging research
focused on the application of multimodal data for emotion
detection in web-based contexts [34].

In addition to the language-based features, users’ emotions
can be conveyed through stylistic patterns such as the inclu-
sion of special characters, emoticons, and punctuation [17].
Anchiêta et al. [30] extracted 93 features related to users’
writing styles and compared these with TF-IDF and Delta
TF-IDF to build a sentiment classification system. Using the
extracted features, three classical ML models namely, SVM,
Naïve Bayes, and J48 were trained for a binary (positive and
negative) classification task. Other stylistic markers intro-
duced in the recent literature are the length of the tweets
in terms of characters and words, frequency of hashtags,
frequency of shared hyperlinks, emoticons, ellipses, question
marks, and exclamation marks [35], [36]. The recent research
discussed above is summarized in Table 1.

In summary, unlike the previously developed methodolo-
gies, our proposed emotion detection approach introduces a
novel feature representation that combines linguistic, stylis-
tic, and sentiment features. This representation enables the
detection of discernible patterns from the Twitter dataset and
improves the performance of the trained ensemble prediction
system compared to the existing classical ML-based ED sys-
tems. This research demonstrates the potential to enhance our
understanding of emotions expressed through short, informal,
and instructed tweets.

III. PROPOSED METHODOLOGY
In this paper, an ensemble prediction system is proposed
for detecting users’ emotions from their tweets using the
novel SSEL feature representation. A tweet can be up to
280 characters in length and may include spaces, hyper-
links, hashtags, emoticons, and other elements [37]. Before
extracting linguistic features, tweets are pre-processed by
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FIGURE 1. Proposed ensemble prediction system for tweet emotion detection using the SSEL input representation.

tokenization, lemmatization, lowercasing, and removing con-
tents that do not contribute value to emotion detection. The
pre-processed tweets are then converted into a real-valued
vector representation using a count-based representation
called term frequency-inverse document frequency (TF-IDF),
which forms the linguistic (L) features. In addition, stylistic
(S) and sentiment (SE) features are extracted from the raw
tweets before the pre-processing step. These three feature
representations are combined using a genetic algorithm (GA)
and the reduced feature set is used as input for the proposed
ensemble ED model. The major components of the proposed
system are illustrated in Figure 1.

A. PRE-PROCESSING AND FEATURE EXTRACTION
During pre-processing, the data is first divided into smaller
units called tokens through a process called tokenization
[38]. As part of this process, it is common to remove stop
words, which are frequently used words in a text document.
However, research has shown that removing stop words can
decrease the classification accuracy of sentiment and emotion
detection models [39]. Therefore, in this work, we adapt
the standard pre-processing pipeline and do not remove stop
words during tokenization. Following that, the tokens are con-
verted to their root form using the lemmatization process [40].
Furthermore, we remove hashtags, URLs, and punctuation
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since these do not contribute value to the linguistic features
for emotion detection [10].

To train a supervised ML classification model with texts,
the data needs to be converted into a meaningful numer-
ical representation which is known as vectorization [41].
To extract the linguistic features from the dataset, we use
TF-IDF count-based vectorization technique to represent
each tweet as a feature vector of normalized TF-IDF scores
of the unigrams (sequence of one word in a sentence),
bi-grams (sequence of two words in a sentence), and tri-
grams (sequence of three words in a sentence). TF-IDF is
a representation that captures the importance of a word in
a document corpus [37]. It is a widely used language-based
feature extraction technique in opinion mining, information
retrieval, and text classification, among others. The TF-IDF
is composed of two metrics: term frequency (TF) and inverse
document frequency (IDF). TF computes the number of times
term t appears in document d . IDF measures how common or
rare a word is in the entire document set. The TF-IDF term is
calculated as follows:

tf − idf (t, d) = tf (t, d) × idf (t) (1)

tf (t, d) =
Frequency of term t in document d

Total terms in document d
(2)

idf (t) = log
n

df (t)
+ 1 (3)

where n is the total number of documents, tf (t, d) is the total
number of times t appears in document d , and df (t) is the
number of documents containing t .
Given the significance of different stylistic markers in

capturing users’ unique behavioral patterns, a set of stylistic
features is extracted to construct the proposed feature repre-
sentation as illustrated in Figure 1. Initially, from each tweet
sample, the set of extracted stylistic features includes the sen-
tence length (by character); sentence length (by word); word
length; sentence vocabulary representing the ratio of different
words to all words; the density of stop words; the density
of noun; the density of verb; the density of adjective; the
adjective to noun ratio; the density of different punctuation
such as comma, period, colon, and semicolon; the density
of question marks, and the density of exclamation marks.
The occurrences of these stylistic markers are counted using
regular expressions.

Furthermore, we extract the sentiment features from the
tweets using a text sentiment analysis model known as
VADER (Valence Aware Dictionary for sEntiment Reason-
ing) [42]. VADER is an OSM-oriented lexicon and rule-
based sentiment analysis tool that maps lexical features to
sentiment scores. The sentiment score of a text is obtained
by summing up the intensity of each word in the text. The
sentiment score is measured on a scale from −4 to +4,
where −4 is the most negative and +4 is the most positive
score. Zero is considered to be a neutral sentiment. However,
the normalized sentiment score lies within the range of −1 to
+1, from most negative to most positive. Moreover, VADER
returns a compound score by normalizing the summation of

positive, negative, and neutral sentiment scores. Therefore,
we extract four sentiment-based features, namely, positive
polarity score, negative polarity score, neutral polarity score,
and compound polarity score from the tweets. Overall, the ini-
tial feature sets are the linguistic features (15247 dimensions),
stylistic features (15 dimensions), and sentiment features
(4 dimensions).

B. FEATURE COMBINATION AND DIMENSIONALITY
REDUCTION USING GENETIC ALGORITHM
To combine the stylistic (S), sentiment (SE), and linguistic
(L) features by reducing the dimension of the feature vector,
a genetic algorithm (GA) is employed [17]. It provides a
framework for combining distinct feature sets into one unified
representation. The genetic algorithm is initialized with a set
of parameters that control the behavior of the algorithm. The
parameters include the population size (the number of feature
sets that are evaluated in each generation), the crossover rate
(the probability of combining two feature sets to form a new
one), the mutation rate (the probability of introducing random
changes to a feature set), and the selection method (the strat-
egy used to choose which feature sets will be used to create
the next generation). An initial population of feature sets is
generated by randomly selecting a subset of the available
features. The initial population can be represented by amatrix
X of size n × m, where n is the population size and m is
the number of features. Each row of X represents a feature
set, and each element x[i, j] is a binary value that indicates
whether feature j is included (1) or excluded (0) in feature
set i. The fitness of each feature set in the population is
then evaluated using a fitness criterion. We use the macro
average F1-score of the emotion detection model as the fit-
ness criterion for the feature selection. Therefore, the fitness
criterion (f (s)) represents the macro average F1-score of the
model using the selected feature set s. The best-performing
feature sets from the current population are selected to form
the next generation. In the next step, the selection, crossover,
and mutation operations on the initial population of feature
sets are performed to create a new generation of solutions.
This process is repeated until the termination criterion of the
genetic algorithm is met. After terminating the algorithm,
the best-performing feature set from the final generation is
obtained. This combines the stylistic (S), sentiment (SE), and
linguistic (L) features and is referred to as the proposed SSEL
features. The final input representation has the following
dimensions: linguistic features (5000 dimensions), stylistic
features (9 dimensions), and sentiment features (3 dimen-
sions), which is approximately 67.17% smaller than the ini-
tially extracted feature size.

C. PROPOSED EMOTION DETECTION MODEL
After the final input feature representation is created, we train
different machine learning models using the proposed
SSEL features. In this research, genetic programming (GP)
based approach [43] is leveraged to efficiently discover
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FIGURE 2. Distribution of emotion categories in the dataset.

a top-performing classification model. The top-performing
models identified by the GP technique are random for-
est (RF), extreme gradient boosting (XGBoost), and lin-
ear support vector machine (SVM) classifiers. Furthermore,
an ensemble classifier is developed for the tweet emotion
classification which is composed of RF, XGBoost, and linear
SVM classifiers. Since the target output is a discrete emo-
tion category, the ensemble uses a hard-voting strategy to
determine the final prediction, which is computed from the
prediction with the highest number of votes. An ensemble-
based prediction system ensures multiple learners contribute
to the overall accuracy through diversity when compared
against a single classifier. The configurations of the classi-
fiers’ hyperparameters in the ensemble system are fine-tuned
using grid search. Since the performance of each individual
classification model differs depending on certain factors such
as the distribution, the decision weight of each classifier can
be tuned to produce a robust average ensemble. We tune the
decision weights of each classifier in the ensemble model
using GA. Unlike in the feature dimensionality reduction
using GA, here the chromosomes are the weights of each
component classifier in the ensemble. The GA is run through
40 generations with a population of 50, a crossover rate of
0.7, and a mutation rate of 0.2, which were empirically found
to reach the best ensemble weight.

D. EVALUATION METRICS
To evaluate the performance of the proposed ED system,
the commonly used performance evaluation metrics such
as accuracy, precision, recall, and F1-score are used. These
metrics are based on how well the trained ML model is able
to predict the actual class of a given sample. If the model cor-
rectly predicts the positive class, this is called a true positive
(TP). If the actual class is positive but the model predicts it as
negative, this is called a false negative (FN). If both the actual
and predicted classes are negative, this is a true negative
(TN). If the actual class is negative but the model predicts
it as positive, this is a false positive (FP). Accuracy measures
the overall proportion of correct predictions. Precision is the
percentage of positively labeled predictions that are actually

FIGURE 3. Comparing the accuracy of predictions using GA across
different numbers of generations.

positive, while recall is the percentage of positive classes that
the model correctly detects. Although precision and recall
provide useful insights, it is convenient to express the balance
between them by using the F1-score, which is the weighted
harmonic mean of precision and recall. Accuracy, precision,
recall, and F1-score are computed as follows [26]:

Accuracy =
No. of correctly classified predictions

Total predictions
(4)

Precision =
TP

TP+ FP
(5)

Recall =
TP

TP+ FN
(6)

F1 − score = 2 ×
Precision× Recall
Precision+ Recall

(7)

IV. EXPERIMENTS AND RESULTS
All the experiments were conducted on a Windows-based
operating system, with an Intel Core-i7-10750H CPU, 16GB
of memory, and an NVIDIA GeForce RTX 3060 GPU.

A. DATASET DESCRIPTION
In this research, a publicly available Twitter emotion dataset
is used that contains 20,000 tweet samples, and each is
labeled with one of the six discrete emotion classes: sad-
ness, joy, love, anger, fear, and surprise [32]. The dataset
is also available for emotion detection research on Kaggle
[44]. As shown in Figure 2, the dataset is highly imbalanced
and requires pre-processing for effective learning. Therefore,
we use SMOTE (synthetic minority oversampling) technique
to balance the classes using the combination of oversampling
and undersampling [45]. The dataset is then divided into
80:20 for training and testing, following a stratified sampling
approach to preserve the proportions of different classes in
the sample.

B. HYPERPARAMETER SETTINGS
To implement the GA, we use a crossover rate of 0.70 and
a mutation rate of 0.20 that were empirically determined to
converge to a stable set of solutions. Figure 3 depicts that
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TABLE 2. Experimental results demonstrating the effectiveness of different types of features extracted from tweets for emotion detection.

the iterative algorithm makes reliable predictions when the
generation count reaches 20. The proposed ED system is an
ensemble of XGBoost, RF, and SVM classifiers. For each
classifier, the hyperparameters are determined using the grid
search method. The number of estimators of 350 was used
for both the XGBoost and RF classifiers. For the linear SVM
classifier, we used the regularization parameter C = 10.

C. EXPERIMENTAL RESULTS WITH DIFFERENT INPUT
REPRESENTATIONS
In the first set of experiments, we evaluate the effective-
ness of different language-based feature extraction tech-
niques: TF-IDF vectorization, bag of words (BoW), and
Word2Vec in the emotion detection system. These are some
of the most widely used and emerging NLP techniques
to extract language-based features from texts for opinion-
mining research. Subsequently, we examine the influence of
the extracted stylistic and sentiment-based features both inde-
pendently and combined on the performance of the explored
ED models. Furthermore, we investigate if combining the
initially extracted linguistic, stylistic, and sentiment features
leads to an improvement in the model’s performance. Using
these different input representations, we train some classical
ML models and identify that the XGBoost and RF classifiers
performed reasonably well. The primary objectives of these
experiments are to identify the significance of different types
of features independently and to gain insight into the classi-
fication models.

Based on the experimental result, TF-IDF is determined
to be the most effective technique to extract the discernible
linguistic patterns from the dataset. While TF-IDF reflects
the importance of each term in the tweets representing emo-
tions, BoW representation only checks whether a term is
present in a corpus or not and assigns equal weight to each
term. Therefore, the emotion detection models using TF-IDF

input representation outperform the models trained using
BoW representation. Unlike TF-IDF and BoW, Word2Vec
generates dense and low-dimensional vectors (also called
‘‘embeddings’’) for words in a large text dataset that capture
the semantic relationships betweenwords. However, since the
dataset is relatively small, Word2Vec cannot learn effective
representations of the words in the dataset. On the other hand,
TF-IDF does not necessarily require a large dataset to learn
effective representations. Moreover, depending on the nature
of the emotion detection task, it is more important to cap-
ture the importance of individual words rather than the rela-
tionship between them. Therefore, our experimental results
demonstrate that the emotion detection models trained with
TF-IDF input representation outperform the models trained
with Word2Vec representations. The experimental results
also show that although the stylistic and sentiment-based
features are not effective independently for emotion detec-
tion, the combination of these features achieves performance
improvement. Finally, since TF-IDF is determined as the
best-performing linguistic feature representation, a combina-
tion of the linguistic, stylistic, and sentiment-based features
is investigated which improves the overall performance of
the experimented emotion detection models. Note, that the
initially extracted features suffer from high dimensionality,
which is mitigated in the proposed system by employing a
genetic algorithm. The experimental results with different
input representations are presented in Table 2.

D. PERFORMANCE OF THE PROPOSED MODEL
As discussed in Section III, the novel input feature represen-
tation is generated using a GA-based approach. The 15,266-D
input vector is transformed into a 5012-D vector, reducing the
input feature size by approximately 67.17%. Table 3 shows
the list of representative stylistic features selected by the
algorithm from the initially extracted 15 stylistic features.
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TABLE 3. List of selected stylistic features after employing the feature
reduction technique.

TABLE 4. Performance comparison of the proposed emotion detection
model with different ML classifiers using the SSEL input representation.

We observe that certain stylistic features such as the number
of question marks and exclamation marks; the density of
punctuation do not provide high predictive value for emotion
detection. Moreover, the selected sentiment-based features
from the initially extracted features are the normalized posi-
tive, negative, and neutral polarity scores.

The performance of our proposed emotion detection model
using the novel input feature representation is compared
against different ML models: XGBoost, RF, SVM, deci-
sion tree (DT), and K-nearest neighbors (KNN). Table 4
shows that our proposed approach achieves the highest per-
formance in terms of precision, recall, F1-score, and accu-
racy. The proposed ensemble of XGBoost, RF, and SVM
achieves the highest precision (96.49%), recall (96.49%),

FIGURE 4. Performance of the experimented ML classifiers for emotion
detection using the SSEL input representation.

FIGURE 5. Performance comparison of the proposed emotion detection
model with weighted ensemble classifiers using the SSEL input
representation.

F1-score (96.49%), and accuracy (96.49%) followed by the
93% precision, 93.98% recall, 93.49% F1-score, and 93.20%
accuracy achieved by the SVM classifier. The XGBoost
classifier trained on the proposed input features achieves
93% precision, 93.01% recall, 93% F1-score, and 93.01%
accuracy. Among the compared ML models, KNN achieves
the lowest precision (38.96%), recall (38.91%), F1-score
(38.93%), and accuracy (38.91%). While RF achieves rea-
sonably well precision, recall, F1-score, and accuracy by
over 91%, the decision tree (DT) classifier achieves 86.69%
precision, 86.65% recall, 86.66%F1-score, and 86.65% accu-
racy. Figure 4 illustrates the emotion detection performance
achieved by the experimented machine learning models in
terms of F1-score and accuracy.

We also compare our proposed ensemble model’s per-
formance against other ensemble classifiers as presented in
Table 5. According to the insights from genetic programming
and the performance comparison of individual classifiers,
the best-performing classifiers are SVM, RF, and XGBoost.
Overall, the proposed weighted ensemble of RF, XGBoost,
and SVM classifiers outperforms the explored ensemble clas-
sifiers. Performance comparison of our proposed emotion
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FIGURE 6. Performance comparison of the proposed emotion detection model with other state-of-the-art methods using the SSEL input representation.

TABLE 5. Performance comparison of the proposed emotion detection
model with weighted ensemble classifiers using the SSEL input
representation.

FIGURE 7. Confusion matrix showing the emotion prediction
performance of the proposed emotion detection model.

detection model with the experimented ensemble classifiers
is illustrated in Figure 5.

TABLE 6. Performance comparison of the proposed emotion detection
model with other state-of-the-art methods using the SSEL input
representation.

Table 6 and Figure 6 show the performance comparison of
our proposed systemwith other leading works in this domain.
We re-implemented the existing methods by training on the
same dataset that our proposed model is trained on for a valid
and fair comparison. From this comparison, we show that
the proposed ensemble classifier trained on our novel combi-
nation of stylistic, sentiment, and linguistic features outper-
forms the current emotion detection methods on a benchmark
Twitter dataset. Moreover, the proposed ED model’s emotion
prediction performance on the test data is shown in Figure 7
by illustrating the confusion matrix in the form of a heatmap.
The confusion matrix demonstrates that the proposed model
performs very well in predicting emotions from unseen
data which further validates the reliability of the proposed
system.

In summary, through the series of experiments, we estab-
lish that the proposed SSEL input feature representation,
which is composed of linguistic features calculated by the
TF-IDF vectorization, stylistic features, and sentiment-based
features, can serve as discriminative feature sets for automatic
detection of emotions from users’ tweets. Moreover, a genetic
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algorithm (GA) is proposed to combine the distinct dataset
to be used as input to the ensemble classifier. Experimental
results indicate that the proposed weighted average ensemble
technique, using the linear support vector machine, XGBoost,
and random forest classifiers can be successfully used to
learn discernible patterns from the extracted features and can
accurately detect emotions from tweets.

V. CONCLUSION AND FUTURE WORK
This paper proposed a novel input representation SSEL
by combining the stylistic (S), sentiment (SE), and lin-
guistic (L) features extracted from tweets for representing
users’ emotional states. A genetic algorithm was leveraged
to combine and compress the distinct feature sets into one
unified representation. This paper also presented a novel
combination of linear support vector machine, XGBoost, and
random forest as a weighted average voting classifier for
detecting emotions by classifying the tweets into six indepen-
dent categories using the proposed input representation. This
research showed that the stylistic and sentiment attributes
when combined with the language-based input representation
can capture discernible patterns in the tweets that are highly
predictive for emotion detection.

The proposed emotion detection approach was compared
with five independent classical ML classifiers, six differ-
ent combinations of weighted ensemble voting classifiers,
and four recent state-of-the-art ML-based ED techniques
by employing the proposed input representations extracted
from a publicly available Twitter emotion detection dataset.
The experimental results show that our proposed ED system
outperforms all the recent approaches considering each of
the performance evaluation metrics and establishes a new
performance benchmark for the experimented dataset.

In future work, we plan to explore the use of different
categorical and multi-dimensional emotion models to capture
a larger emotion spectrum, as well as investigate the perfor-
mance of our approach on different user groups.
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