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ABSTRACT Increasing integration of distributed energy resources (DER) in the electrical network has
led distribution network operators to unprecedented challenges. This issue is compounded by the lack of
monitoring infrastructure on the low voltage (LV) side of distribution networks at residential and utility
sides. Non-intrusive load monitoring (NILM) methods provide an opportunity to add value to conventional
electric measurements and to increase the observability of LV networks for the implementation of active
management network techniques and intelligent control of DER. This work proposes a novel implementation
of NILMmethods for the identification of DER electrical signatures from aggregated measurements taken at
the LV side of a distribution transformer. The implementation evaluates three machine learning algorithms
such as k Nearest Neighbours (kNN), random forest and a multilayer perceptron under 100 scenarios of
DER integration. A year of minutely reported values of electric current, voltage, active power, and reactive
power are used to train and test the proposed model. The F1 scores achieved of 73% and 93% for Electrical
Vehicles (EV) and rooftop photovoltaic (PV) respectively and processing times below 314 µs on an Intel
Core i7-8700 machine. These results confirm the relevance of the NILM method based on low frequency
electric measurements from the real-time identification of DER.

INDEX TERMS Distributed energy resources (DER), non-intrusive load monitoring (NILM), low voltage
networks distribution networks (LVN), random forest, supervised machine learning.
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approving it for publication was Wentao Fan .

I. INTRODUCTION
The power generation industry is accountable for 38% of
the global carbon dioxide emissions and it is one of the
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main sectors targeted on national and international policies
towards net carbon emission targets [1]. The electrifica-
tion of transport and heating sectors have brought unprece-
dented changes modifying the dynamics of the electrical
network. Particularly, electrical characteristics of low voltage
(LV) distribution networks are increasingly varying due to
a rapid integration of distributed energy resources (DER),
forcing distribution network operators (DNO) to manage old
electrical infrastructure near and beyond their operational
limits [2].

The decarbonization of industrial sectors, significant
technological advances, improved efficiency, and increased
affordability represent some of themain drivers for customers
(and producer-consumers, also called ‘prosumers’) to acquire
DER, mainly connected to LV distribution networks [3].
Technical constraints from DER are compounded with a low
(or null) observability of LV electrical networks, which leads
DNO to face unprecedented operational challenges [4].

Distribution network operators have been working towards
more observable LV distribution networks to implement
advanced control measures based on higher flexibility and
active management network schemes [5]. Consequently, the
availability of electrical records such as electric current,
voltage and power of LV distribution networks enables the
implementation of more advanced monitoring techniques
such as non-intrusive load monitoring (NILM) methods.
Improved monitoring increases the accuracy of electrical
maps, including DER locations and enables the implemen-
tation of advanced demand side management (DSM) tech-
niques and flexibility schemes [6].

In this work, a supervised NILM method is proposed to
identify DER electric patterns at the LV side of a distribution
transformer. The proposed NILM method is built and eval-
uated using the IEEE European LV Voltage test feeder [7]
with 1-minute resolution data of electric current, voltage,
active and reactive power model using EPRI’s Open Distri-
bution System Simulator (OpenDSS) [8]. A total of 100 EV
and PV integration scenarios are evaluated to scrutinise
the performance of various classification methods based on
kNN [9], RandomForest (RF) [10], andmultilayer perceptron
(MLP) [11] machine learning algorithms.

The main motivation of this research consists of cover-
ing a research gap found on the implementation of NILM
methods for the identification of several DER from aggre-
gated measurements at low voltage distribution levels. This
enhances the electrical network maps, which positively
impacts the electrical network stakeholders in technical,
economic, social, and environmental aspects. Therefore,
informing DNO for more efficient planning and operation
of LV networks with optimised control systems. This allows
the optimal integration of DER towards the decarbonisation
of the electrical sector and the electrification of the transport
and heating sectors. In addition, this paper presents the first
evaluation of NILM approaches for individual and combined
aggregated measurements at phase level on the LV side of
distribution transformers.

This work is based on preliminary research presented
in [12] where a NILM method based on kNN was evaluated.
The classification method served as base case to observe the
performance of the proposed model to identify EV and PV
systems. In total, 50 scenarios were used to assess the per-
formance of the NILM method to disaggregate DER electric
patterns from aggerated measurements on the LV side of the
IEEE European LV Test Feeder. The main differences and
new contributions in this research are: (i) greater levels of
PV integration are defined in this research, creating a higher
volume of DER penetration scenarios in the network; (ii) the
consideration of random forest and a multilayer perceptron
(MLP) classification methods; (iii) an optimised tuning of
machine learning hyperparameters; (iv) the inclusion of sta-
tistical variables and variable window size of the electrical
records; (v) analysis of three different methodologies includ-
ing windows, statistical variables and variable window size
as inputs of the NILM algorithm; and (vi) a deeper perfor-
mance evaluation of the NILM method proposed including
performance scores, processing times, comparison with other
sources and potential contributions to DNO.

The remainder of this paper is organized in nine parts.
Section II briefly presents reasons for the lack of observability
in conventional LV networks and the effects of increasing
DER integration levels. Section III provides a definition of
NILM methods. Section IV provides a brief overview of
NILM methods focused on DER identification. Section V
introduces the methodology and the data preparation tech-
niques. Section VI defines the cases of study and scenarios
proposed. Section VII describes the characteristics of the
dataset used and the evaluation scenarios proposed including
several levels of integration of PV and EV. Section VIII
presents a discussion of the results achieved for the identi-
fication of DER electrical signatures from aggregated mea-
surements on the LV distribution side of a service transformer
using classification approaches. The performance, processing
times and a brief comparison of the models with relevant
sources are discussed. Section IX draws the summary and
conclusions of this work.

II. CHALLENGES OF LV NETWORKS WITH HIGH DER
INTEGRATION
Conventionally, electric systems used to have unidirectional
power flow from large and centralised power generation
plants to supply loads in the customer side. Although cus-
tomer load demand typically varied based on socio-economic
factors, load demand was predictable and utility companies
could dimension the network using traditional load fore-
casting techniques [13]. The information gathered at high
and medium voltage was sufficient in conventional electrical
networks to manage constraints on LV distribution networks.
Thus, distribution networks have conventionally operated
without a need of a monitoring infrastructure on the low
voltage side [4].

Aggregated after diversity maximum demand (ADMD)
projections serve well for planning and load forecasting
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at customer levels on conventional networks [14]. The
ADMD is conventionally used to dimension network assets
and design electric systems based on expected values of
maximum customer demand expected after a diversity is
applied. However, AMDM estimations do not provide a
good representation for the increasing integration of DER
load/generation profiles in LV networks. This is due to
the significant contribution DER load/generation patterns
have in load profiles of a non-DER customer. For example,
ADMD values oscillate between 2 and 2.5 kW per cus-
tomer in Ireland. Yet, low carbon loads such as EV chargers
and heat pumps require 7 kW and over 3 kW (or more)
respectively [13].

Technologies such as rooftop photovoltaic (PV) systems,
small scale wind generation, battery energy storage systems
(BESS), among others, cause operational constraints such as
overvoltage, power network imbalances and reverse power
flow just to mention but a few [15]. Similarly, with the
decarbonization of the transport and heating sectors, numbers
of low carbon technology loads such as EVs and heat pumps
have been rising at the end of the electrical network. This has
increased the frequency of power network violation events
such as overload, overheating, network asset accelerated age-
ing, system imbalances and power quality issues, among
others [16].

Conventional solutions, such as power curtailment or net-
work reinforcement, increase overall energy prices, causing
a higher carbon footprint, but does not maximise the utiliza-
tion of renewable energy-based assets [17]. This creates a
barrier for the rapid and needed decarbonization of power
generation, transport, and heating sectors, inhibiting progress
towards carbon net zero targets.

III. NON-INTRUSIVE LOAD MONITORING
Non-intrusive load monitoring methods provide a cost-
effective solution for DNO to identify in real time the elec-
trical location of DER [18]. These methods are focused
on the disaggregation of individual loads from aggregated
measurements. Thus, the need to monitor singular electrical
appliances at particular sections of the network, known as
intrusive load monitoring, is avoided.

Non-intrusive load monitoring reduces the implementation
costs, improves scalability but increases the computational
complexity of the system. However, current technological
advances in software development, data transmission and
data storage enable the implementation of NILM methods.

Commonly based on machine learning algorithms, NILM
techniques can be classified as supervised and unsupervised
methods. Supervised NILM approaches refer to availability
of aggregated load records as well as labelled data to train
the identification models. Machine learning models such as
Random Forest, support vector machines (SVM) and kNN
are often used in NILM supervised models. Unsupervised
methods study characteristics of aggregated measurements
for the identification of clusters of loads, reducing the need
for individual labels but lacking the identification of a specific

target. As a result, unsupervised methods are generally higher
in complexity and methods such as hidden Markov mod-
els (and its variations), deep neural networks are frequently
used [19].

IV. OVERVIEW OF RELATED WORK
Since NILM methods were introduced by Hart in 1992 [20],
research has mainly focused on the assessment of NILM
methods for the identification of conventional appliances
from electric records behind the meter. As an example,
a supervised NILM method was proposed in [21] for the
detection of load switching events at customer level. One
week of data from the publicly available dataset Building-
Level fUlly-labeled dataset for Electricity Disaggregation
(BLUED) [22] was used to train and test a random for-
est classifier. Variable sliding windows, based on average
power, were used to identify changes in power consumption
of conventional residential loads. A maximum F1 score of
89.65%was achieved for the event detection. In [23], a NILM
method was proposed using a Siamese network, a type of
convolutional network. The public datasets PLAID [24] and
COOLL [25] were used to obtain V-I trajectory images to
train and test the identification model. An F1 score of 96%
was achieved when images of a minimum size of 32×32 pix-
els were used. Although, NILM methods presented in [21]
and [23] provided high performances their main limitation
relies on the identification of conventional loads only, which
discards variability and stochastic patterns from DER electric
profiles.

The identification of DER electrical signatures from aggre-
gated measurements in the residential sector has recently
gainedmore interest from the academic and industrial sectors.
Subsequently, a few research studies have developed NILM
methods for the identification of individual DER electrical
patterns at residential level. In [18] authors proposed a NILM
classification method based on time-segmented state proba-
bility to identify residential loads. One week of active and
reactive power from the ‘AMPds’ dataset [26] were used
as inputs of the algorithm returning an accuracy of over
99% for the identification of an EV load signature. In [27]
another NILM method for EV identification was proposed.
The approach uses an input data containing active power
records of one household for 15 days. Sliding windows of
3 to 5 minutes are used as inputs of the algorithm based on
variance and mean absolute deviation to identify EV load
profiles. Precision and recall scores of 88% and 93% were
achieved. Authors in [28] proposed a NILM method using
piecewise aggregate approximation (PAA) and agglomerative
clustering for the identification of PV generation patterns.
A large dataset of 1,085 houses including 269 PV systems
and 104 EV loads were used, achieving an accuracy of 99%
for identification of PV systems in term times of weeks,
months, and years. One of the main disadvantages of this
research is the lack of real time identification, a character-
istic required to control DER variable dynamics by DNO.
The main limitation of the methods presented in [18], [27],
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and [28] is the lower complexity to disaggregate loads at
customer level compared to the implementation of load iden-
tification techniques at distribution level.

Applied at the LV side of a service transformer, NILM
methods contribute to increase the observability of larger
areas including greater number of loads and customers. Sub-
sequently, greater complexity is achieved due to the higher
presence of conventional loads in a network with comparable
low percentages of DER in a distribution network. Although
NILM has been widely implemented for the identification of
conventional loads (e.g., [27], [28]), a low number of research
studies have focused on DER at distribution levels. In [29],
a disaggregation method for PV systems power generation
from an IEEE 123-node standard test-feeder is developed.
The approach evaluates the performance of machine learning
algorithms including linear regression, random forest, and a
multilayer perceptron. High resolution real dataset fromMaui
(Hawaii) and a simulated one using GridLab-D were used to
train and evaluate the performance of the method proposed
using weather, PV generation and aggregated load at the LV
side of the service transformer. An R2 score of 98% was
achieved with random forest. The research study concluded
that there is lack of pioneer research developing a NILM
classification methods for the identification of EVs and PV
systems from aggregated measurements on the LV side of a
distribution transformer.

Apart from NILMmethods, load modelling techniques are
frequently used for the power system analysis, planning and
control. The main objective of load modelling is to provide
a simple, yet accurate, mathematical algorithm to represent a
singular or a set of loads [30]. However, the fast and stochastic
variability of DER power consumption/generation patterns
due to variables such as environmental conditions, consump-
tion patterns, etc., increases the complexity of these models
mathematical. Thus, the focus of this work was on supervised
NILM methods based on machine learning algorithms capa-
ble of learning from individual loads to disaggregate DER
electrical patterns in real-time.

V. FRAMEWORK
The NILM method proposed can be outlined into six
stages: (i) Data acquisition and interpretation; (ii) Data pre-
processing; (iii) Data processing; (iv) Electric profile identi-
fication; (v) Assessment; and (vi) Output.

A. DATA ACQUISITION AND INTERPRETATION
Two public data sources are used to simulate the scenarios
proposed. First, one year of individual load demand profiles
from 55 households are obtained from those available in the
IEEE European LV test feeder. Secondly, electric profiles of
EV and PV from the public dataset ‘‘Pecan Street – Dataport’’
(hereafter called Pecan Street) [31] are used for the purposes
of this research. Minutely reported values of EV and PV
electric profiles were extracted from 15 households in the
Pecan Street dataset for the year of 2017. These residential
dwellings, randomly selected from the dataset, had all electric

TABLE 1. Distribution of loads and DER power in the test feeder selected
for the scenario considering 100% EV and 50% PV penetration.

vehicle chargers and 8 of them also included PV generation
profiles. Detailed information of the relation of loads, PV sys-
tems, EV and their respective power generation/consumption
is presented in Table 8 on the Appendix.

B. PRE-PROCESSING
In this stage, PV generation profiles from Pecan Street are
normalised per unit (kW/kW peak) to make them adaptable
to load profiles in the IEEE European LV test feeder model.
Considering EV load profiles are not dependent on a house-
hold peak demand, their load profiles are kept as originally
found on Pecan Street. Additionally, datawrangling is applied
to remove missing values with zeros and clean the dataset
from gaps. While aleatory missing samples can be easily
handled by machine learning algorithms, data gaps found on
the dataset are transformed into an EV disconnected or a PV
not generating during a period of time.

Once the data are cleaned, EV and PV profiles were ran-
domly assigned residential houses on the IEEE European
LV test feeder to emulate multiple scenarios. In the case of
normalised PV peak generation, the PV profiles were set
to match the peak demand -kWp- of the house on the LV
network, with PV systems ranging between 1 and 4 kW peak
(kWp). Generation of the PV systems and EV profiles are
only added to a particular load when it is required for the
simulation of a particular scenario. For instance, with 55 loads
in overall connected to the network, only 11 houses will be
randomly selected to have either EV or PV under a 20%
penetration scenario defined from the numbers of consumers
with DER.

Since the number of EV and PV profiles is lower than
the houses in the network, the available data were replicated
among the 55 houses. Electric profiles of EV and PV systems
were carefully allocated to avoid duplicating combinations
between these two systems. Therefore, the same ID of EV and
PV profiles were not repeated within two houses in the net-
work. As shown in Table 1, the allocation of loads, distributed
generation, and EV loads in the electrical circuit, exhibits a
clear imbalance with phase 2 having a larger load demand
than the other two phases. Similarly, distributed generation
and EV loads were added randomly to the distribution net-
work, which is a complex phenomenon driven by factors such
as demographic, economic, and geographic aspects, among
others [32]. As a result, the phase 1 exhibits the higher level
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of PV integration and phase 2 the largest integration of EV for
the scenario considering 100% EV and 50% PV penetration.

Load flow at the LV side of the service transformer in the
network selected is carried out using theOpenDSS simulation
tool and its Python API. Phase values of voltage (V ), current
(I ), real (P) and reactive power (Q) in the transformer were
used as inputs for the NILM method. These 4 variables were
grouped forming the input matrix (X ), containing 1-year data
at 1-minute resolution. The ith value of the input matrix X can
be represented as Xi = [Pi, Qi, Vi, Ii].

C. DATA PROCESSING
In this stage, the inputmatrixX is analysed to contribute to the
performance of the machine learning classifiers. Thus, filter-
ing, sliding windows and balancing techniques are applied.
First, electric profiles of EV and PV are compared against
a threshold value of 100 W to obtain a column vector of
Boolean values (y) depicting the presence of each DER at
each time t . This contributes to reduce noisy records from
the input data from both low carbon technologies. Therefore,
if the ith record of a DER is over 100 W the output vector
is defined as DER active (yi = 1), while for lower values
of the DER is set as inactive (yi = 1). Subsequently, the
methodology previously applied at customer level in [33]
is replicated on this paper to create windows of aggregated
measurements. This contributes to split the data into smaller
parts and allows the real time processing. The technique is
based in two main variables, namely the window size and the
window step. The window size (n) or window width refers to
the number of consecutive records stored in a window, while
the step (a) indicates the number of samples the next window
is shifted to the right. Subsequently, the ith window of size
nx4 is defined as in (1).

Wi = [[Pi, . . . ,Pi+n], [Qi, . . . ,Qi+n], [Ii, . . . , Ii+n],

[Vi, . . . ,Vi+n]] (1)

Once the sliding windows are created, the output vector
y should be reduced from an mxn size to a column vector,
where m is the number of windows created. In other words,
each window should be classified as having or not a DER.
For this, if more than half of the active power records were
classified as having DER, the window is set as having DER
(y = 1). Otherwise, the value of y for that window is set to 0.
Due to the normal operation of EV and PV, the input data

can be imbalanced regarding electric records including both
operation status of a DER (drawing/generating power or dis-
connected). For example, EVs are usually charged at night for
a few hours, but most of the time it is very likely they will be
disconnected for most of the day. In the case of a PV system,
it will depend on the season, and its generationwill vary along
the year. Therefore, the data are balanced using the output
vector y as a reference. This balancing process consists of
comparing the number of windows classified as containing a
DER against the ones with only conventional loads (i.e., when
the DER is not drawing/generating power). Then, the part

presenting the smaller number of windows is kept, while win-
dows of the other part are randomly discarded until the sizes
of both groups (DER and non-DER windows) are matched.
This creates an even input data (50% DER - 50% non-DER),
which contributes to training the machine learning algorithms
for a more general scenario and reduces the likelihood of
overfitting [34].

D. FEATURE EXTRACTION
As it has been previously presented in [33], statistical vari-
ables of sliding windows can contribute to reduce process-
ing times of the classifiers. Therefore, statistical features
are extracted from each window Wi for P, Q, V and I .
The minimum (Wi min), the maximum (Wi max), the aver-
age (W̄i), the distance between minimum and maximum
(Wi max- Wi min), the standard deviation (Wσ ), the variance
(W 2

σ ) and the kurtosis (Wk ) of each window are computed
[35], [36].

W̄i = 6(Wijp) (2)

W 2
σ = 6(Wijp − W̄i)/(n − 1) (3)

Wσ = sqrt(W 2
σ ) (4)

Wk = E[Wi − W̄i,j]/σ 4 (5)

where 1 ≤ p ≤ n (window size), 1 ≤ j ≤ 4 (standing for P,
Q, V and I ), and 1 ≤ i ≤ m (number of windows).

E. ELECTRIC PROFILE IDENTIFICATION
Independent classification models are used to identify active
power from aDER at the same time. This is twomodels would
be created, one for the identification of EV load profiles and
another one for PV systems. In addition, the classification
of a DER from the aggregated measurements is proposed to
be initially done per phase as first instance. Subsequently,
the NILM approach is also evaluated using the combination
of windows from all three phases and its performance is
provided in the results and discussion sections.

Classification models were developed using conventional
machine learning techniques known as kNN, random forest
and MLP. The neighbours-based method consists of correlat-
ing an unknown sample with its closest or more similar sam-
ples, called neighbours, by calculating the shortest/k-shortest
Euclidean distance between a new sample and known training
ones [9]. Random forest evaluates each sample undermultiple
structures where each of them are similar to an inverted three
to compute the most common answer to make a prediction
[10]. The MLP technique simulates the structure of a neuron
in the human brain, connecting inputs to layers of neurons,
called hidden layers [11]. Each neuron evaluates indepen-
dently the connections with neurons in previous layers and
depending on activation functions the neuron is excited or
not. At the end, the MLP decides if the output considering
the interactions of all neurons in the system. Back propaga-
tion was implemented to adjust and tune connection weights
and bias of each neuron. Fundamentals and mathematical
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FIGURE 1. IEEE European LV test feeder (reproduced from [38]).

background of the kNN, random forest and MLP techniques
can be further investigated in [9], [10], and [11].

F. NILM MODEL ASSESSMENT
Training and test sets are created from the available windows
to assess the performance of the machine learning algorithms.
Therefore, the entire dataset for each scenario is divided
into training and test sets, corresponding to 80% and 20%,
respectively. During training, 80% of the windows created
from the input matrix X and its correspondent element in the
output vector y are used to create a model f (x). The model
f (x) is then validated using 20% of unseen data from the input
matrix and the predictions are compared with the expected
values from the vector y at each timestep t . To provide a
comprehensive evaluation of the NILM method proposed,
cross-validation with a 5 k-fold is used to reduce possibility
of overfitting [34].

To evaluate the performance of the NILMmethod, classifi-
cation metrics such as accuracy (ACC), precision (Pr ), recall
(Re), and the F1 score are used [37].

VI. CASE OF STUDY AND SCENARIOS
As a difference from the common 120 V North American
LV network with a few customers per transformer, LV net-
works in Europe typical aggregate several customers in 230 V
LV networks. The IEEE European low voltage test feeder
presents a radial configuration and a nominal frequency of
50 Hz. A step-down transformer converts the medium volt-
age at 11 kV to 415 V on the LV side to supply power to
55 households [7]. The single-phase schematic diagram of the
IEEE European LV test feeder is illustrated in Fig. 1.

The NILM classification algorithm was assessed under a
several EV and PV integration scenarios defined in terms of
percentage of customers. For each case, DER are arbitrar-
ily allocated within customer on the LV network. Overall,
100 situations are evaluated in the study which as follows:

- Distributed PV integration: 5% to 50% (5% increment).

TABLE 2. Distributed generation per phase for each simulated scenario.

TABLE 3. Net EV load per phase associated to each simulated scenario.

- Electric vehicles penetration: 10% to 100% (10%
increment).

In this case, a 5% increase on DER integration is equiva-
lent to 3 customers (2.75 exactly). Therefore, the maximum
PV generation capacity in the network is 93 kWp and the
maximum power required for EV load is 237.7 kWh (if all
55 customers are charging their vehicles simultaneously).
A detailed description of the aggregated PV generation and
EV load per phase for each of the proposed scenarios is shown
in Table 2 and Table 3.

For illustration purposes, per phase values for a 20%
EV and PV penetration scenario are exhibited in Fig. 2.
As it can be observed, EV charging causes an increase in
current, active power and reactive power while PV genera-
tion produces the opposite effect. The impact of each DER
depends on the infeed transformer demand vs the DER load
demand/generation at each time t . Therefore, in the given
trends, it can be said that phase 1 had the highest EV power
demand and generation on the illustrated day. Similarly, the
same day only a few EVwere charged at phases 1 and 2 while
customers from phase 3 did not charged their vehicles at
home.

VII. DER CLASSIFICATION RESULTS
Several set ups including non-balance data (Section V-A),
balanced data (Section V-B) and variable sliding windows
(Section V-C) are evaluated in this section to provide a clear
analysis of the performance of the NILM method proposed.
The F1 score, defined in (4), was initially used to provide
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FIGURE 2. Per phase electrical values observed at the LV side of a service
transformer in the IEEE European LV test feeder under 20% EV and PV
integration in the network. Data for May 19th, 2017.

a fair overall assessment of the results achieved. Here, the
expected value vector was set as a 0 or 1 meaning the pres-
ence of a particular DER at each time t . Simulations were
performed using Python 3.8.12 and the machine learning
library scikit-learn (version 1.0.1) on an Intel Core i7-8700@
3.20 GHz PCwith 16 GBDDR4 RAM. All experiments were
run on the same machine to get comparable computational
costs. The selection of houses per scenario was completed
using a random seed for reproducibility of the experimental
results as it is shown in Table 9 for EV and Table 10 for PV.

A. HYPERPARAMETER MODEL SELECTION
Data obtained from the simulation in OpenDSS of the
European test feeder is used directly as input of the clas-
sifier and each phase is evaluated independently. Windows
classified as non-DER and DER windows (i.e., when a DER
is not contributing to the aggregated load in a house) are all
passed to the classifiers. Minutely reported values of active
(P) and reactive power (Q), voltage (V ) and current (I ) are
used to train the NILMmodels per phase. For this, the output
vector (y) is formed comparing the threshold value of 100 W
with minutely values of DER power (Pi) to determine if there
is a DER influence (yi = 1) or not (yi = 0) among those
electrical features. A flow chart of the initial configuration of
the proposed NILM method is illustrated in Fig. 3.
A grid search was carried out using the model’s topology

proposed to determine the best value for the hyperparame-
ters of kNN, RF and MLP. Considering the amount of data
involved in the different levels of EV and PV integration,
a preliminary experiment was developed for using a small

FIGURE 3. Flowchart of a NILM method proposed for the identification of
EV and PV electrical signature using individual data from each phase.

TABLE 4. Net EV load per phase associated to each simulated scenario.

portion of the available data with 3 specific scenarios per
DER. Thus, data from scenarios contemplating 10%, 50%
and 100% EV influence as well as 10%, 25% and 50%
PV were used. Results of simulations carried out for hyper-
parameter tuning for kNN, RF and MLP are presented in
Table 11, Table 12 and Table 13, respectively. A summary
of the hyperparameters selected for each machine learning
algorithm used in the upcoming stages of the analysis are
provided in Table 4.

B. SINGLE PHASE IMBALANCED DATA AS INPUT OF THE
CLASSIFICATION MODELS
The process depicted in Section V-A Fig. 3 was used to test
the performance of the machine learning models. In total,
100 scenarios defined for the classification of DER electrical
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patterns from aggregated measurements are tested. Minutely
values of P, Q, V, and I are used directly as inputs for training
and testing the machine learning algorithms.

Using fixed hyperparameters for the machine learning
algorithms, the performance of the NILM method was eval-
uated per phase. In general, classification scores for the EV
load pattern identification exhibited consistent results among
the machine learning techniques. However, performance of
the methods proposed varied depending on the phase under
analysis. This is because by definition the method proposed
observes only one phase at a time, thus translating one
scenario into three independent tasks (one per phase). The
method also exhibited dependence on the amount of load
accumulated on each phase, whichmade easier for themodels
to identify EV load profiles in scenarios presenting high influ-
ence of EV. Since the allocation of EV owners was done ran-
domly and the power consumption of each vehicle changes
among the 15 load profiles used, a better performance was
observed in phases 1 and 2 than in phase 3. This is because
there were more EVs charged at phase 1 and phase 2.

Once machine learning models were tested, the MLP
method was outperformed by kNN and RF. The average
training time per sample (Xi = [Pi, Qi, Vi, Ii]) of the MLP
method was 244 µs, while its average test time per sample
was 2.83 µs. This method provided an F1 score between
0.70 and 0.84 for around 58% of the evaluated scenarios
in the three phases. The kNN method presented average
processing times per sample of 1.51 µs and 25.5 µs for
training and testing purposes respectively. The neighbours-
based method exhibited F1 scores between 0.71 and 0.83 in
61% of the 300 evaluated scenarios (100 per phase). Better
metrics were achieved with RF using the NILM method pro-
posed. In this case, 62% of all simulations reported F1 score
metrics between 0.77 and 0.90 with average processing times
of 188 µs and 19.2 µs during training and test respectively.
Results of the 900 simulations performed with EV as target
of the classification algorithms are summarized in Fig. 4.
In this figure, results are summarized per machine learning
technique and per each scenario of EV integration (from 10%
to 100% in the x axis). It can also be observed the impact of
the proposed levels of PV integration in the network on each
of the scenarios for EV uptake.

Similarly for PV, MLPmetrics were outperformed by kNN
and RF. The neural network-based machine learning tech-
nique provided F1 score metrics between 0.87 and 0.97 for
89% of the simulated cases. This method required 231 µs
per sample for training and 2.82 µs per sample for testing.
With the shortest training times per sample of 1.52µs and test
times of 25.5 µs per sample, kNN outperformed MLP reach-
ing F1 scores between 0.84 and 0.96 for 76% of the evaluated
cases. In the case of RF, the F1 score was slightly better than
the one achieved with kNN. The difference between these
two methods was that kNN only reached 0.95 or above F1
scores for 20% of the cases while for RF more than 53%
of the simulated cases reached or surpassed this metric. The
RF method presented training and test processing times per

FIGURE 4. Classifier performance as function of EV and PV integration
level for the identification of EV demand.

FIGURE 5. Classifier performance as function of EV and PV integration
level for the identification of PV generation.

sample of 145 µs and 13 µs respectively. Results of the
900 simulations performed with PV as target of the classi-
fication algorithms are summarized in Fig. 5. In this figure,
it can also be observed the impact of the proposed levels of
EV integration in the network on each of the scenarios for PV.

C. MULTI-PHASE BALANCED DATA AS INPUT OF THE
CLASSIFICATION MODELS
A disadvantage of the architecture of the NILMmethod eval-
uated in Section V-B consists of the assessment of each phase
as an individual problem. This leads to having low metrics in
a phase where a low level of DER integration is seen while a
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phase with high influence of the same DER presents higher
classification scores in the same scenario. As an example,
see results for EV identification from phase 3 in Fig. 4.
This is because the model is trained with imbalanced data,
which makes the model good to predict true negative values
but lack training to identify true positive ones. Therefore,
a second architecture for the NILM method was evaluated
concatenating the information from all three phases to get one
classification model per DER.

The combination of records from the three phases arti-
ficially increments the size of the data from 1 to 3 years
(1 year per phase). Thus, the new matrix with columns vec-
tors including P, Q, V, I records from the three phases on
the LV side of the distribution transformer are processed to
balance the number of samples as previously introduced in
Section III-C. For this, the percentage of minutely reported
electric variables with DER classified as OFF is compared
with the percentage of values on X corresponding to a 1 in
the vector of expected values y. Subsequently, the class con-
taining the highest percentage is randomly reduced to match
the number of samples on the class with the lower percentage.
As a result, the amount of data passed to the machine learning
algorithms is optimized using representative values from each
of the phases to train themodels for both aggregatedmeasure-
ments with and without a DER. Table 5 provides the number
of windows obtained with a step size of 1 min to highlight the
imbalanced found in the input data. Then, cross-validation is
used to present a realistic performance of the NILM methods
as shown in Fig. 6.

As a result, the identification of EV load signature provided
F1 scoremetrics above 0.50 for all the proposed scenarios and
machine learning techniques. In the case ofMLP, aminimum,
average and maximum F1 score of 0.58, 0.70, and 0.78 were
achieved respectively. The most frequent result was found
from 0.69 to 0.75, representing 76% of the 100 evaluated
scenarios with this method. Similarly, kNN exhibited an aver-
age classification metrics of 0.7 for the identification of EV
electric load patterns. In total, 90% of the evaluated scenarios
provided F1 scores over 0.64 for kNN with 57% of those
results located between 0.69 and 0.73. With a maximum F1
score of 0.81, this metric presented 26% of the results in the
range of 0.73 and 0.77 for the evaluated cases. The minimum
F1 score reached with Random Forest was a 0.02 lower than
the one achieved with kNN. However, this machine learning
algorithm provided an average F1 score of 0.73 and 72% of
the results were observed between 0.70 and 0.80.

Computational times for the classification of EV load
signature were in the order of the µs for both fitting and
testing purposes. The results of the 100 simulations carried
out for each of the machine learning techniques are presented
in Fig. 7. The MLP classifier was the method requiring the
largest times per sample to train the model with 314 µs in
average. This was followed by RF and kNN which presented
computational speeds of 230µs and 2µs respectively. In test-
ing, the models greatly reduced their processing times below
30 µs. However, this time kNN was the slowest method,

TABLE 5. Number of windows per scenario vs discarded input data.

FIGURE 6. Flow chart of a NILM method proposed for the identification
of EV and PV electrical signature combining data from the three phases.

which needed 27 µs per sample in average to make a pre-
diction. Whereas RF needed about 3 µs less than kNN and
the MLP model made projections in an average processing
time just above 3 µs per sample.
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FIGURE 7. Classifier performance for EV identification under several EV
integration scenarios.

FIGURE 8. Classifier performance for PV identification under several EV
integration scenarios.

In the case of PV, F1 scores were bettered in comparison
with the individual assessment of data on each of the phases
with regards to the results achieved for the PV identification.
The implementation of balanced data from the three-phase
system yielded a minimum F1 score of 0.52, 0.79 and 0.86 for
MLP, kNN and RF respectively. In the case of MLP, 80%
of the simulations achieved classification metrics between
0.90 and 0.96. The kNN method exhibited a slightly better
performance than MLP, achieving F1 scores from 0.92 to
0.96 in 77% of the evaluated cases. However, Random Forest
delivered the best performance among the three methods,
reaching F1 score metrics from 0.92 to 0.97 in 81% of the
evaluated cases and at least 10% of these results were higher
than 0.95.

In terms of computational speed, the MLP and Random
Forest presented processing times of 279 µs and 236 µs
for training purposes. This was more than 100 times the
time kNN needed to train the system per sample, which
was nearly 2 µs. In contrast, kNN presented the highest
processing times with 27 µs per sample, while RF and MLP
required 21 µs and 3 µs per sample, respectively. The results
of the 100 simulations completed for each machine learning
technique are summarised in Fig. 8.

D. VARIABLE WINDOW SIZE AND STATISTICAL FEATURES
A third variation of the initial methodology presented in
Section V-A is studied. This time, statistical variables of
sliding windows were used as inputs of the classifiers as
previously proposed in [33]. Electrical features from the
three phases were merged on each scenario to avoid issues
observed in Section V-B. Subsequently, using the threshold
level of 100 W, the vector of 0 and 1 was created to indicate
if there was either EV or PV at each time t . The balance data
process was also completed to reduce the excess of samples
belonging to one class, which leads to higher performance
metrics and lower processing times. The balance dataset

FIGURE 9. Flow chart of the NILM method proposed for the identification
of EV and PV electrical signature from windows of active power statistical
variables.

containing active power records were grouped into sliding
windows of 10 min, 30 min and 60 min. Then, statistical
variables of P within the formed windows were used as inputs
of the load identification stage as defined in section III-D.
Active power was selected in this case because the other three
electrical characteristics (Q, V, and I) did not provide relevant
information to the model when they were transferred to statis-
tical variables. So, minimum (Wi−min), maximum (Wi−max),
Wi−max - Wi−min, mean (W̄i), variance (σ 2), standard devia-
tion (σ ) and kurtosis (Ku) from each window of active power
were used to train and test the NILM model. Consequently,
cross-validation is used to evaluate and to present a realistic
performance of the NILM methods. The flow chart of this
process is shown in Fig. 9.

To analyse the effect of each factor on the identification
of a DER, three levels of integration (10%, 50% and 100%)
are evaluated against variable window size (10 min, 30 min,
60 min) and variable influence from a different DER (PV if
EV or EV if PV). The F1 score metrics obtained from the
implementation of theNILMmethod proposed on this section
for the identification of EV are summarized in Fig. 10.

Regarding thewindow size, it was observed an inverse rela-
tionship between the window width and the performance of
the method. Therefore, the window size of 10 min presented
the best outcome in all scenarios on each machine learning
classifier. In terms of the effect of PV integration, a similar
outcomewas achieved in the previous sections (V.B and V.C).
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FIGURE 10. Classifier performance using statistical variables of windows
of active power for the identification of EV load signatures.

On those sections, a PV integration below 10% contributed
for the machine learning models to provide the best per-
formance scores. Whereas PV integration percentages over
10% contributed to slightly reduce the performance of EV
classification due to higher content of noise in the aggre-
gated measurements. This is more visible for the lowest case
of PV integration (5%) which yields the best performance
metrics for EV identification. The negative effect of the PV
integration in the performance metrics of EV classification
is less relevant once levels of PV over 25% are integrated.
Contrarily, higher number of EV connected to the network
contributes to better performance metrics.

One of the biggest differences with respect to the previous
modification of the NILMmethod (using minutely records of
[P, Q, V , I ] as inputs), relates to the considerable processing
time ofMLP for training purposes. The implementation of the
vector of seven values to train the system, greatly impacted
this metrics going from average training times of around
314 µs to 531 µs per sample. In contrast, kNN and RF
methods presented similar average processing times during
training in comparison with results achieved in Section V-B.
Test times per sample were similar to those observed in
Section V-B for the three machine learning methods.

Similarly for the identification of PV systems, performance
metrics of statistical variables were slightly lower than those
achieved with Xi = [Pi, Qi, Vi, Ii] (minutely records) as
inputs. Higher levels of PV also contributed in this case to
achieve slightly better performance metrics as illustrated in
Fig. 11.

It was observed a small negative impact in the classifica-
tion of PV generation profiles from increasing levels of EV
integration in the network. Regarding window size, the MLP
presented a positive relationship with the windowwidth, thus,
the larger the window the better the F1 score. In the case
of kNN and RF, a positive increase in metrics was observed
with an increase of window size for the 5% PV integration
scenario. However, for higher levels of PV integration (25%
and 50%), the relationship was inversed, and higher window
sizes yielded slightly lower F1 scores. As it was seen for EV,

FIGURE 11. Classifier performance using statistical variables of windows
of active power for the identification of PV generation profiles.

TABLE 6. Average F1 score achieved per machine learning method for the
identification of EV load profiles at distribution level.

processing times of kNN and RF were similar as the ones
achieved in Section V-B. Yet, the higher number of features
used as inputs of the MLP (7 neurons: 7 statistical variables
for active power), contributed to an increase of about 47%
in training processing times. In this case, the MLP required
477 µs in average per window to train the model.

E. SUMMARY OF RESULTS
A summary of the results achieved for the identification of EV
load signatures and PV generation profiles from aggregated
measurements at LV side are presented in Table 6 and Table 7,
respectively. Individual performance and average values of
imbalanced data as input (single phase model presented in
Section V-B), balanced 3 phase data (multi-phase model,
section V-C) and variable window size of statistical features.

VIII. DISCUSSION
The implementation of three main topologies helped to com-
prehend the effect on both performance and processing times
from the data size, quality, hyperparameters ofmachine learn-
ing algorithms, and the models selected.
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TABLE 7. Average F1 score achieved per machine learning method for the
identification of PV generation profiles at distribution level.

First, it was observed that balancing the samples per class
(y = 0 or y = 1), contributed to reduced processing times
and improved performance scores. Similarly, the usage of
the information from the three phases in a scenario of EV
and PV integration provides benefits in terms of a larger
dataset as input for a one unique model of a particular sce-
nario. This increases the quality of the information passed in
the identification stage including higher volume combination
between conventional loads and DER in the network. Both
the balanced data and the 3-phase data merge contribute to
train the machine learning models for more general cases.
Moreover, the selection of hyperparameters also played a
key role in the trade-off between computational times and
performance. For instance, larger number of estimators in
RF and greater number of hidden layers in MLP often lead
to better performance metrics, but computational costs are
increased considerably. Thus, the selection of hyperparame-
ters is essential to balance high performance metrics and fast
processing speeds.

When comparing the identification of PV and EV pro-
files the method presented performed better, and it is more
consistent when identifying PV. This may be related to PV
presenting a characteristic generation profile, both tempo-
rally and between locations, or simply that it is not demand.
Electric vehicle might be more difficult to disaggregate as
it is closer to conventional large power consuming appli-
ances in the residential sector, such as air conditioning or
space and water heating. Additionally, due to the season the
data was gathered, larger training data is obtained for PV
systems.

A. PERFORMANCE
In general, F1 score metrics obtained for PV and EV identifi-
cation from the aggregated measurements on the LV network
indicate that the method proposed can provide a reliable
identification for both types of DER. The topology of the
NILM method presenting the best performance was the one
proposed in Section V-B. This model provided homogenous

FIGURE 12. Overall classification metrics for EV using balanced data of
the three phases to train the machine learning models. For the
classification metrics presented, the closer the results are to 1, the best is
the performance of the model. Although the classification methods
presented similar results, random forest slightly outperform the other
two methods.

performance for the three phases and the lowest overall
processing times for each of the evaluated machine learning
techniques.

The highest classification metrics were observed for sen-
sitive levels of integration of the targeted DER and low
penetration of the other one. For instance, various integration
levels of EV yielded the best metrics when the influence of
PV generation was below 10%. Similarly for PV, the best per-
formance metrics were obtained for low levels of integration
of EV in the electrical network. However, this impact was not
considerable due to it reduced F1 score about 3.4% and 2%
on average for EV and PV, respectively. Therefore, the NILM
model proposed can work under the integration of other DER
electrical profiles in the network.

The importance of the balanced data is confirmed with
the graphical representation of classification metrics such as
ACC , Pr , and Re. Thus, apart from the F1 score, the other
conventional metrics were computed for both EV and PV. The
results obtained for the classification of a DER are presented
in box plots to summarize the 100 cases evaluated. This is
using the balanced dataset of three phases as input of the
model proposed and described in Section V-B. Each box
plot exhibits percentiles where each error bar represents 25%
of the results and the remaining 50% are allocated within
the box. The box plot is divided by a line, which indicates
the median of the data, and the ‘‘X’’ indicates the average
result of each metric. The machine learning models provided
similar outcomes for the classification of EV load patterns
among other loads in the distribution network as presented
in Fig. 12. Excluding outliers illustrated as small dots, aver-
age metrics for the identification of EV systems resulted in
scores over 0.60. Among the machine learning techniques
assessed, RF presented slightly better performance than kNN
that also outperformed MLP with corresponding F1 scores of
0.73, 0.70 and 0.70. Considering the definition of evaluation
metrics, the results indicate that the NILMmethod developed
is better at classifying true negative samples than true positive
ones. This contributes to obtaining high accuracy and preci-
sion, but it does however have a negative impact on the other
metrics.

This demonstrates the importance of the F1 score, which
provides a sensible evaluation of the classification process.
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FIGURE 13. Overall classification metrics for PV using balanced data of
the three phases to train the machine learning models. Slightly higher
performance scores were achieved when random forest was used for the
identification of PV systems.

FIGURE 14. Processing times per sample for (a) training and (b) testing of
EV and PV identification models.

In the case of PV identification, higher performance scores
were achieved, and slightly lower deviations were observed
than those in the identification of EV. This means, the results
obtained were allocated in smaller ranges. Average results
over 90% were obtained in most of the cases, except for
precision in the MLP method. The performance of the three
models was close to one another, with RF overcoming the
kNN and the MLP methods as it was observed in the EV
classification approach. The F1 score was in this case 0.93,
0.91, and 0.89 for RF, kNN and MLP respectively. The effect
of the balanced data can be also observed in this case with
consistent performance metrics providing relatively close
results in all three models. The results for PV identification
are summarized in Fig. 13.

B. PROCESSING TIMES
In Fig. 14 (a) average processing times for training purposes
are summarized per machine learning algorithm, type of data
and DER. From this graph it can be said that in general
the DER does not have a considerable impact on the com-
putational effort to process each sample. However, a slight
increase per sample from the implementation of imbalanced
data to the balanced one was observed. Although, this is
certainly true if one compares processing times per sample,
the smaller size of a balanced dataset contributes to reduced
simulation speeds.

In terms of the machine learning algorithms, MLP
presented the higher processing times per sample with
computational speeds between 314 µs and 231 µs. Random
Forest outperformed these times with speeds between 236 µs
and 145 µs. The neighbour-based method outperformed this
processing times in training stages needing only up to 2 µs
per sample. As it is exhibited in Fig. 14 (b), a different
outcome was observed in terms of processing times for test-
ing purposes regarding the computational effort required for
each machine learning algorithm to process each sample.
In this case, the MLP method outperformed both RF and
kNN, which presented scoring times of up to 3.1 µs per
sample. Random Forest also provided lower times for testing
than it did for training, with scoring times in the range of
13 µs to 25 µs. Not surprisingly, kNN required the longest
computational effort to make a prediction with 26 µs in
average.

C. COMPARISON WITH OTHER SOURCES
The method proposed can be compared to other research
studies in the literature for the identification of PV systems.
ANILMmethod based on statistical features and sliding win-
dows was presented in [35] using high frequency reporting
rates recorded with an OpenPMU instrument [39]. Overall,
classification metrics over 0.95 were achieved. Similarly,
an unsupervised NILM based in agglomerative clustering
was presented in [28] with an overall accuracy of 0.95
in the evaluated periods. Therefore, performance metrics
achieved in Section V for the identification of PV generation
are in range with recent research studies available in the
literature.

The identification of EV systems from aggregated mea-
surements has been analysed in the literature. In the
residential sector a real-time classification method based on
principal component analysis and random forest was pre-
sented in [40] to disaggregate EV loads, reachingmetrics over
0.92. An event based NILM method for the identification
of EV and air-conditioning systems was developed in [27]
with precision and recall metrics that projected scores over
0.6 when analysing several scenarios for their parameter
configuration. An unsupervised NILMmethod was proposed
in [41] for the identification of different charging stages of
several EV with overall metrics for Pr , Re and F1 score
over 0.89. Considering these studies in the literature, the
method based on RF as the classification algorithm pro-
vides slightly lower metrics than previous research studies,
with an overall F1 score of 0.73 for the scenarios evalu-
ated. Therefore, further work is needed to achieve better EV
identification.

The studies mentioned in [28] and [35], for PV and in
[27], [40], and [41] for EV classification were developed at
single customer level, considerably reducing the complexity
of load profile disaggregation. The method presented in this
paper focused on a large group of customers or service area,
which increased the complexity of the problem but also the
application of the solution.
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D. POTENTIAL CONTRIBUTIONS TO DNO
Globally distribution network operators are investigating the
deployment of LV monitors. For example, Western Power
Distribution (WPD) and UK Power Networks (UKPN), two
DNO in the UK, presented outcomes of the technological
study of LV monitors to increase the visibility in the UK
LV networks. The project LV sensors [42] provided relevant
learnings for the development of safe installation policies on
working in substations without interrupting customer supply.
These projects provide a faster approach to effectively reach
a better map of the LV distribution side, complementing
the slow transition from conventional metering devices to
smart meters at customer levels. Yet, to date the focus has
been placed into monitoring network conditions and fault
identification but not active identification of DER on the LV
network.

The identification of DER in the distribution network is
key for the future operation of the electrical system and the
transition from fossil fuel based economic sectors such as
transport and heating to more sustainable ones. The lack of
updated records of DER at LV levels enlarges technical issues
due to their fast and variable dynamics. Thus, DNO are driven
to implement less efficient investments in the network infras-
tructure such as conventional infrastructure reinforcement.

The use of NILM methods for the real time DER iden-
tification at the LV side of a distribution transformer pro-
vides benefits that can be grouped into technical, economic,
social, and environmental [43]. First, active identification
and localisation of DER contributes to enhanced network
planning and operation. The identification of critical sections
of the network, with large percentages of DER enables DNO,
to implement innovative techniques such as flexibility and
active load management. It also informs investment decisions
for critical network infrastructure, supported by better DER
uptake projections and network capacity. As a result, better
DER allocation can be achieved with reduced network con-
straints and more effective control strategies, increasing LV
networks flexibility and resilience.

A better utilization of electrical network assets contributes
to efficient network investments, benefiting all electrical net-
work stakeholders. For DNO, better network maps enable
predictive and preventive maintenance instead of reactive
maintenance. This reduces reparation costs and contributes
to a better utilization of personnel. It has also been demon-
strated that NILM methods contribute to energy savings for
customers [1]. This combined with participation on variable
pricing schemes contributes to reducing customer energy
bills.

The real time identification of DER on the LV network
increases the reliability of the electrical system. Conse-
quently, power outages can be reduced and with more effi-
cient network interventions the quality of the electric system
can be improved. The location of DER also enables DNO to
implement solutions to reduce energy poverty and promote a
fair energy service. Thus, avoiding innovation and reinforce-
ment costs to customers without a DER.

TABLE 8. Relation of loads with EV, PV, and location in the network.

In the end, all thementioned benefits achieved at utility and
customer level, contribute to a reduced carbon footprint for
the electrical system. The optimization of electrical network
assets, promoting a higher integration of low carbon loads and
distributed generation on the LV network, provides a better
utilization of available renewable energy resources. This goes
in line with current global targets to achieve carbon net zero
by 2050.

E. LIMITATIONS
The input data proposes challenges to the NILM method for
the identification of PV electrical generation patterns and
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TABLE 9. Houses with EV in the LV network per scenario.

TABLE 10. Houses with PV in the LV network per scenario.

TABLE 11. Hyperparameter grid search for kNN as classification method.

reduces the complexity for the model to disaggregate EV
load profiles. In the case of PV, peak demand of a house
will determine the peak generation of a particular PV system.

TABLE 12. Hyperparameter grid search for RF as classification method.

TABLE 13. Hyperparameter grid search for MLP as classification method.

Thus, one PV system can have smaller or larger peak gen-
eration depending on the maximum power consumption of a
particular household. For example, the PV system with ID
370 used for houses 1 and 9 will have a peak demand of
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3 kWp and 4 kWp respectively. The integration of a different
EV to each house also increases the variability of the data
for the NILM model to disaggregate PV generation profiles.
In the case of EV classification, the integration of the original
EV load profiles reduces the variability of the data when the
NILM model aims to disaggregate EV power consumption
from aggregated measurements. To avoid overfitting identi-
fication models, the integration of PV generation with high
variability combined with different household load profiles,
contributes to minimise the lack of enough independent EV
electrical patterns.

This highlights the importance of establishing collabo-
ration projects between academia and industry. This could
contribute providing large datasets to train and test NILM
models. Additionally, machine learning algorithms could
learn specific customer patterns of focus areas (such as a
city, a country) leading to improve performance metrics of
NILM methods. Thus, performance metrics of NILM could
be improved.

IX. CONCLUSION
The aim of this work was to propose a NILM method based
on conventional machine learning algorithms such as kNN
and RF. Additionally, a multilayer perceptron was also used
to analyse its performance for classification purposes. Three
topologies of the NILMmethod proposed were evaluated and
results of 2,724 simulations were analysed. The supervised
NILM method was tested for the detection of DER electrical
patterns under several penetration scenarios of EV and PV
systems during 1-year of data at 1 min reporting rates. A con-
siderably higher performance was achieved for the identifi-
cation of EV load profiles (average F1 score of 0.73) and PV
systems (average F1 score above 0.93). This was obtained
using balanced data of the three phases of the distribution
transformer as inputs of the classifiers. Considering report-
ing rates defined for monitoring infrastructure in secondary
substations at distribution levels, the results achieved under
314 µs confirm the feasibility to implement the methodology
proposed for real-time identification of DER.

The metrics obtained in the application of the NILMmeth-
ods on the LV side of distribution transformers relate to those
presented in previous literature and serve as a base line for
future methods aiming for higher performance scores. In the
case of PV systems identification, metrics exceeded the range
of previous literature applied at household level (e.g., F1 =

92% in [35]). Thus, proving outstanding performance for
PV identification. Further improvements are however needed
to increase performance of the models proposed for both
DER but specifically for EV identification. The work can
be expanded in the future to evaluate regression models and
predict load demand/generation from a specific DER in the
LV network.

All in all, the high results suggest that the NILM method
proposed is valid for the purpose of identifying DER (e.g.,
EV and PV systems) in power networks serving a group of
customers in the residential sector. Thus, the method could be

replicated by distribution network operators to increase the
observability of LV distribution networks. This contributes
to more efficient planning and operation of LV networks,
enhanced control systems, optimised network investments,
and maximises the usage of renewable energy resources
towards the decarbonization of the electrical system.

APPENDIX
See Tables 8–13.
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