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ABSTRACT Standard inspections of buildings are not always possible because of human flaws in
prediction. Hence, we need more stable, scalable, and efficient automated processes. Structure Health
Monitoring (SHM) is one of the automation systems for forecasting potential losses in building structures.
This article suggested how to monitor the strength status of buildings by using Hybrid Machine Learning
Technique (HMLT). HMLT contains two-hybrid procedures. One for identifying the most significant features
in Dataset using Hybrid Feature Selection Method (HFSM). HFSM uses the combined features of Mutual
information (MI) and Rough Set Theory (RST) for feature selection. Another method is optimized classifiers
such as Support Vector Machine (SVM) and Artificial Neural Networks (ANN) are used for the classification
and predicting the accuracy i.e. predicting the strength status of buildings. Now the proposed method is
applied on Earthquake Damage Dataset (Gorkha Earthquake in April 2015). Training and 10- fold cross-
validation procedure pragmatic to features. Then the performance of proposed method has been evaluated
using the Fl-score and accuracy metrics and get 91% and 92% respectively. Finally, the result analysis
demonstrates the importance of the proposed approach in predicting the status of the building strength.

INDEX TERMS KNN: K-nearest neighbors, RF: random forest, GBM: gradient boosted machines, SVM:
support vector machine, ANN: artificial neural networks, HMLT: hybrid machine learning technique, SHM:
structure health monitoring system, HFSM: hybrid future selection methodology.

I. INTRODUCTION

The definition of an Earthquake is the vibration of the earth
or the pulsating of the ground. Natural, human-made, and
artificial/induced seismicity are some types of earthquakes.
Natural Disasters generates the damages in civil-infra-
structures. Rathnaweera et al. [1] and Cremen et al. [2] pre-
sented the percentage of earthquakes that occurred in natural
is 0-89%, and the remaining 0-9% belongs to human-made
hazards/other issues. In recent years, the damage rate in the
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buildings and their structures are increased rapidly because
of environmental changes and human errors. Early detection
of disasters mitigates the damage rate as well as death rate.
The abnormal changes in Animal Behavior [3], Temper-
ature [4], [5], Lunglin-1976 and Przhevalsk -Russia 1970,
Water Levels [6], [7], Earthquake in 2016 at Kumamoto),
Velocity of P-wave (Vp) and Velocity of S-wave (Vg), use
as instances for early detection of disasters. “Damage” can
be defined as the changes in the properties of the building
structures, boundary environments and system connectivity
such as geo-metric and/or material. It shows the unsympathet-
ically impact on the performance of the model. In the opinion
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TABLE 1. Building damage levels for earthquakes.

earthquake-1985 Scale (EMS)-983

EVENT-YEAR ORGANIZER TYPE OF | NUMBER OF | NAMES USED
BUILDIN DAMAGE NAM
GS LEVELS E
Mexico Architectural  Institute  of | All types™ 6 "No-damage", '"Negligible-damage", "Slight - | Ranks
earthquake-1985 Japan damage", "Moderate-damage", "Major-damage",
& "Collapse"
Hyogo-ken Nanbu | Japanese PMO(Prime- | wooden 4 “No-damage”, “Moderate-damage”, “Heavy- | Grade
earthquake-1995 Minister’s-Office) framed damage”, and “Major-damage”.
buildings
Indian Ocean European Macro Seismic | All types” 4 "No/slight damage", “‘Moderate damage", | Grade
Tsunami at Sri scale (EMS)-98 “"Heavy damage’ ‘and "*Complete damage".
Lanka-2004
Mexico Ministry of Land, | All types™ 6 "Nodamage","Minor","Moderate","Major","Com | Ranks
earthquake-1985 Infrastructure, Transport and plete","Collapsed","Washed Away"
Tourism (MLIT)
Mexico Federal Emergency | All types™ 4 "Slight", "Moderate", "Extensive", "Complete". Grade
earthquake-1985 Management Agency
(FEMA)
Mexico European Macro  Seismic | All types™ 6 "No damage", Grade

"Slight damage", "Moderate Damage", "Heavy
damage", "Very heavy", "Destruction".

of Yao et al. [8] “damage” is defined as the strength of the
buildings decreasing due to the impact of load, human, and
environmental errors. If the change is less than the threshold
limit then structures are considered as damage-free; other-
wise, damage is observed in the structure of the building.
Kirkegaard et al. [9] defines the different Damage Levels
(LE),

LE-1: Assesses the presence or occurrences of damage in
the building structures.

LE-2: Estimates the place or location of the damages in the
structures.

LE-3: Speaks about the damage impact or severity in the
structures.

LE-4: It declares that the leftover the provision of the
structure (lifetime of structures).

In 2011, triggered the Earthquake with the nine-magnitude
at the northern place of Japan. The name is called GEJET-
Grate East Japan Earthquake, affecting the number of build-
ings and showing a very dangerous impact on humans [10],
[11], [12], [13], [14], [15]. Table-1 shows that different
types of damage levels, names defined by the organizers
followed by the event year, type of buildings, and used
name [18]).

The below Table-2 shows that Grade Descriptions with
respect to the grade numbers, sample diagrams with dif-
ferent shapes in Building structures. If building structures
are experienced the natural disaster like Earthquake. Each
structure is defined as the name of the damage type based
on the above standards. SHM is one of the most robust
automatic predicting framework for finding building strength
status based on the earthquake damage dataset. In this arti-
cle, our contribution is Hybrid Machine Learning Technique
(HMLT), measuring the strength status of buildings using
Two-Hybrid methods, one for Feature Reduction Selection
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Method (HFSM) and another for Classification and Damage
Prediction.

The organization of this article is as follows: In section-II,
discusses the reasons for why we take this problem (Related
work). Dataset Visualization and what is the impact of Dam-
age Grade with other features in the Earthquake Damage
Dataset in Section-III. In Section-IV develop the Algorithms
for implementing the Two Hybrid Models and Proposed
Methodologies are explained in section-V. Finally, the result
analysis is shown in Section-VI. In section-VII presents the
conclusions and future scope.

Il. RELATED WORK

Due to Natural disasters the abnormal changes are done
in strength status of buildings. So SHM considered as the
useful automation tool for estimating the health status of
the structures and evaluate the building damage levels (LE).
Machine Learning-ML, Artificial Intelligence-Al, and Statis-
tical Techniques such as ANN, genetic algorithm-GA, SVM,
and Principal component analysis-PCA methods are used
for estimating structural, damage levels in civil structures.
Debnath et al. [16] analysed the impact of earthquakes in
India by using ML classifiers and develop the vibration-
based-SHM model for forecasting strength status of the build-
ings based on the damage datasets. Train the model with
seven different ML Classifiers and also completed the anal-
ysis with six different datasets and regions in India then the
results says that the investigated method is more suitable for
forecasting strength status of the buildings.

Luetal. [17], done a simple re-review on civil engi-
neering problems, the reviews done based on the Al
Saengtabtim et al. [18] completed the Predictive Analysis on
the 2011 Great East Japan Tsunami for the Building Damage
Using DT (Decision Tree).
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TABLE 2. Grade descriptions.

Example Diagram N(flrrig:r Grade Description Status of Building
Grade-1 No Damage No Need to Monitoring
Grade-2 Moderate Damage Need Monitoring
Grade-3 Substantial to Heavy Damage. Need Monitoring
Grade-4 Very Heavy Damage Replace is Need
Grade-5 Destruction or Collapse Replace Wiﬂ;\;::(;v Building is

Bao et al. [19], Developed the Novel Structural Health
methodology based on immeasurable monitoring infor-
mation. Bao et al. [20], suggested that Machine-Learning-
Structural Health Monitoring (MLSHM) for predicting the
status of strength of the building.
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Adeli et al. [21] revised the work, integration of ANNs
with various paradigms, such as GA, fuzzy logic, and
wavelet analysis. Meng et al. [22], inveterate or deep-rooted
the unassailability of using metaheuristics-optimization
problems.
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Dave et al. [23], suggested the method for estimating the
faults in bearing. The vibration signals are used for predict the
bearing faults, for feature selection used the mutual informa-
tion feature ranking method, and for accurate calculation used
ML classifiers. Tenfold cross validation procedures applied to
all ranked features and training them. This method estimate
the bearing faults, but SVM and ANN gives the accuracy
decreases based on the ranked features, 90% and 89 % with
21 and 12 ranked features are observed and training, low-
est accuracy witnessed of 50 % with ANN, 62.5 % with
SVM and only one ranked feature followed, one ranked
feature respectively. When cross-validation is performed then
the minimum accuracy observed is 59.3 %, 62.5 % with
ANN, SVM, respectively with one, one and thirteen features
respectively. The maximum ten-fold cross-validation accu-
racy achieved is 98.43 % with seven ranked features.

Ahadzadeh et al. [24] recommended a methodology that
applied social media data for the earthquake damage assess-
ment at the county, city, and 10km grids scale using Naive
Bayes, support vector machine (SVM), and deep learning
classification algorithms. Using these methods to classify the
messages as damage and non-damage called binary classi-
fication. For accumulative the awareness on the post crisis,
situation author suggested that multi-classification of mes-
sage. Using metrics of ML (accuracy, precision, recall, and
F-score), classification was evaluated. In the binary classi-
fication (multi-class classification), the SVM algorithm per-
formed better in all the indices, gaining 71.22% (90.25%)
accuracy, 81.22% (88.58%) F-measure, 79.08% (84.34%)
accuracy, 85.62% (93.26%) precision.

Hongfang et al. [25] suggested that hybrid method for fea-
ture selection called CCMI (Mutual Information with Corre-
lation Coefficient). CCMI are used to select a feature subset
that is highly relevant to the class and has low redundancy
between features. Basically MI are used for to measure the
relationship between the class-label and features and between
features and features (filter out more redundant information).
Correlation Coefficient (CC), assesses the degree of redun-
dancy between features and measure the importance of redun-
dant items in the evaluation function and also use the principle
of minimization for evaluation criteria. CCMI method are
applied on 12 types of datasets and observed that this method
gives the better classification accuracy Steppe et al. [26] sug-
gested that hybrid feature selection method called Rough-Set
with Mutual Information-RSMI. RSMI is used for selecting
the most significant features from the dataset. These features
are used for getting better results but the problem is, applied
on linear only. Kwak et al. [27] implemented the Mutual
Information with Feature Selection MIFS method for feature
selection worked on non-linear problems then enhance this
to MIFS-U gives the higher accuracy with compared to other
feature subset selection methods.

Srivastava et al. [28] implemented the hybrid model called
Fuzzy-RST (FRST). The Fuzzy Set Theory contains the
t-norms and t-conforms, used for select the optimal fea-
tures. Srivastava et al. [29] implemented hybrid techniques
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for classification problems called Rough-SVM. RSVM are
used for data classification. Now this method is compared
with SVM, ANN and KNN got better accuracy.

Ulrike et al. [30] developed the Hybrid Method called
Damage Index Method—DIM for Damage Identification util-
ising Artificial Neural Networks-ANN. Zuowei et al. [31]
defines, an integrated method called RST with ANN used
for predicting the damage and this method is enhancement
of the MIFS. Many research work included ML techniques
for prediction [52], [53], [54], [55].

In my previous works, first completed the com-
parisons between five different classifiers applied on
earthquake-damaged dataset for predicting the damage lev-
els of buildings [32]. Next, the number of features in the
dataset is one of the issues to reduce the accuracy. So using
hybrid feature reduction method (MI&RST) to get the max-
imum accuracy at the same time to minimize the time
for constructing the model [33]. For getting better results
implements, the hybrid method for estimating the damage
levels of the buildings called Rough-SVM and Rough-ANN,
used for Feature Reduction and accuracy of classifiers. RS-
SVM is used to classify the structures, and RS-ANN is
used to predict the damage levels. This method applied on
earthquake-damaged datasets, got the accuracy of 90% [34].
In the next contribution we implement the hybrid method
for both feature reduction (MI4-RST), classification and pre-
dicting the damage levels in the earthquake damage datasets
(RAS-method) [35].

In all my works, uses the one automatic tool called SHM
and maintain one working procedure for Damage Predict-
ing as shown in below Figure-1: Figure-1 shows that, the
total workflow for damage forecast. This system contains
two steps, namely pre-processing step and the Damage pre-
dicting step. First, create the dataset that gathered desirable
information from sensors. For identification of most signif-
icant features from the dataset use various feature reduction
methods (Pre-Processing step). ML classifiers are used for
classification, with our objective predicting the damage level
of the buildings.

Pre-processingstep
Sensor-1 (Rough Set, Mutual
Information)

Machine Learning
Algorithms

<Q
)

Earthq Sensor-2 ? Damaged
uake Data

signals Sensor-3 Sensing Data from
n-sensors Damage/Und
amaged Data
Sensor-4
fromPre-
processing Un-Damaged

Step Data

Data.,,

Pre-processing step
(Feature subset
Selection)

Input
Sensor-n

Building structures
having n-sensors

Pre-ProcessingStep Machine Learning Algorithms ~ Damage Predicting Step

FIGURE 1. Work flow for the damage predicting system.

In the next section discussed about the Dataset Visual-
ization [36], in this paper, implemented the Hybrid Feature
Selection Method (HFSM) for choosing better Feature and
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Hybrid Pipeline Technique for getting better results, increas-
ing prediction accuracy.

Ill. VISUALIZATION OF DATASET

In this section, we explain about the Multi-Class Supervised
learning problem to predict the damage classification and
strength status of buildings from the Earthquake Damage
Dataset. Here we considered the Earthquake Damage Dataset
with the magnitude of 7.8, occurred at the Gorkha district of
Gandaki Pradesh, Nepal in 2015. Almost 0-8999 lives were
lost and $10 billion loss. Next we explain about the Dataset
Information.

A. DATASET INFORMATION

Dataset contains 30 features. Dataset contains 30 features.
Dataset has 762106 rows and 30 columns of information; one
of the fields is our target variable, which is called ‘Damage
Grade’ and it contains the two types of variables called cat-
egorical variables and Numerical variables. The categorical
variables are District, Land surface type, Foundation type,
Roof type, Ground Floor type, other Floor type, position,
building shapes, plan configuration and condition in Dataset
and Numerical variables are number of room, age of the
building, height of the buildings and attributes starts with
“has-prefix”” in Dataset before, after Earthquake.

B. DATA REFERENCE

Dataset has 762106 rows and 30 columns of information;
one of the fields is our target variable, which is called ‘dam-
age_grade’. The target variable has five classes, labelled
‘Grade 1’:‘Grade 5°, which each represent the different scale
of damage sustained to the building.

The below Table-3 shows that most of the data is fully
intact; there are a handful of columns whose fields are not
fully populated. As there are only a small number of missing
entries, these will be dropped from the data frame; only
12 observations are dropped in total.

TABLE 3. Data reference contains index and count.

S. No Index Count
14 position 1

15 plan_configuration 1

28 damage grade 12

29 technical solution proposed | 12

The following section explain about the Exploratory Anal-
ysis between the Damage Grade (Target feature) and features
(Categorical and Numerical variables) in Earthquake Damage
Dataset.

C. EXPLORATORY ANALYSIS

To start, we look at the distribution of the target variable, and
we can see the occurrences of each grade increases with the
classification. Such that Grade 5 occurs the most frequently in
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the Dataset while Grade 1 appears the least frequently. As this
is a classification problem, we can see that it is unbalanced,
with different grades accounting for very different propor-
tions of observations. The below Figure -2 shows that the
Distribution of Damage Grade.

Distnbution of Damage Grade

FIGURE 2. Distribution of damage grade.

D. CATEGORICAL VARIABLES

The output below shows the non-numeric fields in Dataset.
These variables will be explored in turn to understand how
they relate to the damage grade classification. The first vari-
able to analyze is the district; from the plot below the most
districts are spread relatively evenly across all damage grades.
There are a few examples of districts that are mostly associ-
ated with grade 5. The Figure-3 shows that Distribution of
Damage Grade by District.

Distribution of Damage Grade by District

District
28 2%

Damage Grade

FIGURE 3. Distribution of damage grade by district.

The plot below Figure-4 shows that the association
between Land Surface Type condition and damage grade.

The next categorical variable is ‘‘Foundation type”.
There are five entries in the foundation type, Mud
mortar-Stone/Brick, Bamboo/Timber, Cement-Stone/Brick,
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Distribution of Damage Grade by Land Surface Type

4.0%

. Grade 1
. Grade 2
o Grade 3
. Grade 4

Grade 5

Percentage of Buildings

B M
|

Flat Moderate slope Steep slope

Land Surface Condition

FIGURE 4. Distribution of damage grade by land surface type.

RC (Reinforced Concrete) and other. The below Table-4
shows that different types of Foundation Types among all
the 5™ option being a grouping of less popular options. The
below Figure-5 shows the Distribution of Damage Grade by
Foundation Type and Visually this variable appears to have
some degree of predictive power.

TABLE 4. Different types of foundation type.

Mud mortar-Stone/Brick 628705
Bamboo/Timber 57472
Cement-Stone/Brick 39245
RC 32120
Other 4552
Distribution of Damage Grade by Foundation Type
; m Grade 1

‘ = Grade
-3 = Grade 4
{ Grade 5
@ . 1
v |
i ‘ -

y & Q ¢ )

Foundation Type

FIGURE 5. Distribution of damage grade by foundation type.

According to the “roof type variable”, there are three dif-
ferent types of roofs, Bamboo-Timber/ light roof, Bamboo-
Timber/ heavy roof, RCC (reinforced cement concrete)/RB
(Reinforced Brick)/RBC(Reinforced brick concrete). The
vast majority of buildings have the Bamboo-Timber/ light
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roof, but there are still over 200k buildings with timber heavy
and just over 5k with RCC. The spread of building between
roof type and Damage Grade is quite similar for the types
with Bamboo and timber. Roof type RCC actually is most
commonly associated with grade 1 and then 2. It is minimally
associated with grades 4 and 5. The below Figure-6 shows
that Distribution of Damage Grade by roof type.

Distribution of Damage Grade by Roof Type

-4

Bamboo/Timber-Light roof

Roof Type

RCC/RB/RBC -

Damage Grade

FIGURE 6. Distribution of damage grade by roof type.

There are multiple types of ground floor material used
across the buildings, one the most popular is Mud, which can
be seen below. RC and Brick are distant second/ third place
but occur quite frequently. The below Table-5 indicates that
the different types of ground floor material.

TABLE 5. Types of ground floor material.

Mud 618205
RC 73149
Brick/Stone 66093
Timber 3594
Other 1053

The below Figure-7 shows distribution of damage by
Ground Floor Type.

The two outputs (Table-6 (Distribution of Damage % Over
the Other Floor Type) & Figure-8(Distribution of Damage
Grade by Other Floor Type)) below are focused on the
‘other_floor_type’ variable; see that timber bamboo mud is
a very common flooring material, existing in over 63% of
homes. There is also an option called not applicable, indi-
cating that some buildings only have a ground floor, which
might be worth creating a feature to extract.

The next variable is ““‘Position’’, the instances of this vari-
able is Not attached, Attached-1 side, Attached-2 side and
Attached-3 side. The association between position and Dam-
age Grade of buildings differs less when compared with No
attachment and buildings with an attachment on one side. The
below Figure-9 shows that the Distribution of Damage Grade
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Distribution of Damage Grade by Ground Floor Type

Brick/Stone

Other

Ground Floor Type

RC

Damage Grade

FIGURE 7. Distribution of damage grade by ground floor type.

TABLE 6. Distribution of damage % over other floor type.

TABLE 7. Comparsion between non-attachment and with attachment.

Not attached 0.793134
Attached-1 side 0.169836
Attached-2 side 0.035311
Attached-3 side 0.001719

The plan configuration represents the building’s general
shape, and the below Table-8 shows that the ten different
types of plot shapes. The most popular type of plot shape is
rectangular, followed by square and then L-shape gives that
in the Figure-10.

TABLE 8. The ten different types of plot shapes.

Rectangular 731246
Timber/Bamboo-Mud 0.638907 Square 17576
i L-shape 10079
Timber-Planck 0.162216 T-shape 969
Not applicable 0.155914 Multi-projected 940
RCC/RB/RBC 0.042963 Others 518
U-shape 448
E-shape 140
Distribution of Damage Grade by Other Floor Type Bulldlng Wlth Central COuI’tyaI'd 98
" H-shape 80

o &

Percentage of Buildings

1 i
N

Other Floor Type

FIGURE 8. Distribution of damage grade by other floor type.

Distribution of Damage Grade by Position

25.0%
. -
15.0% ‘
10.0%
50%
0.0% g g g
¢ ¢ ¢ N
Ki Ky K4 &
fod 3 &
&
K

Percentage of Buildings

& & &

r r &

¢ ¢ ¥
Position

FIGURE 9. Distribution of damage grade by position.

by Position. Table-7 shows that the Comparison between with

2 and 3 side attachments and without attachments.
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= Grade 1
. Grade 2
e Grade 3
= Grade 4

Grade 5

= Grade 1
== Grade 2
W Grade 3
. Grade 4

Grade 5

Distribution of Damage Grade by Plan Configuration

1§ 9

Building with Central Courtyard o
E:shape 3 il

H-shape
:shape -3
Multiprojected

(thers -

Rectanqular

Plan Configuration

Square
Tshape

(kshape

b Gl
0 0 0 0 0

Damage Grade

FIGURE 10. Distribution of damage grade by plan configuration.

The condition field appears to evaluate the standing of
the building after the Earthquake. Unfortunately, there are
several common recordings, all pointing towards some form
of damage (only 8% were not damaged). Now the below
Table-9 illustrations that the Damage Parameters Range and
the Damage Repair Range in Table-10.

26447



IEEE Access

Vishnu Vardhana Rao M. et al.: Monitor the Strength Status of Buildings Using Hybrid Machine Learning Technique

TABLE 9. Damage parameters range.

Damaged-Not used 207968

Damaged-Rubble unclear 125650

Damaged-Used in risk 123843

Damaged-Repaired and used 107791

Damaged-Rubble clear 102191

Not damaged 61139

Damaged-Rubble Clear-New building built | 33130

Covered by landslide 382
TABLE 10. Damage repair range.

Reconstruction 470219

Major repair 129415

Minor repair 110605

No need 51855

The final categorical variable identifies the scale of dam-
age caused to the building into four groups going from no
need to intervene to complete reconstruction. The majority
of buildings required reconstruction or some degree of repair.
The plot shows a nice pattern, ultimately Grade 1 buildings
not requiring any intervention, grades 2 and 3 requiring
minor and major repair respectively, and then grades four and
5 requiring reconstruction. The Table-11 shows that the all
parameters statistical ranges. The below Figure-11 shows that
the Distribution of Damage Grade by Condition.

Distribution of Damage Grade by Condition

Dama

Damaged-Rubble ¢

S
]

Damage Grade

FIGURE 11. Distribution of damage grade by condition.

E. NUMERICAL VARIABLES

In this Section, exploring the relationship between damage
grade and the numerical variables. From the dataset the fol-
lowing are the Numerical variables: variables, which have the
‘has’ prefix, Building age, Number of rooms and Height of
Building. The output below shows the descriptive statistics
about the numerical variables in our Dataset. The first thing
to notice is that all the variables, which have the ‘has’ prefix,
are binary variables. Building age has an 8-year gap between
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the mean and median, and the maximum value that the age is
recorded as 999 years old.

The plot below looks at the number of rooms a building
had before and after the Earthquake. Focusing on the left plot
(before Earthquake) it shows the distribution of rooms that
building had. Focusing on the right plot (after Earthquake);
we can see a pattern that higher dam age grades associate
to lower distribution of rooms than befo re. (Figure-12).
In Figure-13 shows that the ECDF (These graphs require
continuous variables and allow you to derive percentiles and
other distribution properties. This function is also known as
the empirical CDF or ECDF. If you measure the same charac-
teristic in multiple samples, you can use empirical CDF plots
to compare the sample distributions. Empirical Cumulative
Distribution Function) for Building age.

Comparison of Rooms per Building Pre & Post Earthquake by Damage Grade
Before Earthquake After Earthquake

(] (]

' (] {) '
' ‘ ( ] '
] ] [} (] '
] ] L] ] ]
] ] ] ] ]
] ] ]

RS

Grade 4 Grade 5

] '
' ‘ '
] ] ]
] L] ]
] L] L]
] ] L]
] L]

-

Grade 2

mber of Rooms

Grade 3 Grade 4 Grade 5 Grade 1 Grade 2 Grade 3
Damage Grade Damage Grade

FIGURE 12. The plots of empirical cumulative distribution for the
Building’s age split by damage grade.

ECOF fo Bulding Age

filtered Dataset

Complete Dataset

il //,

of Buildings

== Grade ]
== (rade2
Grade3
== (rade 4
Grade 5

u u"u 00 1000

Buiding Age (Years)

f | == (Grade 1
I = Grade2
I Grade3
) == (rade 4

Grade 5

R T

Bulding Age (Years

FIGURE 13. ECDF for building age.

The plot below (Figure-14) shows the distribution of the
building’s plinth area by grade. Ignoring the height of the bars
between grades, we can see that the building area generally,
has the same distribution with a peak of 250 sq. ft.

The plot below (Figure-15) shows the distribution of build-
ing heights before and after the Earthquake by damage grade.
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TABLE 11. All parameters statistica ranges.

Parameters Mean Std Min 25% 50% 75% Max
count_floors pre eq 2.087787 0.6551 1 2 2 2 9
count_floors_post_eq 1.25205 1.06328 0 0 1 2 9
age building 24.325031 65.0346 0 9 16 27 999
plinth area sq ft 406.67367 226.78 70 280 358 470 5000
height ft pre eq 16.049424 5.4939 6 12 16 18 99
height ft post eq 9.868785 8.57422 0 0 11 16 99
has_superstructure_adobe mud 0.042402 0.2015 0 0 0 0 1
has_superstructure mud_mortar_stone 0.800269 0.3998 0 1 1 1 1
has_superstructure stone flag 0.035122 0.18409 0 0 0 0 1
has_superstructure_cement mortar_stone 0.015816 0.12476 0 0 0 0 1
has_superstructure_mud_mortar_brick 0.022962 0.14978 0 0 0 0 1
has_superstructure cement mortar brick 0.071527 0.2577 0 0 0 0 1
has_superstructure timber 0.25877 0.43796 0 0 0 1 1
has_superstructure _bamboo 0.080484 0.27204 0 0 0 0 1
has_superstructure rc_non engineered 0.039794 0.19548 0 0 0 0 1
has_superstructure rc_engineered 0.016386 0.12696 0 0 0 0 1
has_superstructure other 0.012026 0.109 0 0 0 0 1
oo ke Comparonof o e g e sttty Damge re
(nde] (rede Giraded (raded (rade §
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FIGURE 14. Distribution of Plinth Area by Grade.

For damage grades 1-3, the general distribution building
heights are unchanged between before and after the earth-
quake Damage grade 4 displays a slight reduction in height
between the two time periods, while damage grade 5 drops
to zero for the bulk of the distribution, indicating that these
buildings completely fell down.

The below plot shows (Figure-16) that summarization of
the occurrence of each of the superstructure variables.

In this next section, explain about the proposed model
called Hybrid Future Selection Methodology (HFSM) for
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FIGURE 15. Comparison of rooms per building pre & post earthquake by
damage grade.

finding the abstract features. HFSM contains two methods:
Mutual Information (MI) and Rough Set Theory (RST).
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. Grade 1 Grade 2 Grade 3

Grade 4 Grade 5

FIGURE 16. The plot summarizes of the mean occurrence of each of the
superstructure variables.

IV. BUILT IN METHODOLOGY

In this section, explain about Built-in methods for feature
subset selection, classification and predicting strength status
of the buildings.

A. FEATURE ENGINEERING
Before applying the model on the dataset, the most important
step is to examining the data. This increases the efficiency
of the model. Basically, the examining of data can be done
by using any pre-processing step. Pre-process the data gives
the better results and increases the efficiency of the model.
The following are the procedure for pre-processing. There
are two files, which contain the features of different proper-
ties of the problem, but these are used for problem solving
or training a model. So, merge data with the train data,
which helps us to build a robust model (Data Merging). The
data is not balanced, which affects the model’s accuracy.
So “SMOTE” algorithm used to make the data balanced in
all the classes. Also, convert all the non-numeric columns into
numeric columns (Data balancing). The missing values in
the Dataset create confusion and affect the results. Therefore,
as per the intuition, those values are filled using zero (Missing
values). If there are two or more columns that are highly
correlated with each other, then it really affects the model’s
accuracy. So, removed highly correlated columns from the
data (High-Correlated). If there are duplicates in the training
data, then there is a high chance of overfitting, which affects
the accuracy of the model or method when tested on new data.
So, removed duplicates from the data (Duplicate Attribute).
If there are any constant columns in the Dataset, there is no
use to use that feature to train the data (Constant values).
Now, in this paper, we proposed a Hybrid Future Selec-
tion Methodology (HFSM) for finding the abstract features.
HFSM contains two methods: Mutual Information (MI) and
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Algorithm 1 Pre-Processing (Mutual Information)
INPUT:

n
Data Set ID; = >_ A;
i=0
Where
A is the instances of the attributes andi =0, 1, 2, 3..... n.
n is number of elements in the Dataset ID;.
OUTPUT:
Data set with most Co-related and ranks with in the threshold
value and Data set with Low approximate value.

where m is the number belongs to how many elements are
reduced from the ID;.
STEP-1:

n
Take ID; = ZAl-as input
i=0
STEP-2:
Find the most co-related among the attributes using the fol-
lowing formula.

pb(p, q)

MI(p, b(p, q)log —————
@.9) D> pb(p.q) 8 ) b @)

p=ngq=n

Here,
pb (p, q): Represents the Probability of p over q.
pb (p): Represents the Probability of p.
pb (q): Represents the Probability of g.
STEP-3:
For each attribute in the ID;

Assign Ranks(R) based on Correlated values obtain in
step-2.
STEP-4:
For each attribute in the ID;

Fix the Threshold values (TV).

STEP-S:
For each attribute in the ID;
If R<TYV then
n—m
Sendto OD; = > A,
j=0
Else
m
Send to remove set RM; = Z R;
=0
STEP-6: stop.

Rough Set Theory (RST). MI gives how much a parameter
is correlated to the other parameters in the Dataset. The RS
pattern helps us to find the approximate value between the
screen parameters.
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Algorithm 2 Pre-Processing (Rough Set Theory)
STEP-1:

n
Take ID; = > A; as input with n attributes,
i=0

Where

‘A’ is the attribute name and ‘i’ is the index or instances.
STEP- 2:

The Decision System (DSM) defined as follows.

DSM : OD; = (DI, DI, U {D,})

Where,
DI, is a non-empty finite set of attributes,

VYaeDIl;,,a:Dl -V,
The value set of A is Decision attributes.

The elements are called DI conditional attributes and OD;
are the Final attribute Set.

STEP-3:

For each attribute in ID; repeat the step A.

STEP-A:

Estimate the dependency degree change (D).

STEP-4:
For each attribute in the ID;
Fix the Threshold values (TV).

STEP-5:
For each attribute in the ID;
If D<TYV then
n—m
Send to OD; = ZA]-
j=0
Else

m
Send to remove set RM; = Z R,
=0

Here m is the number belongs to how many elements are
reduced from the ID;.
STEP-6: STOP.

Algorithm-1 about Mutual Information and Algorithm-2
about Rough Set Theory. These two are defined the procedure
for identifying the most significant attributes from Dataset.
Now the below figure-17 shows that the overall procedure of
the Hybrid Future Selection Methodology (HFSM).

Now apply the Pre-processing algorithms-1&2 on a dataset
(Gorkha earthquake in April 2015), to get the two attributes
called Net Rooms and Net Height (Both are most significate
attributes for the built model). Both are observed before and
after Earthquake and used for assessing the damage levels
(LE). Net Rooms (Number of rooms after the earthquake -
Number of rooms before the earthquake) and Net Height
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(Building height after the earthquake - Building height before
the earthquake) are two features used for predicting the Dam-
age Grade.

Next, explain about Built in Methods for classification and
predicting strength status of the buildings. SVM methodology
is used for classification and ANN is used for predicting
status of damage levels.

B. CLASSIFICATION AND PREDICATING ENGINEERING
1) SVM: SUPPORT VECTOR MACHINE
In 1995 Cortes et al. [37] introduced one of the best- super-
vised optimization classifier called support vector machine
(SVM).The working of SVM is based on statistical learning
theory and used for both classification and Regression exper-
iments. SVM create the Hyper-plane and used for identifying
the correct classification (two classes). From the dataset the
two classes are Damaged and Undamaged building struc-
tures. However, the problem is “How can we identify the
right hyper-plane?”” The solution for the problem is called
Margin, the gap between nearest items and plane. The Mar-
gin is equivalent to the distance. If we select a hyper-plane
having a low margin, then there is a high chance of miss-
classification otherwise perfect classification. SVM classi-
fication is robust to outliers. Suppose the plot hyperplane
is not a linear hyper-plane between the two-class and SVM
using the Kernel trick technique. That means a kernel function
proceeds truncated dimensional input-space & makes it over
to a higher-dimensional space. The main aim is an innovation
of hyperplane in M-dimensional space where M is the number
of structures. Using hyperplane, the given data points are
classified as true-class and false-class in the incomparable
form. For analysis, the given problem needs ideal hyperplane.
This plane suggested that this is a good classifier, defined
as:

. 1
Minimize to : 3 Iv]|?

Subject to : y; (VT.Xi +b) >1,i=1,2,....... m
yief{l,-1},X; eR" ()

From the above formula, “v’ characterized as a vector with
“m-dimensional space” and assign a name to each data
points as X; used for classification of ““m” elasticities count,
scalar [39].

2) ANN: ARTIFICIAL NEURAL NETWORKS

ANN is a biological methodology, prearranged in a Hierarchi-
cal (layer by layer) format. ANN is used for solving pattern
recognition problems and is highly involved in estimating
the status of damage in building structures based on modal
considerations like natural frequencies, damping ratio, and
any human or environmental errors. Ghazali et al. [40] and
Chu et al. [41], [42], [43] define the two transfer functions:
Input function and Activation functions. These functions are
worked on the given input signals P, P>, P3,.......... , Py.
The input function first processes the input outcome Net;(y)
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FIGURE 17. The overall procedure of the hybrid future selection methodology (HFSM).

as an activation function and producing the output signal.
Wasserman et al. [44] say that the learning mechanisms for
self-learning and multi-layer networks are categorized as
supervised and unsupervised learning. Feedforward is the
first stage of operation of the Feed Forward-Back Propagation
NN (FF-BPNN).

The operation determines the neuron is output in the Hid-
den layer HD,,(y) for a given P(y) input vector and y”* pattern
of the training.

HD,, (y) = f [Netx (y)] 2
Now Nety, is defined as Netj = »_ Wi (y) .Pi(y) (3)

The below Figure-18 shows that the 3-layer BPNN. In the
same way, the Yield element OL in the output layer LO,(y)

is LO, (y) = f[Net, (y)1.
Now Net, (y) is defined as

Net, (v) = D Wonf 1D Wii (y) Pi(y)] )

“Error Back Propagation™ is the next stage of the BPNN.
Now, EF (o) is the Error Function and defined as

1
EF (0) = 5 2 [Ty (¥) = OLo(y)I’ )

Some external forces, changes in temperature and changes in
load Kao et al. [45] observed the changes in civil structures,
developed the method contains the two-steps. one is the iden-
tification of the System and second one is used to predicate
Structural Damage Detection based on vibration response.
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Sahin et al. [46] plan about the hybrid scheme for finding the
place and severity of damages in buildings.

Inputs

I T R N
QR R GO

| +—— Hidden layer

s\

Outputs

le— Input layer

<— Output layer

FIGURE 18. The 3-layer BPNN.

For analysis of the model,uses the vibration data (Strain
Device), changes in model properties and Natural Frequen-
cies (Accelerometer) as a parameters. Xu et al. [47], Back-
Propagation ANN(BPANN) for calculate approximately
Damping Coefficient, Stiffness deprived of Eigen Value and
it’s analysis done based on the 5-story structure. Lee et al.
[48], ANN used to estimate the severity, location of the
damage. This method works on the bases of changes in the
parameters of structure and analysis done on civil bridges.
Ahadzadeh et al. [49], ANN with Co-occurrence Matrix
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used to estimate the changes in the building strucutres with
the accuracy of 62% in case of building experienced the
Earthquake.

4 N\

Building RST+ MI+
Structures Modified SVM

Dataset L

f)r.e—Pr@essglg Essential Damage
1Ir{ne211510.nahty Feature Selection for DC*
gauchon classification
(HFSM)
v
Reduced
dataset

FIGURE 19. Damage classification (unsupervised) method.

The above Figure-19 shows that the methodlogy for build-
ing Damage Classification. In the next section, explain about
the Hybrid Machine Learning Technique (HMLT) for assess
the damage levels in the building. Inside this, a pre-processing
pipeline will be set up to prepare the data for training. A test
dataset will be extracted from the main data, to give us the
opportunity to assess how the models perform on completely
new data. The models will be evaluated on the test data using
the evaluation metric F1.

V. PROPOSED HYBRID MACHINE LEARNING TECHNIQUE
(HMLT)

The below Figure-20 shows that the hybrid method called as
Hybrid Machine Learning Technique (HMLT). The method-
ology is first collecting the Building structures data, that con-
tains both damage and undamaged information. Earthquake
signals are used for creating the dataset. From this dataset the
major task is identifying the most significant features using
one hybrid Pre-Processing method called HFSM.

The outcome of this methodology is most significant fea-
tures for getting the good result with low power. Now apply
classification method on these features for finding the hyper
plane, that are separated the features into two sets (damage
and undamaged) then apply any predicting the methods called
Hybrid Machine Learning Technique (HMLT) for assess the
damage levels in the building (Figure-20).

The workflow of the HMLT, first Start, next find the
most co-related features using the Pre-processing method
(HFSM). These features contain the data for damage, features
of damage in related to buildings and calculating similarity
in Damage feature gives the damage type, building types,
disaster data. Then combined all features and calculate the
weights of the damage feature attributes using any classifica-
tion, prediction methods for estimate the damage levels.
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FIGURE 20. Hybrid machine learning technique (HMLT).

Now in the next section, explain about the results of the
above ALGORITHM-3 and the detail explanation about the
comparison between proposed and classifiers. This compari-
son says that our proposed method gives better accuracy. The
models will be evaluated on the test data using the evaluation
metric F1.

V1. RESULTS

A. TRAINING AND TEST DATASET

A test set is created to help evaluate the performance of
predictive models, which will be developed. It provides the
opportunity to assess how the model performs on unseen data.
The test set will account for 20% of the observations, chosen
at random but stratified around the target variable to ensure
that the proportions are the same in the training and testing
data. The Table-12 shows that this has been achieved and
cannot see that the training and test data frames have very
similar proportions of observations for each damage grade

B. PRE-PROCESSING PIPELINE

In this section, focused on preparing the data for the proposed
methodology. The outcome of this step is identifying the most
significant attributes, which are used for getting better results.
The following rules will be applied on Dataset, Label Encode
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Algorithm 3 Hybrid Machine Learning Technique (HMLT)
INPUT:

n—m
ODJ- = ZA]'
=0

Where ‘m’ is the number Reduced Features and total number
of Features ID; are ‘n’.
OUTPUT:
Predicate the Damage grades in ID;.
STEP-1:
for each j=Oton-m
Find Hyperplane with m-dimensional

Minimize to: § ||v]|?

Subjectto : y; (VT.Xi +b) >1,i=1,2,....... m
y; € {l,—1},X; e R"

STEP-2:
for each j=0 to n-m
Draw Margin.
STEP-3:
If (Hyperplane== low Margin)
Miss-classification
Else
Perfect classification.
STEP-4:
Take and move with classification
(Damage building data) to next step.
STEP-5:
Using FF-BPNN
Find the damage grades.
STEP-6:
For each neuron

Find HD,, (y) = f [Net (y)]

P(y) Input vector and y”* pattern.
Now Nety, is defined Nety, = D>~ W; () .Pi(y)
STEP-7:
For each neuron
find LO, (y) = f[Net, (y)].

Neto (y) = D Wonf D Wi (y) Pi(y)]

STEP-8:

Estimate EF (0) = % Z [T, (y) — OLy(y)1?

STEP-9:

Predicate the Damage grades in ID;.
STEP-10:

STOP.

Target Variable, ensure variables have the correct data types,
Covert nominal variables to numeric with one hot encoding,
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TABLE 12. Training and testing dataset.

S.NO Index Train Test

0 Grade 5 0.361853 0.36185
1 Grade 4 0.241235 0.24124
2 Grade 3 0.178995 0.179

3 Grade 2 0.114497 0.11449
4 Grade 1 0.103419 0.10342

restrain outliers, Centre and scale all numerical variables,
Remove variables with either no or minimal variance. Firstly,
we encode the objects y_train and y_test to be value labels
ranging from zero to four, corresponding to Grades 1 - 5.

The second step is to create a pipeline of processing steps,
which can be applied to the predictor features. These are all
combined into a single pipe, which easily allows the same
processing step to be applied to different data frame. The
print out below shows that with have significantly increased
the dimensionality of our Dataset as a result of one hot
encoding the categorical variables. Figure-21 shows that the
anomaly detection results. Table-13 below shows that the
various classifiers and its performances in training followed
by ten-fold and five-fold. Based on the results, used fivefold
cross validation only.

TABLE 13. Classifiers vs the performances in tenfold and fivefold crass
validation.

DS METHODS
SVM ANN
T [TCV [T [FCV [T [TCV [T [TCV
\O \O O el \O e} _ \O
(o] o O —_ (=)} o (=1 f=
~ > | s s | s | S >
w [ [\ [\ N 2

Where T: Training, TCV: Tenfold cross validation, FCV:
Fivefold cross validation, DS: Data Set.

Raw Input Data

FIGURE 21. Anomaly detection results.

After getting an understanding of the dataset, we used our
novel Feature Selection algorithm to select relevant features
to reduce processing time and get better results with our
models. The below Table-14 shows that the pre-processing
Dataset.

C. FIVEFOLD CROSS VALIDATION

Sample size, number of features, data distribution and number
of classes plays an important role for the optimal number
of folds. The p-fold cross validation assessed as unbiased
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TABLE 14. Pre-processing dataset.

Before pre-processing After pre-processing

After pre-processing,
there are 609675 rows
and 69 columns.

Before pre-processing,
there were 609675 rows
and 31 columns.

containing expected value of error arising from design of
sample of size. Two fold cross validation are unbiased esti-
mate of error for classifier trained by half of given N data sam-
ples and leave one by N-1 samples. If reduce the number of
folds, a negative bias appears, because use a smaller training
set. If the number of samples is high enough, all cross valida-
tion estimates should give similar values. If the size of the fold
is high then the variance is also high. According to Efron et al.
[50], variance dominates the samples. Therefore, less vari-
ance is good chose for getting better results. Krizek et al. [51],
recurrent two-fold cross validation was testified to prime to
the best permanence and presentation of wrapper methods.
Bailey et al. [52] suggested that the low variance and higher
bias than leave-one-out cross validation. So here, considered

F1-score

HMLT
S6D

R |

Clssifiers

RF

GBM

KNN

07 0.75 08 0.85 09 0.95
F1-Score

FIGURE 22. F1-Score value of proposed HMLT with other classifiers.

TABLE 16. Comparison between the different classification and its
accuracy.

the 5 fold cross validation only. Fivefold cross validation will )
be used as the strategy, which will provide confidence that Classifier Accuracy
we are not overfitting and allow us to make fair comparisons RCHSVM 0.76
between competing models. Ultimately, this approach splits
the data into 5 random partitions and builds 5 models, for each KNN: k-nearest neighbors 0.79
model it uses 4 partitions of data to train the models and the
fifth for testing. SVM 0.85
ANN 0.86
D. COMPARISONS
In this section, explain about the metrics and comparison of GBM: Gradient Boosted Machines. 0.88
metrics with proposed classifiers.
RF: Random Forest 0.89
TABLE 15. F1-score of classifiers. Logistic Regression 0.89
: M .
Classifier F1-score SMO 0-90
KNN: k-nearest neighbors 0.79 LIBSVM 0.90
GBM: Gradient Boosted Machines. 0.89 SGD Classification 0.91
RF: Random Forest 0.88 . .
Logistic Regression(LR) 0.88 Eg;rrran;Zzgz ue (HMLT) 0.92
SGD Classification 0.90 8 =
Hybrlfi Machlnq 091 « Recall
Learning Technique (HMLT) « F1 Score

1) DEFINITION OF METRIC
In the present paper, we used a combination of MI and RST
for Feature Selection and subsequently used SVM to classify
if a building is damaged, followed by employing ANN to
assess the severity or level of the damage.

In order to evaluate and understand the results obtained,
we are using four performance metrics:

o Accuracy

o Precision
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Now, for any prediction the model is making, it is one of
the four:

o A True Positive (TP): It is positive, and the model cor-
rectly classifies it as positive

o A True Negative (TN): It is negative, and the model
correctly classifies it as negative

o A False Positive (FP): It is negative, but the model
wrongly classifies it as positive

o A False Negative (FN): It is positive, but the model
wrongly classifies it as negative.
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Accuracy

HMLT 92
SGD 91
LIBSVM 90
SMO 90
LR 89
RF 89
GBM 88
ANN 86
SVM 85
KNN: 79
RCHSVM 76
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FIGURE 23. Accuracy of proposed HMLT with other classifiers.

Accuracy:
Accuracy informally is defined as the percentage of values
the model got correct.
TP+ TN
TP+ TN + FP + FN

Accuracy =

Precision:
Precision is the percentage of correctly labelled positives
out of all positively labelled points.
. TP
Precision = ————
TP + FP

Recall:
Also known as sensitivity, it measures the percentage of
correctly labelled positives out of all the actual positives in

the dataset.
TP
Recall = ———
TP + FN

F1 Score:
F1 Score is the harmonic average of Precision and Recall.

2 x (Precision) * (Recall)
Precision + Recall

F1Score =

Tables-15&16 shows the F1 Score and accuracy obtained
using Classifiers and compares these with the proposed
method’s accuracy.

2) CLASSIFIERS VS F1 SCORE VALUES

The models are built across the same five folds of data,
and the output below shows how each model performs using
the F1 score evaluation metric. This present the summarized
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evaluation, indicating how the model generally performed
across all of the folds. The below Table-15 shows that the
F1-Score of Classifiers. The following are the some of the
observations, KNN model: It performed the worst, achiev-
ing an F1 score of 79.2%; the low standard deviation score
indicates that similar performance was achieved across the
five folds. SGD Classification model: This model achieved
an F1 score of 90%, just over a 10% point increase relative to
the simple KNN model. The standard deviation score for this
model also indicates similar performance across the folds.
Gradient Boosted Machine model: This model achieves an
F1 score of 88.3%, which underperforms against the ran-
dom forest but performs strongly against the KNN model.
The proposed Hybrid Machine Learning Technique (HMLT)
model achieves an F1 score of 91%, which is higher than other
existing classifier.

The below Figure-22 shows that the F1-Score comparison
between existing classifiers and proposed method (HMLT).

3) CLASSIFIERS VS ACCURACY

Now the below Table-16 shows that the comparison of accu-
racy between Classifiers and proposed Classifier. The results
analysis, says that our proposed HMLT method having high
accuracy then others. That means our proposed method got
better results. The Figure-23 shows that the Accuracy of
Proposed Classifier with other Classifiers.

VII. CONCLUSION AND FUTURE WORK

Structure Health Monitoring (SHM) is one of the automa-
tion system for forecasting or monitor the strength status
of buildings. Several researchers are focusing on this field
and develop hybrid methods for Monitor the strength status
of buildings. This manuscript presents an interesting idea
for predicting applications to monitor the strength status
of buildings. Now in this article, develop Hybrid Machine
Learning Technique (HMLT) for monitor the strength sta-
tus of buildings. The combined features of Mutual informa-
tion (MI) and Rough Set Theory (RST) are used for feature
selection and the optimized classifiers such as Support Vector
Machine (SVM) and Artificial Neural Networks (ANN) are
used for classification, predicting the status of the building
strength. Apply various classifiers in training dataset (80%)
with tenfold and fivefold. But the results says that the fivefold
cross validation In order to evaluate and understand the results
obtained, we are using four performance metrics: Accuracy,
Precision, Recall, and F1 Score with fivefold cross validation
on damage dataset and also F1-Score values of the Classifiers
are compared with proposed Classifier. The following are
the some of the observations, KNN model achieving an F1
score of 79.2%,, SGD Classification model achieved an F1
score of 90%, Gradient Boosted Machine model achieves an
F1 score of 88.3%, which underperforms against the ran-
dom forest but performs strongly against the KNN model.
The proposed Hybrid Machine Learning Technique (HMLT)
model achieves an F1 score of 91%, which is higher. The
results analysis, says that our proposed HMLT method having
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high accuracy. i.e., our proposed method got better results.
According to these comparisons, the suggested HMLT pro-
duced accurate results. In future work, replace HMLT hybrid
method with other high optimal methods, such as natural
inspiring methodologies.
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