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ABSTRACT In modern society where connections among nations have been more and more frequent,
it remains important to realize automatic language conversion methods for the public. Currently, most the
existing research works were conducted upon the basis of semantics analysis. But from the perspective of
linguistics, the vision characteristics is also a kind of concomitant existence. To deal with such challenge,
this paper proposes a vision and semantics-jointly driven hybrid intelligence method for automatic pairwise
language conversion. The whole technical framework can be divided into two components: vision sensing
part and semantics sensing part. For the former, the virtual reality is introduced for use to capture the visual
feature representation for language contents. For the latter, the recurrent neural network model is utilized
to capture semantic feature representation for language texts. They are then integrated into a jointly driving
framework, so as to improve the conversion efficiency. Taking two dialects (Sichuan dialect and Chongqing
dialect) in China as the example, the simulative experiments are conducted on massive real-world training
corpus to evaluate the proposal. The results can reflect feasibility of it.

INDEX TERMS Hybrid intelligence, virtual reality, deep neural network, automatic language conversion.

I. INTRODUCTION
In the age of digital devices, we can achieve better learning
through technology [1]. Virtual reality seems to be the next
step in the development of education, where learners can learn
the language whenever and wherever they want to improve
their language skills, which will be the inevitable trend in
the future of education [2]. Information technology is a tool
for education, and Chacon suggests that virtual reality will
be a powerful tool for the classroom based on the Tower of
Experience theory [3]. Students can use immersive virtual
reality to complete tasks twice as fast as students using tra-
ditional computer programs [4]. This indicates that more and
more scholars are focusing on the efficient linkage between
VR technology and education [5]. In addition, a national
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survey found that 90%of educators believe virtual technology
is an effective way to provide differentiated and personal-
ized learning experiences for students [6]. Virtual reality
technology has matured with the continuous innovation of
modern computer technology and the constant update of 3D
display devices [7]. The immersive Ness, interactivity, and
flexibility of virtual reality make it possible to build virtual
scenarios for teacher training, providing practitioners with
highly simulated training scenarios to help them train their
language skills [8], [9]. Based on the fully immersive virtual
reality device, practitioners can prepare for different needs
and training difficulties, breaking through the traditional time
and space constraints and the disparity in teacher-student ratio
so that students can arrange their own time to practice freely
and have more training opportunities [10]. In organizing the
literature, we found that many scholars study the specific
implementation of virtual reality scenes in the process [11].
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Still, there is little research on the application effect of virtual
reality scenes [12]. Still, education, not technology alone,
should be how to use technology reasonably and effectively to
systematically and scientifically solve the practical problems
faced in education, to be learner-centered, from the learner,
to help learners how to properly use information technology
to assist their learning, and to use information technology to
promote the development of the learners themselves [13].

With the continuous development of today’s society, the
regional cultures of various provinces are gradually emerging
as a trend of intermingling [14]. The promotion and applica-
tion of Mandarin have facilitated cultural exchange between
regions but have also led to the loss of dialect culture. At the
same time, international respect for cultural diversity has
been proposed, and the preservation of dialects has become a
significant trend of the times [15]. Today, dialects are finding
a new direction in the design field through visual design.
Regarding dialects, ‘‘accent’’ is the first thing we can think
of, and the highly recognizable vernacular is dialects’ most
direct external expression [16]. By converting dialects from
‘‘accents’’ to visual images and using visual language to
close the distance between dialects, we can not only guide
people to understand a city’s dialect culture and increase
the fun and readability of dialects but also use visuals local
customs, charming scenery, and exceptional food, promoting
the exchange and dissemination of different city cultures,
communication, and dissemination between cultures [17].

In today’s rapidly developing society, people should pay
attention to new things and weather and inherit and protect
the culture of regional dialects inscribed in their bones. As a
kind of intangible cultural heritage, we can try to interpret the
regional dialects in a ‘‘visible’’ way and use some specific
graphic symbols to start the communication of information
to prevent the transmission barriers and phonetic and seman-
tic barriers caused by the regional dialects in the process
of transmission, and to reduce the communication barriers
when people from different regions speak the dialects. The
purpose is to prevent the communication and phonological
and semantic barriers caused by regional dialects in the trans-
mission process and to reduce the communication barriers
when people speak dialects in different regions. This paper
uses the language of graphic symbols to translate regional
dialects, combining sound, meaning, and form to give people
a novel visual perception. The use of graphics to express the
dialect enhances the flavor of life. It enriches the content
of the idiom, transforming it from ‘‘hearing’’ to ‘‘seeing,’’
conveying information and improving interest. The graphic
design explains the local dialects, allowing people from other
places to break through the language barrier of the local
culture and deepen their understanding of the local language
and culture.

The main content of the article is how to use our profes-
sional knowledge to better translate the ‘‘language symbol’’
dialect into ‘‘visual symbol’’ graphics, which is the main
content of the subject to be further researched. The goal of
the research is to better display the visual language in the

FIGURE 1. Virtual reality technology scene recognition process.

design works, so that the dialects of Sichuan and Chongqing
regions, with the support of regional culture, can increase
people’s sense of regional identity, make people have a sense
of belonging to the city of Sichuan and Chongqing, and
promote the spread of dialect culture, so that more people can
understand the dialects of Sichuan and Chongqing and realize
the importance of preserving regional culture.

II. RELATED WORKS
Research on virtual reality has been going on for many years;
it can be traced back to the 1940s, when it was applied to
the military and the simulation training of astronauts. Cur-
rently, the application of virtual reality is becoming more and
more widespread, from the beginning only in military and
aerospace applications to now able to be applied to scientific
research, such as experiments with aircraft in simulated flow-
ing air, and industrial processing and manufacturing, such as
the use of virtual reality to affect the process of machining
parts [18]. It can also be applied in education, such as simu-
lating the operation of volcanic eruptions so that students can
visualize a new understanding of volcanic eruptions. From
the current point of view, real-time and dynamic is the focus
of virtual reality technology. Most of the research on virtual
reality technology is based on Second Life as an example
to analyze the teaching of the Chinese language; the VRML
language is rarely used in development research [19].

Virtual environments provide the necessary elements with
factual context, and language learning occurs by simulat-
ing contextual contexts. Many researchers are using virtual
worlds as a platform for language learning; the Language
Project Research Office is developing VR language learning
projects [20]. Now, language teaching research is focused on
projects on the Second Life platform, with a focus on the
process of designing tasks and the effects of virtual reality
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in the language learning process. In terms of self-efficacy in
language skills, many overseas researchers have concluded
that virtual Chinese language courses can help improve
self-efficacy in language skills [21]. A two-year study found
that the virtual course’s Chinese lessons helped enhance
students’ self-efficacy and significantly helped learners who
lacked real-life language background to master real-life expe-
riences in the language.

The study Second Life (SL) could effectively improve spo-
ken Chinese output in terms of language output research [22].
The purpose of the study was to determine the effective-
ness of Second Life (SL) in enhancing overseas learners’
spoken Chinese output. The usefulness of Second Life in
improving spoken language output was evaluated through
two phases of the study. One of the most successful aspects
of virtual technology in designing Chinese language courses
in a virtual environment is its application in education and
training [23]. Three universities are collaborating on an inno-
vative 3D visual design project in one of the most popular
virtual worlds, Second Life. The project requires Second
Life software for co-creation and collaborative design, and
virtual technology provides powerful technical support for
visualization education. As seen from the above research,
many scholars or technologists have focused on creating
virtual Chinese learning environments, exploring the impact
of virtual environments on improving teaching and learning.

In the area of graphic design, Huda R researches the visu-
alization design of the Henan dialect, not only discussing the
need to bring more diversified and exciting interactive expe-
riences to the communication and development of dialects
in the new media environment but also studying the artistic
forms of color and composition of the wood-paneled New
Year paintings in Zhuxian Town and applying them to the
micro-motion graphic design of Henan dialect, which pro-
vides new ideas on the way to combine traditional art and
dialect visualization [24]. Hatipoglu B and Yilmaz C M
explain the advantages of merging graphic design with dialect
culture, discuss the necessity of graphic design for northeast-
ern dialects, and list the design methods and introductory
presentation forms of visualized graphics for dialects, which
opens new directions for the combination of dialects and
graphic design [25]. Cong R summarized the cases of dialect
graphic design from three perspectives of context, semantics,
and symbols and outlined three forms of transformation of
sound and structure, meaning and form, and form and form
to present dialect graphic design, expanding the ideas and
methods of dialect graphic design [26].

In terms of typeface design, Loubeyre P and Occelli F from
the College of Humanities and Arts of Hunan International
Economics College take Changsha local dialect as the rep-
resentative, use typeface design as the content expression,
and aim to improve the additional cultural value of cultural
and creative products and explore the method of expressing
Changsha dialect on artistic and innovative products through
typeface design, which is an essential reference value for
the study of the combination of regional language, typeface

design, and cultural and creative products [27]. The research
on dialect visualization is based on regions with outstand-
ing regional dialect characteristics, while the research on
the visualization of Sichuan and Chongqing dialects is still
in a blank stage [28]. At present, the research on dialect
visualization is based on regions with outstanding regional
dialect characteristics, while the research on the visualization
of Sichuan and Chongqing dialects is still in a blank stage.
By combining graphic design and typeface design in visual
communication, the study will present the dialects in the form
of visuals on the innovative products, the cultural value of
Sichuan and Chongqing dialects, eliminating the language
barrier of dialect communication, and providing new ideas for
the transmission and development of Sichuan and Chongqing
dialects.

III. THE PROPOSED METHOD
The researchmethod of this paper uses the collection of visual
graphic design works of different regional dialects for lassifi-
cation and comparison, and uses the theoretical knowledge of
semiotics, design and linguistics to summarize and conclude
the strengths and weaknesses of the current visual graphic
design works of regional dialects, and selectively analyze
and review them in this paper, and propose feasible design
ideas for visual translation design of dialects in Sichuan and
Chongqing.

A. VIRTUAL REALITY TECHNOLOGY MODEL DESIGN
Virtual Reality (VR) technology, as a category of computer
simulation technology, is a computer technology as the core
to be able to create and experience virtual environments.
The experiencer uses special input/output devices to inter-
act naturally in the virtual scene. Virtual reality technology
is a comprehensive technology that integrates a variety of
technologies, including computer graphics technology and
human-computer interaction technology and sensor technol-
ogy, etc. Using these technologies, virtual reality technology
can simulate not only the construction of scenes in natural
environments but also build scenes that are difficult to experi-
ence in natural environments [29]. According to the different
display methods, virtual reality technology can be divided
into four types. Namely, virtual desktop reality, distributed
virtual reality, augmented virtual reality, and immersive vir-
tual reality.

(1) Desktop virtual reality: It is characterized by a broader
range of application areas and is relatively easy to imple-
ment. Ordinary flat display devices are used to view virtual
scenes, and users interact with virtual world objects through
input devices such as mouse and keyboard. The relevant
devices are computers, primary graphics workstations, pro-
jectors, keyboards, mice, etc. Although users can see three-
dimensional objects, desktop virtual reality systems cannot
immerse the experiencer in them. (2) Distributed virtual
reality: It is characterized by a wide range of application
prospects and is suitable for multi-person interaction scenar-
ios. It is a combination of computer network technology and
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FIGURE 2. Virtual reality interaction design process.

virtual reality technology, allowing multiple experiencers to
be in the same virtual reality scenario and interact with the
virtual world through the network. The equipment used is
the display, processing system, communication equipment,
etc. (3) Augmented virtual reality: It is characterized by a
relatively large application potential and convenient experi-
ence equipment. It is the virtual reality simulation of vir-
tual objects superimposed on the natural world so that the
real and virtual worlds become one. Therefore, it generally
does not have high requirements for hardware configuration.
Augmented virtual reality generally relies on mobile terminal
devices. Augmented virtual reality technology often uses
virtual reality to describe the evolution of the natural world
and enhance people’s perception of real-world objects. (4)
Immersive virtual reality: Its characteristics have a perfect
display of virtual reality effects, able to multiple sensory
information simultaneously to act on the user so that the user
in the role of multi-sensory information stimulation to pro-
duce the same effect as the real world. The equipment used is
virtual reality helmets, data gloves, and position trackers. The
user enters the virtual reality world with the help of virtual
reality devices and experiences the feeling of being in the
virtual world. In contrast, the user uses sensor devices such
as data gloves and position trackers. The process of virtual
reality technology scene recognition is shown in Figure 1.

The leading virtual reality technologies include three parts
of the content: modeling technology, display technology, and
interaction technology.

(1) Modeling technology: modeling technology refers to
the process of three-dimensional restoration of objects. The
model construction of virtual objects is essential to virtual
reality technology. There is no way to build virtual scenes
without the support of three-dimensional models. The degree
of refinement of the object model affects the simulation effect

of the whole virtual set. The model building process is to col-
lect objects’ data first, including size and size, color, picture
material, etc. Then the basic model is built, the basic model
is assigned materials, mapping, and finally, the 3D model is
rendered and exported. The success of the 3D model con-
struction mainly depends on whether the simulation is high
and whether the appearance is beautiful, and the structure of
the 3D model of the object is ultimately related to whether
the entire virtual scene can immerse the user. This requires
collecting detailed information about the model before cre-
ating the object model, such as the size of the actual object,
pictures, colors, etc.

(2) Display technology: Stereo display is one of the crit-
ical technologies of virtual reality, which gives people a
stronger sense of immersion in the virtual world, and the
introduction of the stereo display can make the simulation of
various simulators more realistic. Therefore, it is necessary
to study the stereo imaging technology and use the existing
computer platform, combined with the corresponding soft-
ware and hardware systems, to display the stereo view on
a flat display. At present, stereo display technology mainly
uses stereo glasses and other auxiliary tools to view stereo
images.

(3) Interaction technology: The interaction technology of
the virtual scene is mainly through collision detection, input
device control, and location jumping to realize the interaction
between the user and the three-dimensional scene, and the
experiencer can use the HTC VIVE handle controller to both
select and determine the location and turn the pages of the
exercisematerial. Students will jump to the inside of the scene
after selecting the setting and regret jumping to the selected
scene interface by clicking the back button in the scene
through the joystick controller. The virtual reality interaction
design flow is shown in Figure 2.
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FIGURE 3. Visual transformation process of Sichuan and Chongqing
dialects.

B. CONSTRUCTION OF A VISUAL TRANSFORMATION
MODEL FOR SICHUAN AND CHONGQING DIALECTS
The graphic design of Sichuan and Chongqing culture infor-
mation is based on the central concept of promoting and pop-
ularizing the knowledge of Sichuan and Chongqing culture,
sorting out, constructing, and mining Sichuan and Chongqing
culture information found on the basic understanding of
Sichuan and Chongqing culture, and using the expression of
graphic design to visually translate the complex and chal-
lenging cultural information into easy-to-understand graphi-
cal charts to improve the efficiency of readers’ information
understanding. By understanding Sichuan and Chongqing
culture, we create visualization works that meet the require-
ments of Sichuan and Chongqing aesthetic connotation and
consider current needs [30]. Before the design creation
begins, the design process needs to be clarified, as shown
in Figure 3, which encompasses three experimental stages.
First, the design preparation stage: determining the theme,
understanding, and integrating the cultural information, and
constructing the hierarchical order of artistic information;
second, the design creation stage: establishing the visual
expression style, graphically transforming the unit informa-
tion, and arranging the shape; finally, the design promotion
stage, graphically transforming the Sichuan and Chongqing
cultural information for derivative application promotion
design.

For the chapter filled with a large amount of information
and data content to enter the unit information visualization
conversion, we need to use the board layout, graphics and
diagrams, and other means; the creation should fully comply
with the principle of cultural and historical materials as the
basis, the pursuit of information clarity, accuracy, and depth,
for the construction of the overall bias visualization solid
foundation. With the rapid development of the Internet, emoji
packs have become an essential product of online culture. The
emergence of emoji packs is undoubtedly an excellent way to
fill this gap, greatly enhancing the emotional element in the
process of modern Internet interaction and playing a role in

bringing friends and relatives closer. Thus, the combination
of emoji packs and dialect has become a hilarious form of
entertainment in the era of network communication. This kind
of expression combining graphics and words is excellent for
avoiding misunderstandings between the two parties in the
communication process and creating a beautiful, harmonious,
and witty interactive environment.

A backpropagation algorithm through time used by neural
networks consists of two stages: forward propagation and
backward propagation. First, let’s analyze the computation
of forward propagation, assuming that there is an input
sequence{x<1>, x<2>, x<3> . . . ., x<Tx>}, then use x<1>and
a<0> to calculate the activation term for time step 1, then
use x<2> and a<1> to calculate a<2>, then calculate a<3>,
etc., until a<Tx>. After calculating a<1>, some parameters
are needed Wa and ba, which are used at each subsequent
time step to calculate a<2>, a<3>, etc. All these activation
terms depend on the parameters Wa and ba. With a<1>, the
neural network can calculate the first prediction y<1>; then,
at the next time step, it continues to compute y<2>, y<3>, etc.,
all the way to y<Ty>. y is computed with parameters Wy and
by, which will be used for all these nodes. A loss function
is also needed to calculate the backpropagation, starting with
the definition of an essential loss function.

L(y<t>) =

∑
logy<t> −

√
(1 + y<t>)√

log(1 − y<t>)
(1)

where y corresponds to a specific word in the sequence, and
if it is the name of someone, then the value of y<t> is 1.
The neural network will then output the probability value
that the word is the name, say 0.1. Define it as the standard
logistic regression loss function, also called Cross-Entropy
Loss, which is the value of the loss function on a single
position or a certain This is the loss function of the predicted
value of a word at a single location or at a time step t . Now to
define the loss function for the whole sequence, define L as:

Ly =

∑
t=1

Tx − l<t> +
y<t>

y<t> − 1
(2)

In this calculation, the corresponding loss functions can
be calculated by y<1>, so the loss function of the first-time
step, the loss function of the second time step, and so on
are calculated until the last time step. Finally, to calculate
the overall loss function, they are all added up, i.e., the loss
function of each time step is added up. GRU is a model that
can also handle sequential data and is a type of recurrent
neural network. Still, it is also a variant of LSTM, and the
reason why we learned it is because we found that many areas
can be streamlined and improved after understanding LSTM,
such as its complex model structure, so GRU was born. The
internal structure of LSTM has been simplified, and the accu-
racy has been improved. Unlike the LSTM, the GRU does
not introduce additional memory units, only updates gates to
control howmuch information the current state needs to retain
from historical messages and how much new information to
receive from candidate states. The GRU achieves comparable
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FIGURE 4. Parameter testing of network training.

results, improves training efficiency, and speeds up training
time.

The input-output structure of the GRU is the same as that
of a normal RNN; combining the current moment input xt
and the hidden state ht−1 passed down from the last moment,
a candidate hidden state ht is obtained by resetting the gate,
and ht mainly contains the information of the current input
xt . And the real hidden state ht , which needs to be computed,
will be obtained by passing down ht−1, and the candidate hid
state ht from the last moment, in which rt is the gate that
controls the reset and zt is the gate that controls the update.
The reset gate is used to manage the degree of forgetting
previous information, which mainly determines how much
past information needs to be overlooked; the smaller the
value, the more information is omitted, and the reset gate can
make the hidden state forget any information that is found
irrelevant to the prediction in the future. The update gate
is used to control how much information from the previous
moment is passed into the current state; it determines how
much past information is to be passed into the future; themore
significant its value, the more information is passed in, the
update gate control of the information in the previous hidden
state can remember the long-term data and can reduce the
risk of gradient disappearance. The calculation formula is as
follows:

Rt =

∫
ur − ht + 1
σ − wr + x

(3)

Zt =

∫
(σwz + x) × uzht−1

wzx
(4)

σ is the sigmoid activation function, and the final value
ranges from 0 to 1. w and u are the weight matrices to be
learned, x is the input, and ht − 1 is the hidden state at the
last moment. ht is the candidate’s hidden state, which can be
considered as new information at the current moment and is
calculated as follows:

ht−1 =

∫
tanh

ur × ht−1
√
wx − ur

(5)

The candidate’s hidden state is only related to the input, the
hidden state of the previous moment. ht − 1 is related to the
reset gate r− t , and rt takes values from 0 to 1. If it tends to 0,
then the information of the previous moment is forgotten. The
hidden state is calculated as follows:

ht =

∑
t=1

(
ht

zt + ztht
−

ht−1

zt + ht−1
) (6)

From Equation (6), the current hidden state depends on
the hidden state of the previous moment and the candidate’s
secret state. If zt tends to 0, it means that the information of
the last moment is forgotten, and if zt tends to 1, it means that
the input information of the current moment is forgotten.

Creative design is a unique visual language and symbols
different from other forms of expression, which can be repeat-
edly viewed through various channels and different audience
groups and is the most convenient and intuitive presentation
effect for disseminating information. The use of creative
design as an artistic technique can make people’s daily life
more beautiful, and the level of aesthetic appreciation is
relatively greatly improved; to create an excellent creative
design, works must have a rich cultural connotation and
eye-catching picture effect. Visual creativity is one of the
core elements of innovative design, which can and effectively
convey the information that the designer wants to express;
rich in uniqueness and creativity, this fresh and exciting
expression and form of expression tells people the inner world
of the designer in a profound and visually impactful way
of presentation, attracts attention and interest with a novel
and original story image, so that people can firmly remem-
ber [31]. It will make people remember and think by looking
up textual materials and design works related to Sichuan
and Chongqing dialects, Sichuan and Chongqing culture and
graphic design of dialects, and exploration of visual conver-
sion of dialects, covering various aspects of visual commu-
nication, local dialects, folk culture, graphic symbols, etc.,
I learned and realized anew that behind the familiar and
seemingly ordinary idioms, many cultural backgrounds and
development histories are waiting for us to learn and explore.
After compiling and understanding the knowledge of Sichuan
and Chongqing dialects, I chose local people of different age
groups who know the most about Sichuan and Chongqing
dialects, as well as teachers and students around me and
conducted research and exchanges with them to understand
the local dialect culture of Sichuan and Chongqing from the
perspective of local people, and to collect corpus and their
opinions and suggestions on combining the vocabulary of
Sichuan and Chongqing dialects withmodern creative design.

IV. RESULTS
A. ANALYSIS OF THE DIALECT VISUAL TRANSFORMATION
METHOD OF VIRTUAL REALITY TECHNOLOGY
Based on the GRU gated cyclic unit and Transformer
language model, the model architecture for Sichuan and
Chongqing dialect speech recognition is built. In general, the
model adopts the basic GRU computing module, first extracts
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FIGURE 5. Distribution of virtual space and real space under equal sound field.

the audio features of the original speech by the speech feature
extraction technique as the multi-step input of the network,
decodes the speech data into pinyin sequences by the com-
putation of the GRU network and CTC decoding by the CTC
technique, and then performs the process of translation from
pinyin to text by the Transformer language model [32].

The Transformer speechmodel obtains the final text output
as the recognition result of the original speech file. Firstly,
although the more profound the depth of the neural network,
the higher the accuracy of the model, the deeper the depth
means, the higher the complexity of the model and the num-
ber of GRU layers is set to 3 in this model. Secondly, the
category in this experiment is a multi-classification problem,
so a suitable Softmax activation function is selected. Thirdly,
neural networks require an optimizer to optimize the value
of the loss function during training, and the Adam algorithm,
which performs well in various environments, is chosen here.
Fourth, the learning rate is a measure of the magnitude of the
adjustment of the weight parameters; the learning rate is set
to 0.0008. The parameter test plots of the network training
are shown in Figure 4. Adam is different from the classi-
cal stochastic gradient descent method. Stochastic gradient
descent maintains a single learning rate (called alpha) for
all weight updates, and the learning rate does not change
during training. Each network weight (parameter) maintains
a learning rate and is adjusted individually as the learning
unfolds. The method calculates the adaptive learning rate for
different parameters from the budget of the first and second
moments of the gradient.

After data processing, there is no significant difference
between the reverberation time and spectrum of virtual space
and real space on four gradients of 45d BA, 55d BA, 65d BA,
and 75d BA. The overall trend of reverberation in virtual and
real freedom is the same, and the difference at each frequency
is on average 0.0035s higher in virtual space than in an actual
room, which can be said to be a slight difference. As shown
in Figure 5, the spectrum of sound, the headphones provide

a spectrum in the range below 40Hz, and above 12.5k Hz,
and the authentic sound will be different, but this frequency
range is not a sensitive area of the human ear. By calculating
the difference in sound pressure level in the range of 40Hz-
10k Hz, the virtual sound field is 0.012d BA higher than the
average difference in sound pressure level of the entire sound
field, which also indicates the difference between the two is
slight.

Compare the sound distribution of the virtual sound field
and the actual sound field. No significant difference appeared
in the four good pressure level gradients tested, so the excel-
lent area was compared and analyzed at 55d BA. No signifi-
cant difference was observed in any of them, and the average
difference at 9 points was higher in the actual sound field than
in the virtual sound field by 0.04d BA. The average difference
at 9 points was higher in the virtual space than in the natural
area by 0.02d BA, which illustrated the high accuracy of the
calculation of the acoustic engine. Themodel training process
is shown in Figure 6, and for the clarity of the graph, the error
word rate is converted into the accuracy rate presented in the
chart. The model converges faster, and the accuracy rate tends
to be stable above 95% after 200 iteration cycles of the model.
The proposed deep, fully convolutional network model can
reduce the error rate to 3.23%. The experimental comparison
data of the deep, fully convolutional network model can
improve speech recognition accuracy. This paper’s work will
positively affect the understanding and communication of
Sichuan and Chongqing cultures.

Too small a learning rate in the training model will lead to
slower convergence and produce model training oscillations.
In this study, the initial learning rate of the model is set to
0.001; the amount of data per batch will also impact the
training effect. Too much data will lead to fewer weight
updates and iterations, and too little data may not reach the
computational scale of the matrix in training. The number of
neurons also has an impact on the feature extraction ability.
If there are too many neurons, it will increase the complexity
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FIGURE 6. Convergence curve of the model training process.

of the network and slow down the learning speed of the
network; on the contrary, the network’s learning ability is
too poor to obtain the features accurately the choice of the
activation function. The activation function introduces a non-
linear element to the neural network and plays a vital role in
learning the neural network. Emojis have become an essential
product of online culture when the network is developing
rapidly. The emergence of emoji packs is an excellent way to
fill this gap, significantly enhancing the emotional element
in the modern network interaction process [33]. It brings
friends and relatives closer when interacting based on the
network medium; relying solely on text can no longer con-
vey people’s emotional world and cannot get the dynamic
transmission brought by language and facial changes during
face-to-face conversation. Thus, the combination of emoji
packs and dialect has become a hilarious form of entertain-
ment in the era of network communication. This kind of
expression combining graphics and words is excellent for
avoiding misunderstandings between the two parties in the
communication process and creating a beautiful, harmonious,
and witty interactive environment.

B. IMPLEMENTATION OF VISUAL TRANSFORMATION OF
DIALECTS IN SICHUAN AND CHONGQING BASED ON
VIRTUAL REALITY TECHNOLOGY
The establishment of an orderly visual flow is achieved
through the arrangement of visual elements based on follow-
ing the habitual visible movement rules of the audience.

By summarizing the research methods after user experi-
ence, based on the special characteristics of virtual reality
scenes, the interaction design research methods in virtual
reality scenes are different from the traditional interaction
design research methods. Based on the users’ evaluation of
virtual reality interaction, we can derive the users’ views
on the product interaction design process in virtual reality
scenes under the users’ perspective. Based on users’ eval-
uation of virtual reality interactions, we can derive users’
perceptions of the interaction design process in virtual reality

FIGURE 7. Visual conversion accuracy rate.

scenes from their perspectives. 56.17% of users think that
the interaction design method in virtual scenes has a positive
impact on improving users’ interaction experience, 23.29%of
users have a neutral attitude that it has some impact, and the
remaining 20.55% of users think it has little impact. Through
the analysis, it is concluded that the product interaction
design research method based on virtual scenes simplifies
the traditional interaction design research process through the
combination of virtual and reality, and uses the high immer-
sion of virtual reality scenes to allow users to participate in
the interaction design research process, which has a positive
effect on improving user experience. We mainly explore the
formation of optical flow from the two influencing factors
of layout structure and visual hierarchy, firstly, we propose
to use the method of grid design in layout design to build
a transparent optical system, and secondly, we will use the
principle of Gestalt perceptual organization as the theoretical
basis to form a clear visual hierarchy through the control of
design elements and thus influence the generation of optical
flow. The ‘‘grid’’ is composed of horizontal and vertical
lines arranged evenly across each other, and grid design is
a layout design method based on mathematical proportional
relationships.

It is widely used in various design categories of graphic
design to assist in coordinating the direct arrangement rela-
tionship and to constrain the layout of visual elements in the
form [34]. The format of the layout structure through grid
design is usually apparent. To establish an orderly optical
flow in infographics, it is necessary to form a clear and tidy
visual perception of the whole. Then it is inevitable to use grid
design methods to organize the visual elements. In the face
of a large volume of information, an arbitrary arrangement
without the constraints of the grid often puts designers in a
dilemma of conflicting visual elements, and the overall effect
of the final layout can easily give a haphazard sense and
irregularity. The grid sets the layout rules; it can precisely
specify the position of visual elements, avoiding disorder
and conflict, and the visual elements often have a precise

VOLUME 11, 2023 18711



J. Zhao et al.: Vision and Semantics-Jointly Driven Hybrid Intelligence Method

FIGURE 8. Virtual reality technology for Sichuan and Chongqing regional
dialects Visual transformation Performance test results.

alignment between them. Similar information is reflected in
the layout similarity under the grid’s constraints [35], [36].
In addition, due to the mathematical characteristics of the
grid design itself, the arrangement of visual elements is by
the grid’s gradation multiplier, so the grid’s layout is easy to
form a clear and orderly visible structure. The accuracy of
visual transformation is shown in Figure 7 [37].

The data set used for the experiments is divided into a
training set containing about 201 minutes of speech data and
a test set of 20 minutes in length, and the data in the test set
does not intersect with the data in the training set. To better
evaluate the model proposed in this paper, this section will be
compared with other models of dialect recognition and tested
on other dialect recognition models using the same test set
to verify the performance test of the method in this paper,
as shown in Figure 8. The data that the improved GRU-based
recognition method constructed in this chapter has a relative
reduction of 2.02% over the DNN model, 0.29% over the
LSTM model, and 7.1% over the CTC-based recognition
method, which significantly improves the performance of the
model, and the proposed recognition method in this paper has
some superiority. According to the data of the test set, the
proposed recognition method based on GRU acoustic model
has better performance in Sichuan and Chongqing dialect
speech recognition; even if it can reach the recognition rate of
more than 97%, some cases cannot be positively recognized,
such as the recognized text has less text than the label or more
‘‘um,’’ ‘‘ah,’’ etc. The reason for less text may be that the
speaker speaks too fast to separate the two pronunciations,
while more text may be caused by too much noise in the
corpus, so the robustness of the model needs to be improved.

V. CONCLUSION
In the digital age, Internet information technology has influ-
enced the development of various industries, and education
has also been deeply affected and constantly updated its
development methods. The combination of virtual reality
technology and Sichuan and Chongqing dialects provides

workers with a vast space for practice and research. The visual
transformation of dialects can effectively improve communi-
cation between dialects in various regions and offer new ideas
for promoting the culture of Sichuan and Chongqing cities
and preserving Sichuan and Chongqing dialects. We propose
improved models and algorithms from two directions: convo-
lutional neural network-based and gated recurrent network-
based, establish a detailed model framework from speech
pre-processing to final output results, determine the best
parameter configuration through multiple debugging, and
compare the output results of different models. Through sim-
ulation experiments, the convolutional neural network-based
model proposed in this study achieves a 3.23% error rate on
the Sichuan and Chongqing dialect corpus, while the gated
recurrent network-basedmodel achieves a 2.74% error rate on
the other hand; both of which are better than the relevant com-
parison algorithms in the field. Virtual reality technology can
meet the experimental conditions of speech talk experiments’
visual and auditory aspects. The optical simulation validation
experiment and the acoustic simulation validation experiment
were conducted. The virtual reality technology simulation
degree was verified for the subjective perception of visual
scenes, the subjective perception of auditory settings, and
objective data, respectively. The experimental results the vir-
tual reality technology is reliable in this study’s dialect visual
transformation effect.

In this design, there is a problem that the visual trans-
lation design of the dialects of Sichuan and Chongqing is
not comprehensive enough, and the understanding of the
culture of Sichuan and Chongqing is not deep enough. In the
future, we should continue to conduct in-depth research on
the dialect culture of the Sichuan and Chongqing regions, and
search for various possibilities of visual interpretation design
for the dialects of the Sichuan and Chongqing regions.
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