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ABSTRACT Phishing is a security threat with serious effects on individuals as well as on the targeted
brands. Although this threat has been around for quite a long time, it is still very active and successful.
In fact, the tactics used by attackers have been evolving continuously in the years to make the attacks more
convincing and effective. In this context, phishing detection is of primary importance. The literature offers
many diverse solutions that cope with this issue and in particular with the detection of phishing websites.
This paper provides a broad and comprehensive review of the state of the art in this field by discussing the
main challenges and findings. More specifically, the discussion is centered around three important categories
of detection approaches, namely, list-based, similarity-based and machine learning-based. For each category
we describe the detection methods proposed in the literature together with the datasets considered for their
assessment and we discuss some research gaps that need to be filled.

INDEX TERMS Phishing, security threat, phishing website, phishing detection, URL, blacklists, machine
learning, page similarity, datasets, social engineering.

I. INTRODUCTION
Phishing is a dangerous security threat that exploits sophis-
ticated psychological and social engineering techniques to
trick individuals into clicking links of malicious websites
and submit highly valuable sensitive information, such as
personal or corporate information and account credentials.

Phishing attacks are far from being technologically com-
plex and their deployment requires little effort. Nevertheless,
they are generally very effective. Attackers create well-
crafted phishing websites with a look and feel of the legit-
imate sites they are trying to impersonate, thus making it
very challenging for individuals to identify phishing sites.
In addition, to avoid being detected, attackers have refined
over the years their tactics and evasion techniques, as demon-
strated in [1].

Phishing attacks have several direct and indirect impacts.
They affect the individuals being phished, whose identity
and accounts might be compromised, thus leading to money
being stolen as well as to a potential crisis of trust towards
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online services. These attacks also affect the companies and
organizations being impersonated, whose brands might be
abused, thus leading to potential data breaches, financial
losses and reputation damages.

A study by Enisa [2] reveals that phishing attacks are
among the most common cyber incidents European small-
medium enterprises are likely to be exposed to. In the
Cybersecurity threat trends report [3] Cisco suggests that in
2020 phishing accounts for around 90% of data breaches.
Moreover, 86% of organizations had at least one user try
to connect to a phishing site. In fact, as discussed in [4],
individuals tend to fall prey of phishing attacks especially
because of the insufficient attention paid in assessing the
legitimacy of a website and the lack of appropriate education.

According to the Phishing activity trends report [5] by
Anti-Phishing Working Group (APWG), the total num-
ber of phishing websites observed in the first quarter of
2022 exceeds one million. As shown in Figure 1(a), this surge
is particularly evident since the beginning of the Covid-19
pandemic. These effects are also evident in the unique
brands being targeted by phishing campaigns whose number
has increased significantly since the third quarter of 2020
(see Fig. 1(b)).
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FIGURE 1. Quarterly trends of the number of unique phishing websites
detected (a) and of unique brands targeted by phishing campaigns
(b) since 2018. [Source: APWG].

FIGURE 2. Most targeted industry sectors in the first quarter of 2022.
[Source: APWG].

Another interesting result reported by APWG refers to the
industry sectors most targeted by attackers. Financial ser-
vices, which include banks, are particularly prone to phishing.
As shown in Figure 2, in the first quarter of 2022, this sector
was the most frequently victimized by phishing, with 23.6%
of all attacks.Webmail and Software-As-A-Service providers
have also been targeted by a large fraction of the attacks
(i.e., 20.5%), whereas fewer attacks (i.e., 3.8%) were directed
towards logistic/shipping sectors.

All these figures demonstrate that phishing is a very active
security threat. Hence, to protect individuals against phishing
attacks, powerful solutions capable of detecting and fighting
these attacks in a timely manner become compelling. In this
context, research is playing a key role for mitigating the
impact of such a serious threat.

In the years, the detection of phishing websites has been
widely investigated and a large body of the literature has
addressed this challenging problem.

Our survey aims at providing a broad and comprehensive
review of the state of the art in the area of phishing website
detection by focusing on the most relevant solutions proposed
in the literature. In particular, we subdivide these solutions in
three main categories according to their target, namely:

• List-based;
• Similarity-based;
• Machine learning-based.

For each category we describe the suggested detection meth-
ods and the datasets considered for their assessment. In addi-
tion, we discuss the main strengths and weaknesses of these

approaches and identify themost important research gaps that
need to be filled.

The rest of this paper is organized as follows. After a brief
overview of the anatomy of phishing attacks presented in
Section II, Section III covers the methodological approach
adopted in this survey. A comparison of our work with exist-
ing surveys is provided in Section IV, while a comprehensive
review of the approaches proposed for detecting phishing
websites is presented in the following sections. In particular,
list-based approaches are covered in Section V, similarity-
based approaches in Section VI, while feature representations
and learning algorithms in Section VII. The main lessons
learnt from the analysis of the state of the art are summa-
rized in Section VIII. Finally, some concluding remarks and
possible research directions are presented in Section IX.

II. ANATOMY OF PHISHING ATTACKS
As already pointed out, phishing attacks are technologically
simple to implement. Figure 3 sketches a typical scenario
of a phishing attack. In this scenario, the attacker has two
main roles, namely, creating websites that look very similar to
the sites being impersonated and spreading the corresponding
links using various communication channels, such as email or
social media. By clicking these links, individuals are directed
to malicious websites where they might end up disclosing
sensitive data. Eventually attackers will monetize this data
either directly or indirectly. For example, they could leverage
the hijacked accounts for performing illegal online transac-
tions or simply sell the collected data on the marketplace.

FIGURE 3. Main actors involved in a phishing attack.

To gain the trust of the individuals, attackers make the link
and website appear legitimate using various tricks, such as
typosquatting and combosquatting techniques. For example,
they craft the patterns of the Uniform Resource Locator
(URL) – shown in address bar of the browser – by inserting
unnecessary punctuationmarks (e.g., dash), misspelledwords
(e.g., paymet) or specific words (e.g., brand name being
targeted) in incorrect positions. Sometimes, attackers replace
English characters with identical looking characters from
different alphabets. In fact, although malicious sites might
be hosted on compromised servers, attackers might choose to
register specific domains with appropriately crafted names.
Moreover, attackers tend not to use phishing URLs multiple
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times due to the low cost of generating new ones, thus making
the detection of phishing websites even more challenging.

Let us recall that a URL is a human-readable string of
characters – parsed by client programs in a standard way –
uniquely identifying a resource on the web [6]. As shown
in Figure 4, a URL consists of several components referring
to the protocol used to access the resource identified by the
path as well as the fully qualified domain name of the server
hosting the resource – denoted as authority – that includes
the Top-Level Domain name (TLD) and the second level
domain name. The URL string also contains some optional
parameters (i.e., query) used for specific purposes.

FIGURE 4. Example of a URL with its components.

To quickly design phishing pages whose layout and content
mimic their legitimate counterparts, attackers often exploit
phishing toolkits. These kits help them automate their phish-
ing campaigns by providing many diverse functionalities,
such as website cloning, page template creation and modifi-
cation, templates in different languages, back-end operational
support. As a consequence, phishing websites might appear
as nearly flawless replicas of the targeted brands. Neverthe-
less, it is worth mentioning that attackers generally tend to
focus on the visual appearance of their phishing pages, rather
than on the actual content of the page source codes. Hence,
it might happen that the content associated with HTML tags
is not fully customized to the brand being targeted.

FIGURE 5. Phishing detection model.

These challenging scenarios call for the development of
accurate phishing detection systems as well as for specific
actions aimed at educating individuals and making them
aware of this dangerous security threat. A general diagram of
a phishing detection model is sketched in Figure 5. As can
be seen, starting from a suspicious web page – described

by its URL or source codes – different methods (i.e., list-
based, similarity-based, machine learning-based) are applied
to detect whether the page is legitimate or phishing. More
precisely, the detection outcome can be provided by simply
checking blacklists and whitelists, by comparing the content
and visual appearance of the page with its legitimate counter-
part or by a machine learning model. Note that these methods
can also be used in combination to make the detection more
effective.

In what follows, we discuss in detail the solutions proposed
in the literature for detecting phishing websites.

III. METHODOLOGY
Our literature review is based on research and survey papers
addressing the detection of phishing websites. We selected
these papers from major bibliographic databases, such as
ACM Digital Library, DBLP, Google Scholar, IEEE Xplore
and Scopus. We started by searching the Scopus database –
one of the largest abstract and citation database of peer-
reviewed literature – through a very broad query consisting
of one word only, namely, ‘‘phishing’’. From this query we
obtained all papers – namely, about 4,400 – published until
2021 and including the word phishing in their title, abstract
or keywords.

For refining the results of this query, we scrutinized
these papers and performed a semi-automatic inspection that
allowed us to identify the papers pertinent for our survey
and discard the others. For example, we discarded papers not
focused on phishing detection as well as papers addressing
side topics, such as phishing email, spear phishing, phishing
training. After this inspection, we retained a set of 600 papers,
that is, 13.6% of the papers.

As a further refinement, we considered as a selection
criterion the relevance of these papers. For this purpose we
collected additional information from various bibliographic
databases. In total, we retained 127 papers. This set includes
pioneering works as well as papers selected according to
characteristics, such as venues where theywere published and
interest of the research community – measured in terms of
number of citations and number of views and downloads.

Figure 6 illustrates the distribution of these papers as
a function of the publication year and of the detection
approach being adopted, namely, list-based, similarity-based
and machine learning-based. It is interesting to point out the
prevalence of papers in the area of machine learning. In fact,
these approaches are particularly suitable in identifying previ-
ously unseen phishing web pages, thus coping with zero-hour
attacks.

IV. COMPARISON WITH EXISTING SURVEYS
Phishing is a popular topic that has been researched over
the years under different perspectives. Several surveys have
summarized the state of the art in this field. Some of them
analyze general aspects, such as attack strategies, training
and education approaches (see, e.g., [7], [8], [9]), whereas
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TABLE 1. Summary of the surveys on phishing website detection. Papers are listed alphabetically according to the first author’s lastname.

FIGURE 6. Distribution of the papers considered in this survey as a
function of the publication year and of the detection approach adopted,
i.e., list-based, similarity-based and machine learning-based.

some others specifically focus on detection and prevention
approaches (see, e.g., [10], [11], [12], [13]).

In what follows we review the surveys mainly dedicated
to the detection of phishing websites and we highlight their
objectives and potential limitations (see Table 1 for a com-
parative summary).

One of the earliest surveys [18] presents an interesting
review of the various types of phishing mitigation techniques
applied to web as well as to email, namely, detection, offen-
sive defense, correction and prevention. In the context of
phishing detection, the focus is on software solutions as well
on solutions based on user awareness. Software solutions are
classified in four categories, i.e., blacklists, heuristics, visual
similarity and data mining techniques. For each category,
the approaches suggested in some papers are discussed and
evaluated in detail. Nevertheless, the number of analyzed
papers is very limited – especially for what concerns the
detection of phishing websites based on machine learning
techniques.

A detailed review of the strategies offered in the literature
for the detection of phishing websites is presented in [13].

These strategies are subdivided in six categories according
to the techniques they are based upon, namely, search-based,
heuristics and machine learning, black and whitelists, DNS-
based, visual similarity, and proactive phishing URL based
techniques. The advantages and disadvantages of the vari-
ous strategies are discussed in detail. Nevertheless, unlike
our survey, this survey does not mention the selection cri-
teria of the papers being discussed, thus their relevance is
not clear. In addition, the survey mainly focuses the detec-
tion approaches based on heuristics, while machine learning
approaches are covered to a rather limited extent.

Jain and Gupta [17] offer a comprehensive review of phish-
ing detection approaches based on visual similarity. These
approaches are classified according to the types of features
(e.g., visual, pixel-based, hybrid) used to compare the suspi-
cious web pages and their legitimate counterparts. The main
advantages and limitations of the proposed solutions are dis-
cussed. Nevertheless, unlike our work, this survey addresses
visual similarity approaches only and does not consider other
prominent state of the art approaches.

In the framework of machine learning, Sahoo et al. [11]
focus on page URLs and analyze the approaches adopted
for detecting malicious URLs. A thorough discussion and
categorization of feature representations and learning algo-
rithms are presented. Some practical issues related to the
design of detection systems (e.g., data volume, labeling pro-
cess) are also discussed. Although the paper identifies fea-
tures associated with different types of content (e.g., HTML
features, visual features), the approaches that take advan-
tage of multiple types of content have not been specifically
discussed.

Another survey focused on machine learning approaches
is offered by Das et al. [15]. This survey examines phishing
detection for different attack vectors, namely, URLs, websites
and emails, by taking a security perspective that considers
the needs of this domain. The solutions proposed in the
literature are classified according to the learning method
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applied for the detection (e.g., supervised, unsupervised, rule-
based). An interesting aspect suggested in this survey refers
to the effects on the detection systems of the computation
and storage requirements associated with feature extraction.
Nevertheless, unlike our survey, this survey focuses on
machine learning techniques only and does not provide any
comparison with alternative detection methods.

AI-enabled phishing detection – based on machine learn-
ing, deep learning, hybrid learning and scenario-based tech-
niques – is addressed in [14]. This survey only provides a
very high-level analysis of the detection approaches proposed
in the literature. In addition, despite the intense research in
the field, very few papers are discussed and pioneering works
based on machine learning have not been considered.

Dou et al. [16] present a systematic literature review
of software-based web phishing detection schemes from
different perspectives including the life cycle, taxonomy,
evaluation datasets, detection features, detection techniques
and evaluationmetrics. In the context of detection techniques,
the survey analyzes 41 paper selected according to three
criteria, namely, pioneering character, attention and com-
pleteness. Twelve of these papers – chosen as representative
examples of the various categories of detection methods
(e.g., page content-based, URL-based, hybrid) – are
explained thoroughly.

Our survey complements [16]. In fact, instead of focusing
on few papers, we select a bigger set of relevant papers in the
context of three main categories of detection methods, that
is, list-based, similarity-based and machine learning-based.
In fact, our primary objective is to allow readers to easily
navigate the state of the art of this extensively investigated
research field by providing themwith a broad, comprehensive
and up-to-date overview of the main solutions proposed in
the literature for detecting phishing websites. We believe this
is an important added value of our survey that, to the best
of our knowledge, none of existing surveys offers. Another
important added value is represented by the comparison of
the three categories of detection methods which highlights
their main strengths and weaknesses.

V. LIST-BASED DETECTION METHODS
The primary and simpler defense to protect individuals from
dangerous websites consists in maintaining blacklists of
known phishing URLs and whitelists of trusted URLs. Most
browsers integrate by default regularly updated blacklists. For
example, Google Chrome and Mozilla Firefox support the
Google Safe Browsing service [19]. This service generates
a warning whenever individuals try to navigate any known
malicious website. An example of such a warning is shown
in Figure 7.

Detection mechanisms based on blacklists are simple to
implement, fast and accurate but they are not completely
effective since they are inherently reactive, thus they fail to
defend against the so-called zero-hour attacks. In fact, lists
are updated at different speeds only after an attack takes
place and sometimes even several hours later [20], [21].

FIGURE 7. Warning provided by the Mozilla Firefox browser.

In addition, it has been demonstrated that cloaking techniques
used by attackers to avoid detection often introduce delays
in recognizing the attacks and in updating the blacklists
[22], [23]. On the contrary, whitelists are very useful to iden-
tify trusted and suspicious websites. Any URL not included
in a whitelist should be considered as suspicious. Neverthe-
less, it is practically unfeasible to maintain global lists of all
possible websites.

A. LIST CREATION AND MAINTENANCE
To overcome the issues previously discussed, several papers
suggest methods for creating and maintaining blacklists and
whitelists (see, e.g., [20], [24], [25], [26], [27], [28], [29],
[30], [31], [32], [33]). The details of the main research efforts
offered in this context are discussed in what follows, whereas
an overview of these efforts is presented in Table 2.

1) BLACKLISTS
In the context of blacklists, the research efforts focus on
improving the incompleteness of these lists by predicting the
phishing URLs to be included. The approaches proposed to
populate blacklists mainly differ in terms of the heuristics and
techniques applied for this purpose.

For example, Prakash et al. [29] suggest an offline
approach where new URLs are created from blacklisted
ones by applying heuristics based on URL lexical similarity
(e.g., top level domain equivalence, directory structure sim-
ilarity). These heuristics take into account the behavior of
attackers who tend to implement simple URL modifications.
The URLs being generated are validated before including
them into blacklists. This process – performed through DNS
lookup and content matching – aims at discarding the URLs
that are either non-existent or do not correspond to malicious
web pages.

A probabilistic detection approach that exploits the con-
tent similarity of web pages built using phishing toolkits is
presented in [33]. To identify near-duplicate phishing pages,
the approach combines human-verified blacklists with the
shingling algorithm. In addition, to further scrutinize poten-
tial phishing pages, search engines are queried with content
extracted by means of information retrieval techniques.

Similarly, Rao and Pais [30] focus on variants of phishing
web pages, namely, pages which nearly duplicate blacklisted
ones. To detect phishing web pages and update blacklists, the
fingerprints of suspicious and blacklisted pages are compared
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TABLE 2. Overview of the papers addressing list-based approaches. Papers are listed in alphabetic order according to first author’s lastname.

using the Hamming distance and a threshold. These finger-
prints are generated using features extracted from the source
codes of individual pages.

A different perspective is adopted in [28] to identify
suspicious web pages and populate blacklists as early as
possible. More precisely, new URLs are detected by tracking
the redirections extracted from blacklisted URLs and by
following the phishing forms iteratively.

2) WHITELISTS
In the context of whitelists, the research efforts focus
on mechanisms for creating and maintaining individual
whitelists. These mechanisms take into account specific
aspects of the browsing behaviors of the users (e.g., login
process, visited websites).

For example, to update the whitelist of a given user,
Cao et al. [25] consider the login user interfaces of the
websites visited by the user. More precisely, the information
about these interfaces, e.g., URL, DNS-IP mapping, is auto-
matically added to the whitelist after a certain number of
successful logins of the user. A Naïve Bayesian classifier is
applied to identify successful login processes.

The websites accessed by a given user are consid-
ered in [27] for auto-updating the corresponding whitelist.
In detail, before updating the list, the legitimacy of the page is
checked. This check is based on hyperlink features extracted
from the page source code. In fact, hyperlinks are good for
discriminating phishing and legitimate pages since phishing
pages often include hyperlinks pointing to their legitimate
counterparts.

The whitelist updates suggested in [34] are based on a
multilayer model whose goal is to assess the legitimacy of a
URL. The model consists of various filters, each dedicated to
analyze a specific aspect of the URL (e.g., features, lexical
signature). To verify a URL, the model also relies on the
results of a search engine queried using the page signature.
In fact, legitimate web pages are usually highly ranked by
search engines.

B. DATASETS
As already discussed, blacklists and whitelists are popu-
lated using different approaches that take into account the

behaviors of attackers as well as of the individuals. For the
evaluation of these approaches, collections of phishing and
legitimate websites taken from various sources are consid-
ered. For example, popular sources of malicious URLs are
represented by PhishTank [35] – a community based phish-
ing website reporting and verification system – and by the
Safe Browsing lists provided by Google. Similarly, Alexa –
a service providing top-ranked domains retired inMay 2022 –
and DMOZ – an open directory of the web discontinued in
2017 and now replaced by Curlie [36] – used to be the sources
of benign URLs.

C. DISCUSSION
List-based approaches are valid for detecting phishing web-
sites because of their high accuracy coupled with a low over-
head. Nevertheless, these approaches suffer from limitations
mainly related to their reactive nature that makes them unable
to cope with zero-hour attacks.

In this context, the creation and maintenance of blacklists
and whitelists play a key role. The analysis of the state of
the art has highlighted some interesting findings that can be
summarized by the following recommendations:

• List creation and updates should be based on lightweight
mechanisms not to introduce delays in the detection
process;

• Lists should be constantly updated to defend against
newly discovered phishing attacks;

• Rules and heuristics devised for creating and updating
the lists should reflect in a timely manner the evolution
of the tactics adopted by attackers.

In conclusion, our investigation has shown the impor-
tance to properly populate black and whitelists. In fact, list-
based approaches are often used in conjunction with other
approaches to reduce false positive rate.

VI. PAGE SIMILARITY-BASED DETECTION METHODS
Page similarity has been extensively investigated in the lit-
erature to detect phishing web pages (see, e.g., [37], [38],
[39], [40], [41], [42], [43], [44], [45], [46], [47], [48],
[49], [50], [51], [52], [53], [54], [55], [56], [57], [58]). In fact,
as already pointed out, web pages are made in a way to look
very similar or identical to their legitimate counterparts, thus
their similarity is a good indicator of a phishing attack.
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Similarity is commonly measured by comparing the con-
tent of suspicious pages with the content of legitimate pages
identified as potential targets of the attack. As Figure 8 shows,
the content to be matched can be subdivided into two main
categories, namely:

• Textual content referring to text-based components
describing the structure and text of web pages, such as
HTML andCSS source codes, Document ObjectModels
(DOM);

• Visual content referring to image-based components
describing the appearance of web pages, such as page
and logo region snapshots.

The techniques applied for quantifying the similarity, i.e.,
computing the similarity scores, vary and mainly depend on
the type of content being considered. The final decision about
suspicious pages is generally based on pre-defined thresholds
associated with the similarity scores.

In what follows, we explore in detail the main approaches
proposed in the literature to assess page similarity in the
context of phishing detection (see Table 3 for an overview).
We also discuss the main strengths and weaknesses of these
approaches.

A. TEXTUAL CONTENT
In the framework of textual content, phishing detection is
typically investigated by focusing on the page text and layout
because of their direct relationships with page visual appear-
ance. In particular, the text-based components and the content
to be matched refer to:

• HTML source code whose content is represented by the
markups used to structure and build a web page;

• Cascading Style Sheet (CSS) whose content is repre-
sented by the rules used to specify the appearance of a
web page;

• Document Object Model (DOM) whose content is rep-
resented by a tree structure describing a web page.

Various techniques are applied to evaluate content similar-
ity. For example, Zhang et al. [57] investigate the phishing
detection problem by applying an information retrieval algo-
rithm, i.e., Term Frequency-Inverse Document Frequency
(TF–IDF) and some heuristics. We recall that the Term Fre-
quency measures the importance of the term within a web
page, whereas the Inverse Document Frequency measures the
general importance of the term, that is, how common a term
is across an entire collection of pages. Hence, the score for
the term ti in a given web page is computed as:

TF–IDF(ti) =
ni
N

× log
M
mi

whereN and ni denote the number of terms in the page and the
frequency of the term ti, while M and mi refer to the number
of pages in the collection and the number of pages that contain
term ti.
Starting from the textual content of a web page, the

TF–IDF score is computed for each term that appears in the

page and used to generate a lexical signature according to the
Robust Hyperlink approach [59]. The signature – consisting
of the terms with the highest scores – is fed to a search engine.
In detail, the domains of the top results of these queries are
matched with the domain of the suspicious page to assess
whether it is phishing. In fact, phishing websites are seldom
highly ranked by search engines since they are typically active
for a very short time.

To distinguish between phishing and legitimate pages,
Rosiello et al. [54] focus on the Document Object Model
representations of the pages. Since phishing pages gener-
ally share the layout of their legitimate counterparts, DOM
trees are particularly suitable for assessing layout similarity.
In detail, the comparison of two DOM trees is based on
HTML tags and isomorphic subtrees extracted by applying
graph theory.

Page similarity has also been investigated by considering
the influence of page elements on page layout and appear-
ance. Starting from the CSS rules associatedwith a suspicious
web page and with its target counterpart, Mao et al. [52]
extract static features describing the visual layout of the pages
and normalize these features into vectors. The similarity
between these pages is evaluated by considering the complex-
ity of the page layouts as well as their visual appearance.

To cope with the strategies adopted by attackers for avoid-
ing detection, Liu et al. [50] analyze the content of web pages
at different levels of detail, i.e., blocks, layout and style. More
precisely, pages are segmented into blocks, each described
by features associated with their textual and visual content
(e.g., background and foreground colors, font size, family and
style). The layout of the blocks is explained in terms of their
spatial relations, whereas the overall page style is described
by features referring to the page appearance (e.g., page title,
dominant color of logo, border style and width). The compar-
ison of the features extracted at each level provides a measure
of similarity between legitimate and suspicious pages.

B. VISUAL CONTENT
In the framework of visual similarity, phishing detection
is typically investigated as an image matching problem
that takes advantage of traditional computer vision tech-
niques [60], [61]. Two representations of the image-based
components to be matched are generally considered, namely:

• Keypoints, i.e., points that define what is distinguishable
in an image;

• Signatures, i.e., descriptors that quantify the image prop-
erties.

Techniques, such as Scale-Invariant Feature Transform
(SIFT) [62], Speeded-Up Robust Features (SURF) [63], Con-
trast Context Histogram (CCH) [64], are applied to detect
keypoints and construct descriptors of their visual char-
acteristics. For example, in [39] the Harris-Laplacian cor-
ners are extracted as keypoints of the images of legitimate
and suspicious web pages. Invariant information around the
keypoints are captured and the corresponding descriptors
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FIGURE 8. Types of content used for measuring page similarity.

TABLE 3. Overview of the papers addressing page similarity. Papers are listed in alphabetic order according to first author’s lastname.

are computed by applying a lightweight version of CCH.
Keypoint matching takes into account both their similarity
and spatial location. More precisely, similarity is measured
in terms of Euclidean distance between descriptors, while
k-means clustering algorithm is applied to find groups of
keypoints close to each other.

A representation based on keypoints is also adopted in [37]
to detect whether a suspicious web page contains a logo
belonging to any legitimate page. In particular, the SIFT
algorithm is used to extract scale-invariant features describing
the images and to find matching keypoints that are similar to
the keypoints of some pre-defined logos.

In the context of content representations based on signa-
tures, Fu et al. [44] investigate the similarity between web
pages by comparing the signatures obtained from their low
resolution images. These signatures are derived from colors
and coordinate features extracted from the pixel level of
the images. The similarity between signatures is computed

in terms of Earth Mover’s Distance (EMD), a measure of
distance between multi-dimensional distributions extensively
applied for image matching [65]. In detail, given the signa-
tures of a legitimate and a phishing web page, i.e., Sa and Sb,
each described by m and n features, the EMD is computed as
follows:

EMD(Sa, Sb) =

∑m
i=1

∑n
j=1 fij × dij∑m

i=1
∑n

j=1 fij

where fij and dij denote the flow and distance between feature
ai and feature bj.
Several works propose a combined use of representations

based on keypoints and signatures. To detect logo images,
in [58] keypoints are extracted from suspicious and legiti-
mate web pages – using the SURF algorithm – and matched
according to the Euclidean distance. Moreover, to make the
detection more accurate, the visible region of the pages is
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described in terms of signatures. Similarly to [44], these
signatures are created and compared using EMD.
Another combined use of signatures and keypoints is pre-

sented in [46]. In this work signatures refer to both textual
and visual content of multiple pages of websites. In particular,
common image blocks are considered as the distinctive char-
acteristics of websites. To identify these blocks, keypoints are
extracted for the images embedded into the web pages – using
the SIFT algorithm – and pairwise matched according to the
Euclidean distance.

Medvet et al. [53] visually compare signatures of suspi-
cious and legitimate pages by considering both visible text
sections and images. Signatures capture the characteristics
of individual text pieces and images. Features, such as back-
ground and foreground colors, font size, position in the page,
describe each individual text section, whereas features, such
as color histograms, 2D Haar wavelet transformation, refer
to each embedded image as well as to the image representing
the overall page. Various types of distances, e.g., Levenshtein,
1-norm, Euclidean, are computed to compare homogeneous
components of the signatures and to derive a similarity score.

Visual content has also been analyzed with the objective of
extracting textual content. In [43] web page images are pro-
cessed using optical character recognition (OCR) to convert
these images into text. To check the identity and validity of
the visited site, this text is submitted to the Google Search
API and the page URL is compared with the top and second
level domains of the top-ranked results of the search.

C. DATASETS
As already pointed out, the detection methods devised in
the context of page similarity are often based on the com-
parison of suspicious web pages with the legitimate pages
identified as potential targets of the phishing attacks. Hence,
the datasets of the legitimate pages to be matched play a
fundamental role.

Popular sources for creating these datasets are represented
by services that provide top-ranked domains, such as Alexa,
and by the results of customized queries to search engines,
such as Google. In addition, the PhishTank archive has been
extensively used as a source for creating datasets of phishing
pages.

We outline that, to customize the data being collected
according to their requirements, most researchers build their
own datasets using one or multiple sources. In general, these
datasets are rather small and not publicly available.

D. DISCUSSION
The analysis of the state of the art has demonstrated that
approaches based on page similarity are valid for detecting
phishing web pages. In fact, textual and visual content pro-
vide useful insights to assess the degree of similarity between
legitimate and suspicious pages.

In general, detection mechanisms that focus on textual
content are faster although easier to bypass. Moreover, they
fail whenever text is replaced with images. On the contrary,

visual similarity approaches are more robust since they are
agnostic to the underlying textual content, even though their
effectiveness strongly depends on the techniques adopted for
describing the content. Moreover, these approaches are gen-
erally rather expensive in terms of computation and storage
requirements.

The main weaknesses of similarity-based approaches can
be summarized as follows:

• Effectiveness: the design of phishing web pages often
exploits techniques aimed at evading detection, such as
HTML code obfuscation, invisible content, image dis-
tortion, image rotation, replacement of HTML text with
images or embedded objects, thus reducing the effective-
ness of the detection mechanisms or even making them
fail;

• Subjectivity: assessments based on thresholds might
introduce a sort of ‘‘subjectivity’’, especially because
these thresholds are seldom chosen as a function of the
page being considered;

• Speed: the approaches based on external services, such
as Google search engine, are slow by nature;

• Storage: the datasets used for matching suspicious pages
should contain as many legitimate pages as possible,
thus their storage requirements might become quite
large.

In conclusion, a strength of page similarity approaches is
the fact that they take precisely into account the behavior of
attackers who tend to create websites with a look and feel of
the legitimate ones. Nevertheless, because of the weaknesses
previously outlined, these approaches have to be used with
particular care and possibly combined with other approaches
that allow real-time detection.

VII. MACHINE LEARNING-BASED DETECTION METHODS
Machine learning methods for detecting phishing web pages
have been extensively researched. The detection is generally
formulated as a binary classification problem. A large variety
of machine learning algorithms have been applied to solve
this problem and obtain models able to classify pages –
according to the classification rules and the set of features
chosen to describe the properties of the pages – as either
legitimate or phishing.

In what follows, we review the features proposed in the
literature as a function of the properties chosen to characterize
web pages.We also focus on the diverse classification models
and on the datasets used to evaluate the performance of
the models. In addition, we discuss the main strengths and
weaknesses of machine learning-based approaches.

A. FEATURE EXTRACTION
Feature extraction refers to the process of identifying the
characteristics that distinguish phishing and legitimate web
pages. This process is of paramount importance since the
choice of the features influences the accuracy and speed of
phishing detection.
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FIGURE 9. Main steps of the feature extraction process.

As Figure 9 shows, starting from aweb page, the extraction
process is formulated as a sequence of inter-dependent steps
corresponding to the following questions:

• What are the properties useful for the detection?
• Where are the properties being identified derived from?
• How are features obtained from these properties?

In detail, What refers to the definition of web page prop-
erties relevant for the detection,Where to the selection of the
data sources and How to the application of techniques and
heuristics for encoding properties into features.

To effectively detect phishing, the properties describing
web pages have to take into account the strategies and prac-
tices commonly adopted by attackers to create phishing web
pages and the characteristics that differentiate these pages
from their legitimate counterparts. Hence, a solid domain
knowledge is required for this purpose.

Once properties have been identified, it is necessary to
select the appropriate content for their description. Figure 10
shows the possible sources of this content. As can be seen,
sources are classified in two main categories, namely:

• Client side sources: the content – referring to the page
URL and source codes (e.g., URL string, page text and
appearance) and to the traffic generated by the page
downloads – is obtained from the client devices;

• External sources: the content – referring to the results of
queries performed with specific web page components
– is obtained from third-party services, such as search
engines, DNS, WHOIS.

We outline that page URL and source codes are the main
sources of content, whereas internal data provided by soft-
ware agents and external data obtained from third-party ser-
vices are generally used as a way to enrich the description of
the web pages.

To characterize the identified properties and encode them
into meaningful features, various types of techniques, such as
lexical analysis, information retrieval, statistical techniques,
Natural Language Processing and heuristics – customized to
the diversity of phishing attacks – are applied. Table 4 sum-
marizes the properties and the third-party services considered
in some of the most relevant papers for extracting URL-based
and HTML-based features. We can easily notice that a good
number of papers considers both HTML-based and URL-
based features and these features often refer to a variety of
properties. The number of features used in the papers is also
listed in the table. As can be seen, some papers use very few
features, whereas some others use as many as thousands.

In what follows we provide details of the types of proper-
ties and of the approaches proposed to extract features.

1) URL-BASED FEATURES
Features that take into account the URL properties play a
key role for detecting phishing web pages. In fact, as already
discussed, attackers commonly construct the URLs of their
pages in such a way that individuals believe these URLs
belong to a trusted party.

Hints about the properties to be taken into account for
extracting meaningful features are derived from the analysis
of the anatomy of phishing URLs and domains. For exam-
ple, McGrath and Gupta [89] show that properties, such as
URL and domain lengths, presence of the brand name being
targeted, character composition of domain names, domain
registration and expiration dates, are particularly relevant for
the detection. Similarly, Garera et al. [69] identify the proper-
ties associated with the obfuscation techniques exploited by
attackers – who might replace hostnames with IP addresses
or with other domains, add a large string of characters or use
unknown or misspelled domains.

It is important to point out that the properties identified in
these pioneering works have been used by many papers as the
basis for extracting features.

In general, the properties for deriving URL-based features
refer to the URL string, i.e., the URL textual content, and to
the external data obtained by querying third-party services
with specific URL components. Four main categories of
properties can be associated with URLs, namely:

• Lexical properties describing the URL structure and
composition;

• Statistical properties describing the URL patterns;
• Network-based properties describing the host and
domain names specified in the URL;

• Reputation properties describing the ranking and popu-
larity of the web page identified by the URL.

To obtain a detailed characterization of phishing web pages,
features should refer to multiple categories of properties. For
example, the ranking of a page is an important property,
although by itself it is not sufficient to detect whether the page
is phishing, thus this property needs to be complemented with
specific properties referring to the structure of the URL.
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FIGURE 10. Client side and external sources used for describing the properties of web pages. The blue
box groups the main sources.

TABLE 4. Overview of the features and third-party services used by some relevant papers in the context of machine learning-based detection approaches.
Papers are listed in alphabetic order according to first author’s lastname.

Various types of approaches have been proposed in the
literature to identify the properties associated with URLs and
extract the corresponding features (see, e.g., [66], [69], [70],
[72], [73], [75], [76], [77], [82], [86], [87], [90], [91], [92],
[93], [94]). Details are provided in what follows.

a: LEXICAL PROPERTIES
Lexical properties refer to the structure and composition of
URL strings and in particular of the tokens obtained by
segmenting – according to specific delimiters, such as ‘‘.’’,
‘‘/’’, ‘‘:’’ – the entire string or its individual components
(e.g., protocol, domain, pathname).

In an early work by Kan and Thi [72] features describe the
properties of the tokens extracted through a baseline segmen-
tation – using as delimiters whitespace and case change – aug-
mented with entropy-based segmentation. These properties
are related to URL orthographic patterns, length, originating
URL components as well as to sequential and precedence
dependencies between tokens.

Another perspective adopted for analyzing the composi-
tion of URL strings considers as tokens the words URLs
consist of. Bag-of-words representations have been proposed
for extracting features, namely, a binary feature is asso-
ciated with each word. In particular, to distinguish words
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appearing in different URL components, Ma et al. [75] sug-
gest a bag-of-words representation for each of the identified
components, that is, hostname, second level domain, top level
domain, pathname and file extension. To model the order of
the words inside URL domain and pathname components,
Blum et al. [66] propose bag-of-words representations
enhanced with bi-grams, i.e., sequences of two words, thus
each URL is represented as a vector of binary features.
Another enhancement is introduced in [93] where words are
obtained by segmenting concatenated words with the objec-
tive of extracting brand names often abused by attackers.

URL strings have also been described in terms of prop-
erties specifically related to the tricks adopted by attackers.
For example, in [73] numerical features are derived from
obfuscation resistant properties referring to the individual
URL components, e.g., dots in the entire URL, hyphens in
the domain name, tokens in sub-directories, dots and other
delimiters in the filename, variables in the query compo-
nent. Similarly, in [86] binary features that capture the URL
obfuscation, such as punctuation, misspellings, are extracted
from character n-grams, that is, overlapping sequences of n
consecutive characters. In [82] numeric and binary features
are obtained by examining general and specific properties
of the URLs and of the words they consist of. For example,
properties refer to the word length, the presence of special or
consecutive repeated characters in the URL as well as to the
word usage obtained from word vectors.

b: STATISTICAL PROPERTIES
Statistical properties refer to the patterns existing in URL
strings considered either at the character or at the word level.
For example, in [87] the distributions of URL characters are
analyzed from a statistical perspective to describe their usage
and derive the corresponding features. In detail, the frequency
distributions of English characters in legitimate and phish-
ing URLs are compared with the distribution in standard
English by applying tests, such as Kolmogorov-Smirnov and
Kullback-Liebler divergence. The values of these similarity
metrics are treated as features.

Marchal et al. [76] analyze the statistical properties of
URLs at the word level to derive features able to identify
phishing URLs relying on registered domains not related to
the brand being targeted. In particular, to explain the relation-
ships among the words composing the registered domain and
the part of the URL that can be freely defined, the concept of
intra-URL relatedness is introduced. The relatedness features
are obtained by computing the Jaccard index pairwise, that
is, considering these two sets of words as well as the sets
of words related or associated with them and derived by
querying search engines.

c: NETWORK-BASED PROPERTIES
Network-based properties refer to the characteristics of
the hostname and domain name associated with a URL.
Unlike lexical and statistical properties, these properties are
not derived directly from the URL strings. Instead, some

components of the URL string are used to obtain external data
by querying third-party services, such as DNS, WHOIS.

Numerous properties are derived from this external data,
such as registration and expiration dates of the corresponding
domain, domain registrar and registrant, Autonomous System
and geographic location. In most papers (see, e.g., [75], [79],
[88], [95], [96]), the numeric and binary features extracted
from these properties are mainly used to enhance the URL
description.

d: REPUTATION PROPERTIES
Reputation properties refer to the ranking of the page identi-
fied by the URL, that is, its importance as seen from external
services, such as search engines. Similarly to network-based
properties, third-party services are involved in the assessment
of these properties.

Some papers (see, e.g., [69], [70]) consider as feature
the value of the ranking provided by the Google’s PageR-
ank. In other papers (see e.g., [76], [77]), the features refer
to the results obtained by checking domain popularity lists
(e.g., Alexa) or by querying search engines using various
components of the URL, such as hostname, domain name.

As already mentioned, these features are seldom used in
isolation, they are seen as a way to improve of the description
of a web page.

2) HTML-BASED FEATURES
Features related to page source codes (e.g., HTML files) and
to traffic generated by page downloads are particularly rele-
vant for phishing detection because they capture the strategies
exploited by attackers for creating web pages that mimic the
layout and characteristics of their legitimate counterparts.

The properties for deriving these features can be grouped
in three main categories, namely:

• Textual properties describing the content of the source
codes and the relationships among their components;

• Visual properties describing the appearance of the page;
• Traffic properties describing the HTTP responses
received from web servers by software agents.

As already mentioned, to make the detection more effec-
tive, many papers consider both HTML-based and URL-
based features related to multiple types of properties.

Various types of approaches have been proposed in the
literature to identify the properties associated with page
source codes and extract the corresponding features (see, e.g.,
[67], [71], [74], [78], [79], [80], [81], [83], [84], [85], [88],
[95], [96], [97], [98], [99], [100], [101], [102]). Details are
provided in what follows.

a: TEXTUAL PROPERTIES
Textual properties – derived from the page source codes –
refer to the layout of web pages. In this context, the com-
position of source codes is analyzed under many different
perspectives by considering the entire HTML document as
well as the various types of HTML tags used to create a page.
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Features are obtained from general and specific properties of
the source codes.

General properties are related to the frequency of some
tags (e.g., input, iframe), the number of terms appearing
in the HTML document and their frequency (see, e.g.,
[95], [102], [103]). On the contrary, specific properties refer
to the content associated with HTML tags, such as title, copy-
right, form, anchor. For example, in [88] to identify poten-
tially harmful content in a web page, features are derived
from the properties of HTML forms and action fields and in
particular from the content of these fields and from the key-
words related to sensitive information appearing in the login
forms. Similarly, starting from the idea that each website
has an identity that is difficult to be manipulated or forged,
Pan and Ding [79] analyze the inconsistencies between the
identity and the properties of web pages. In detail, the identity
– extracted by considering keywords associated with specific
DOM objects, such as title and copyright – is used to generate
features referring to the various components of the page.
In some papers (see, e.g., [74], [83]), features – capturing
the relationships and consistency between textual content of
web pages and the content of the corresponding URLs –
are extracted by matching the domain name or the brand
name included in the URL with key components of the page
source.

To overcome the text and code level obfuscations, in [85]
features correspond to the frequency of the keywords appear-
ing in the text obtained – by applying visual analysis and
optical character recognition – from page screenshots and
from login form regions.

Some works (see, e.g., [67], [81]) investigate the proper-
ties of phishing websites hosted on compromised servers by
comparing the textual content of the suspicious page with the
content of the home page of the compromised website. More
precisely, features correspond to the values of the Jaccard
index of similarity computed for the text extracted from
various tags, such as title, copyright.

HTML source codes have also been analyzed by con-
sidering the textual properties of the hyperlinks associated
with attributes, such as href and src, and by apply-
ing some heuristics to obtain the features (see, e.g., [80],
[103], [104]). For example, some properties refer to the over-
all link frequency and to the frequencies of null links and of
themost common links appearing in the HTML body or in the
footer of a web page. Other properties are related to the frac-
tion of links pointing to local or foreign domains. In addition,
the presence of anchor links in the HTML body is considered
as a relevant property to detect phishing web pages designed
with a single background image – resembling the targeted
legitimate page – instead of textual content including links.

In [84] links have been examined from a different per-
spective by analyzing link manipulation patterns exploited by
attackers. To model the overall link and network structure of
web pages, this work proposes web graphs – built using page
linking data collected by crawling the pages corresponding
to the links of a web page. Features, such as in-degree and

out-degree centrality, graph density, number of strongly con-
nected components, are extracted from the properties of the
graphs.

b: VISUAL PROPERTIES
Visual properties – derived from the screenshots of the ren-
dered page – refer to the appearance of a web pages. In this
context, the properties of the screenshots of the entire page
or of arbitrary or specific regions (e.g., rectangular regions,
logo region) are considered. In general, these properties refer
to the representations used by computer vision for object
detection and image classification. For example, in some
papers (see, e.g., [67], [105]) features are extracted from
properties, such as Histogram of Oriented Gradients – repre-
senting local object appearance in a semi-rigid way through
distribution of intensity gradients and edge directions – and
color histograms – representing the spatial distribution of col-
ors within an image. Similarly, in [106] features are extracted
from color-based visual descriptors, such as Scalable Color
Descriptor, Color Layout Descriptor, Fuzzy Color and Tex-
ture Histogram.

c: TRAFFIC PROPERTIES
The properties of the traffic generated by page downloads
mainly refer to the characteristics of the HTTP response
messages received by browsers and of the TLS certificates
provided by web servers to establish encrypted connections.
For example, the composition of the header sections and the
status codes associated with HTTP messages are useful for
detecting phishing web pages. In fact, to confuse users, the
pages created by attackers often contain broken links and
redirections.

As already mentioned, features extracted from traffic prop-
erties are typically used in combination with other features.
In some works (see, e.g., [71], [80]) features describing bro-
ken links and redirections complement the features extracted
from the textual properties of hyperlinks.

Similarly, in [78] features extracted from the header section
(e.g., number of header fields, number of non-standard header
fields) and from the certificates (e.g., validity, issuer name)
are complemented by features describing the complexity of
the code in terms of functionalities offered to users. On the
contrary, the certificates issued by web servers are the only
source considered in [68] to derive features. In detail, prop-
erties, such as subject name, cryptographic algorithm, certifi-
cate version, are analyzed to obtain these features.

In conclusion, from the analysis of the features used in the
literature, we can identify the main strengths and weaknesses
associated with URL-based and HTML-based features (see
Table 5 for a summary). We notice that some features can
be easily extracted, thus allowing on-the-fly detection of
previously unseen phishing URLs, whereas the extraction of
some others require the page download, thus creating safety
concerns and slowing down the detection of phishing pages.
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TABLE 5. Summary of the main strengths and weaknesses associated with URL-based and HTML-based features.

B. FEATURE SELECTION
Feature selection refers to the process of choosing – among
the features being extracted – the ‘‘best’’ features to be used to
classify a page as legitimate or phishing [107]. This process
is important to make models parsimonious, avoid overfitting,
improve accuracy and lower computation requirements espe-
cially when the number of features is big.

Despite the potential benefits of this process, our literature
review has highlighted that some papers analyze the impor-
tance of the extracted features as part of the training process
(see, e.g. [71], [78], [81], [90], [108], [109]), while only few
papers analyze features with the objective of retaining the
most representative ones (see, e.g., [82], [91], [110], [111],
[112], [113], [114], [115]).

To select the optimal subset of features to be used for
detecting phishing websites, these papers devise the conven-
tional feature selection methods, namely:

• Filter methods, i.e., methods that select features by rank-
ing them according to their relevance independently of
the classifier;

• Wrapper methods, i.e., methods that select subsets of
features by ranking them according to their predictive
power for a given classifier.

In detail, in the context of filter methods, features (or subsets
of features) are selected according to the rank provided by
one or multiple statistical measures, such as Chi-square test,
Information Gain score, Correlation-based Feature Selection
and Fisher score. For wrapper methods, feature selection is
considered as a search problem where the subsets of features
– identified by strategies, such as Genetic Algorithm and
greedy forward selection – are evaluated through a classifier
and selected according to their predictive performance. In this
context, the classifier is considered as a perfect black box.

It is interesting to point out that, to make the selection more
reliable and robust, in some works the various methods com-
plement each other. For example, filter and wrapper methods
are applied in [112] to select – among 177 features derived
from the web page URL and source code – the optimal
subset of features. A feature selection ensemble is proposed
in [116]. According to this ensemble, multiple sets of features

are generated by different selection methods, thus promoting
diversity and improving generalization. To obtain a compact
set of effective features, Chiew et al. [113] address the prob-
lem of automatically identifying the optimal feature cut-off
rank by exploiting patterns in the distribution of filter mea-
sure values. This approach is devised in a feature selection
framework based on a hybrid ensemble structure consisting
of data perturbation and function perturbation techniques.

C. MACHINE LEARNING MODELS
As already mentioned, phishing detection is seen as a binary
classification problemwhose main goal is to identify whether
a web page is legitimate or phishing. To solve this prob-
lem and derive the corresponding models, many diverse
supervised learning algorithms have been considered in the
literature. These algorithms range from traditional state of
the art machine learning classifiers, such as Support Vector
Machine, Decision tree, K-Nearest Neighbors, to various
types of artificial and deep neural networks (see, e.g., [117],
[118], [119], [120]).

Table 6 presents an overview of the ten most popular tradi-
tional machine learning algorithms applied in the context of
phishing detection. As can be seen, Support Vector Machine
and Random Forest are the two most common algorithms.
In addition, since algorithm performance heavily depends
on the features being extracted and on the dataset used,
we observe that many papers apply more than one algorithm
to identify the best algorithm for their settings. An interesting
finding is that – although the results obtained under different
settings are not directly comparable – Random Forest tends
to outperform the other algorithms.

It is also important to outline that – to improve predictive
performance of the models – some papers (see, e.g., [74],
[114], [121], [122]) apply ensemble learning methods, that
is, they combine multiple predictions obtained from several
machine learning models by using various approaches, such
as stacking.

Another machine learning approach considered in the lit-
erature in the context of phishing detection refers to online
learning where – unlike batch learning typical of traditional
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TABLE 6. Summary of the traditional state of the art machine learning
algorithms applied for detecting phishing web pages. Algorithms are
listed according to the number of papers using them.

TABLE 7. Overview of the main online learning algorithms applied for
detecting phishing web pages. Algorithms are listed according to the
number of papers using them.

algorithms – the model training is performed in an incre-
mental manner by continuously feeding data as it arrives,
thus allowing for a real-time detection. For this purpose, var-
ious algorithms, such as Perceptron, Confidence-Weighted,
are applied (see Table 7 for an overview). These algorithms
mainly differ in the way feedback information is used to
update models in case of misclassifications.

It is interesting to point out that the pioneer work by
Ma et al. [126] has demonstrated that this approach can cope
with the size of training datasets – that are generally very
large – and the distribution of features – that continuously
changes. Nevertheless, despite these potential benefits, a lim-
ited number of works focus on this type of approach. In fact,
online learning methods could be computationally expensive
and cumbersome to control and protect since models might
change frequently.

Recently, the research on phishing detection has also
focused on deep learning approaches because of their ability
of identifying patterns and extracting features on their own.
Various classes of artificial neural networks, such as Con-
volutional and Deep Neural Networks, have been adopted
(see Table 8 for an overview). These networks mainly differ

TABLE 8. Overview of the main deep learning algorithms applied for
detecting phishing web pages. Algorithms are listed according to the
number of papers using them.

in terms of the number of layers considered and the types
of connections among layers. From the table, we notice
that approaches based on Convolutional Neural Network and
Long Short-TermMemory are the most popular because their
characteristics make them particularly suitable for detecting
phishing web pages.

An interesting comparison of the performance of several
machine learning models is presented in [144]. This investi-
gation focuses on the impact of different feature sets as well as
of datasets consisting of different fractions of legitimate and
phishing samples. The study demonstrates the importance
of taking precisely into account the imbalanced nature of
phishing attacks.

D. PERFORMANCE METRICS
Model performance refers to ability of a model to identify
classes correctly, thus the evaluation of its performance is a
very important task in every machine learning-based setting.
This assessment is generally based on standard quantitative
metrics.

To analyze the performance at different levels of granu-
larity, our literature review has shown that most papers use
multiple metrics. Among these metrics, some of them are
widely used, namely:

• Accuracy: a measure of the overall performance of a
model, that is, the fraction of phishing and legitimate
web pages correctly identified;

• Precision: a measure of how accurate the phishing iden-
tification is, that is, the fraction of phishing web pages
correctly identified with respect to the total number of
phishing pages;

• Recall (or equivalently True Positive Rate): a measure
of the coverage of actual phishing web pages, that is,
the fraction of web pages actually identified as phishing
with respect to the total number of pages that should
have been identified as phishing;

• Specificity (or equivalently True Negative Rate): a mea-
sure of the coverage of actual legitimate web pages,
that is, the fraction of web pages actually identified as
legitimate with respect to the total number of pages that
should have been identified as legitimate;

• F1-score: a combination of precision and recall in a
single score that assesses their tradeoff.
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In some papers, the performance of the models has also been
summarized by considering the confusion matrix and the
receiver operating characteristic (ROC) curve as well as error
rates.

E. DATASETS
To assess the performance of the proposed approaches, most
researchers create their own datasets by collecting data from
various sources, such as PhishTank archive for phishing web-
sites and Alexa top-ranked domains for legitimate websites.
Although datasets often share the data sources, in general
their content varies in terms of both websites considered
and features chosen for their description. As a consequence,
the results obtained by different papers are not directly
comparable.

Researchers making the datasets used in their papers avail-
able to the community are commendable (see, e.g., [49], [67],
[76], [82], [91], [106], [128]). Nevertheless, the availability of
these datasets heavily depends on the availability of authors
websites where they are published, thus these datasets tend to
disappear after some years.

To cope with all these issues, in the years some datasets
have been hosted in public repositories. These datasets are
of paramount importance for the research community. For
example, a popular dataset – known as UCI phishing websites
dataset or simply as UCI dataset – was donated in 2015.
This dataset – available at the University of California Irvine
Machine Learning repository [145] – includes 6,157 phishing
and 4,898 legitimate website samples, each described by
30 features extracted from URLs, HTML and JavaScript con-
tent and DNS services [96]. Another popular dataset – avail-
able from Mendeley Data portal – was published 2018 [146].
This is a balanced dataset containing 5,000 phishing and
5,000 legitimate website samples, each described by 48 fea-
tures. More recently, Vrbančič [147] published a dataset
consisting of 58,000 and 30,647 instances of legitimate and
phishing websites, respectively. This dataset – also available
from Mendeley Data Portal – includes 111 features mainly
referring to various properties of URL components, such as
domain, directory, file name [148].

F. DISCUSSION
The analysis of the state of the art has shown that machine
learning provides sound phishing detection solutions char-
acterized by the ability of detecting zero-hour attacks and
handling efficiently new types of phishing web pages. This
analysis has also suggested that machine learning is a very
active research field. The many diverse approaches offered in
the literature primarily differ in terms of the set of features
extracted for describing phishing and legitimate web pages
and of the learning algorithms applied to derive the models.

In general, features are extracted by considering multiple
complementary properties of the page URL and source codes.
In fact, a high quality set of features able to discriminate
phishing and legitimate pages is crucial for the effectiveness

of a phishing detection solution. This also means that features
associated with phishing pages are significantly different
from their legitimate counterparts.

In the context of machine learning models, our review has
shown a prevalence of models built using traditional state of
the art algorithms, although models based on deep learning
algorithms have started to appear. In fact, these algorithms
avoid the burden of feature extraction and selection even
though at the expense of large computation requirements.

The training, testing and validation of machine learn-
ing models are frequently based on datasets created by
researchers on their own because of the limited number of
publicly available datasets. As a consequence, it is difficult
to assess the validity of the obtained results.

Our investigation has also highlighted some interest-
ing findings that can be summarized by the following
recommendations:

• Features should be chosen by taking into account:

– Their strengths and weaknesses;
– Their discriminating power;
– The attacker strategies;
– The principle of parsimony.

• Datasets should be diverse, unbiased and include an
appropriate number of phishing and legitimate samples;

• Metrics chosen for evaluating model performance
should reflect the desired behavior of the detection
solution;

• Feature engineering should be part the detection
approaches to improve the model predictive power;

• Datasets, model parameters and implementation meth-
ods should be disclosed to ensure the reproducibility of
the results.

Finally, it should be noted that, although machine learning
is a pervasive and powerful form of artificial intelligence,
it cannot be used as a black box. In fact, to extract a meaning-
ful set of features, the strategies applied by attackers and their
implications on website design have to be taken precisely into
account. This means that the machine learning competences
have to be coupled with a solid domain knowledge.

VIII. LESSONS LEARNT
As already mentioned, the detection of phishing websites
faces several challenges primarily related to the nature of
these dangerous security threats. This section summarizes the
lessons learnt from the analysis of the state of the art by
reviewing the main strengths and weaknesses of list-based,
similarity-based and machine learning-based methods.

A first interesting finding refers to list-based detection
methods. These methods are generally simple and fast,
although not always effective. In fact, their reactive nature
– coupled with the delays in identifying new phishing cam-
paigns and updating the lists accordingly – makes them
unable to cope with zero-hour attacks. The automatic updates
of blacklists – by predicting phishing URLs from blacklisted
ones – and the creation of customized whitelists, are solutions

18514 VOLUME 11, 2023



R. Zieni et al.: Phishing or Not Phishing? A Survey on the Detection of Phishing Websites

of paramount importance, even though they might fail to
predict previously unseen phishing URLs. In general, the
usage of list-based methods in isolation is not recommended,
instead these methods can be seen as an initial detection step
that complements other methods.

Unlike list-based detection methods, similarity-based
methods can generally cope with zero-hour attacks, although
they are slower and more complex to implement. In fact, the
textual or visual comparisons of suspicious pages with their
legitimate counterparts are computation-intensive, especially
when page screenshots are involved. These methods are also
storage-intensive. In fact, to ensure an effective detection,
a large number of legitimate web pages has to be stored.
Despite these issues, similarity is a robust indicator of phish-
ing web pages since it captures the strategies adopted by
attackers for creating phishing web pages, thus metrics, such
as similarity scores, are particularly useful for the detection.

Machine learning-based methods are generally fast and
effective. They cope well with zero-hour attacks and allow
on-the-fly detection of phishing web pages. Nevertheless, the
performance of these methods varies and mainly depends on
the features extracted fromweb pages and on the composition
of the training datasets. In general, features extracted from
page URL are obtained quickly, although they are vulnerable
to URL manipulations. On the contrary, features extracted
from page source codes are robust to the evasion techniques
implemented by attackers, even though page downloads are
needed to obtain these features, thus causing delays and safety
issues. Despite these issues, machine learning models are
a valid and promising solution for detecting phishing web
pages.

Lastly, it is worthmentioning that third-party services, such
as search engines and DNS, provide useful information for
the detection, although they introduce significant overhead
that might delay the detection itself, thus the actual benefits
of this information have to be carefully assessed.

IX. CONCLUSION
Phishing is a very active and effective security threat that
affects individuals as well as the targeted companies and
organizations. Despite being around for many years, this
threat is still one of the attack vectors most commonly used
nowadays. The level of sophistication of the phishing cam-
paigns has increased significantly over the years. Attackers
employ numerous social engineering strategies and evasion
techniques to make attacks more and more convincing for
individuals and more challenging for detection tools. In this
context research plays a critical role.

Our survey has shown that many research efforts have
been dedicated to the detection of phishing websites. Among
the various detection approaches, machine learning-based
methods are becoming quite popular because of their ability
to detect zero-hour attacks and handle efficiently newly dis-
covered phishing web pages. Nevertheless, to fight phishing
more effectively, it is necessary to stay one step ahead of

attackers, thus some research gaps need to be filled. In what
follows, we discuss the main gaps identified from this survey.

An important research gap refers to the increased use by
attackers of URL shortening services that mask the real phish-
ing URLs. These short URLs create an additional challenge
to list-based approaches and in particular to the management
of blacklists. Similarly, these URLs affect machine learning-
based approaches since most URL features suggested in the
literature become meaningless in this context, thus making
the detection mechanisms fail.

Other open issues associated with features are related to
their relationships with the evasion techniques implemented
by attackers. In general, it is not sufficient to retrain a
machine learning model whenever new data becomes avail-
able, instead there is the compelling need to quickly identify
the tactics used by these ever-evolving attacks and automat-
ically extract appropriate features. Hence, further research
efforts should be dedicated to investigate these issues.

Model explainability is another interesting research direc-
tion in the context of machine learning. In fact, understanding
the decisions taken by machine learning algorithms, that is,
what characteristics make a web page phishing or legitimate,
has several important implications for the design of security
systems. Adversarial attacks should also be investigated to
make the machine learning models more robust.

It is also important to outline that, to ensure the advance-
ment of the state of the art, experiments should bemade repro-
ducible. This means that all implementation details should
be clearly specified and the datasets used should be made
publicly available.

Finally, we believe that the education of individuals –
who often represent the weak link of the chain – should be
included to some extent in every kind of phishing counter-
measure.
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