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ABSTRACT Supervisory Control and Data Acquisition system linked to Intelligent Electronic Devices over
a communication network keeps an eye on smart grids’ performance and safety. The lack of algorithms
protecting the power system communication protocols makes them vulnerable to cyberattacks, which can
result in a hacker introducing false data into the operational network. This can result in delayed attack
detection, which might harm the infrastructure, cause financial loss, or even result in fatalities. Similarly,
attackers may be able to feed the system with fake information to hoax the operator and the algorithm into
making bad decisions at crucial moments. This paper attempts to identify and classify such cyber-attacks by
using numerous deep learning algorithms and optimizing the data features with a metaheuristic algorithm.
We proposed a Restricted Boltzmann Machine-based nature-inspired artificial root foraging optimization
algorithm. Using a publicly available dataset produced in Mississippi State University’s Oak Ridge National
Laboratory, simulations are run on the Jupiter Notebook. Traditional supervised machine learning algorithms
like Artificial Neural Networks, Convolutional Neural Networks, and Support Vector Machines are measured
with the proposed algorithm to demonstrate the effectiveness of the algorithms. Simulations show that the
proposed algorithm produced superior results, with an accuracy of 97.8% for binary classification, 95.6%
for three-class classification, and 94.3% for multi-class classification. Thereby outperforming its counterpart
algorithms in terms of accuracy, precision, recall, and f1 score.

INDEX TERMS Artificial neural network, artificial root foraging, cyber security, deep learning, machine
learning, metaheuristic algorithm, restricted Boltzmann machines, supervisory control and data acquisition,
smart grid.

I. INTRODUCTION consumer count [3]. Recent years have seen the development

The extraordinarily intricate architectural design of the elec-
trical power systems must be handled cautiously and with
the best control strategy feasible to ensure both the protec-
tion of human life and the system’s safety [1]. The sys-
tem becomes more complex as the control process must
run more quickly [2]. Automated devices are introduced to
modern power systems to make operating them easier. The
number of pieces of protective equipment that are part of
the system is directly impacted by operational demand and
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of automated systems for connected power module protec-
tion, automation, and control [4]. Protective device perfor-
mances have somewhat improved as a result of developments
in algorithms and power systems architecture [5], [6].
However, the likelihood of security problems increases
as the number of connections to the power system modules
intensifies. Hence the quality of control is expected to be in
the higher range for modern power systems. The contempo-
rary power systems are implemented with various Interna-
tional Electrotechnical Commission (IEC) standards [7], [8]
and are generally operated with six significant components,
as depicted in Figure 1. Generators, transformers, and safety
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FIGURE 1. Component of the power system.

equipment are all part of the power system’s electrical com-
ponents. These primary hardware ranges and ratings change
depending on the loads connected to the network. The pro-
tection mechanisms built into the electrical system also differ
depending on the linked equipment’s location and nature [9].
The control components include the synchronization model
and operational modules for transmitting the required signal
to the digital modules used for the operation. The power sys-
tem’s information and communication devices, which trans-
mit control signals between linked systems and components
across wired or wireless networks, are represented by dig-
ital modules [10]. The convergence network regulates the
power flow in the connected system by analyzing the load
requirement and the power system state. The importance of
the convergence networks increases when the power system
is linked to Distributed Energy Resources (DERs) [11], [12].
The regulatory components ensure that the integration of
power is constantly smooth and efficient.

In order to solve the problems with conventional digital
components, which were designed to have certain limitations,
smart grid power systems were developed. This is achieved
by integrating distributed intelligence algorithms into the
system. The distributed intelligence algorithms swiftly and
efficiently support making decisions on the present digital
components [13].

Smart grids, however, have more security concerns due to
the distributed location of the control units. The architecture
of the smart grid power systems includes the following four
layers [14]. Physical Layer: It is identical to the layer found
in every fundamental power system, which consists of a
generation station, transmission lines, and a distribution unit.
Communication Layer: The layer between the user and the
service provider; this layer offers a network that allows for the
discovery of the status of the power system’s operation. Sys-
tem Integration Layer: This layer includes the computing and
security infrastructure. It controls the data analytics process
so that the control units can make several decisions. This is
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FIGURE 2. The architecture of a smart grid system.

realized by importing a powerful algorithmic model. Software
Layer: It enables the service provider to access the power
consumption details from the user side. This layer provides
information about the user and their nature to the system
integration layer for future predictions.

Based on their general characteristics, the four kinds of
cyber security problems for smart grid systems may be clas-
sified. They are issues with, connectivity, trust, privacy, and
software vulnerability [15], [16].

Connectivity: Compared to other physical systems, the sys-
tems that make up the smart grid are more widely distributed.
As a result, the smart grid power system’s communica-
tion protocol necessitates constant operation and higher data
transmission rates. The system transfers the data regularly;
it poses numerous security concerns for the models. Trust:
The smart grid systems are open to everyone. Some key
equipment, specifically the Automated Meter Infrastructure
(AMI) is situated in the user area. As aresult, there is a greater
chance that the system may be interfered with, and this risk
is directly correlated with the user’s level of trust, given that
operational costs and other factors are involved. Privacy: The
smart meters connected to the system contain the user’s basic
information, which is the most targeted device for intruders.
Software Vulnerabilities: The smart grid systems are mostly
monitored with Supervisory Control and Data Acquisition
(SCADA) computer software. The SCADA system’s mod-
ernization, standardization of communication protocols, and
increasing interconnectivity have all contributed to a sharp
rise in cyberattacks on the system over time, rendering it
vulnerable to assault from anywhere around the globe [16].
Hence it is a must to protect the smart grids’ SCADA systems
from malicious cyber-attacks and malware disruption.

The aforementioned issues prompted the following goals
for this study, which are as follows:

1) To employ a nature-inspired artificial root foraging
optimization algorithm with a Restricted Boltzmann
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Machine (RBM), to provide an enhanced algorithm that
reliably detects and classifies attack intrusions in the
smart grids” SCADA systems.

2) Enhanced adaptability: Nature-inspired optimization
algorithms are designed to be highly adaptable, and can
be modified or fine-tuned to meet the specific needs of
a particular application. By combining an RBM with a
nature-inspired algorithm, we seek to create a system
that is highly adaptable and able to learn and adapt to
new threats as they arise.

3) Increased efficiency: Nature-inspired optimization
algorithms are typically more efficient than traditional
optimization methods, as they are able to explore a
more extensive search space more quickly. By combin-
ing an RBM with a nature-inspired algorithm, we seek
to propose an algorithm that is able to analyze large
amounts of data more quickly and efficiently, allowing
for faster and more effective threat detection.

4) Reduced reliance on labelled data: RBMs are capa-
ble of performing unsupervised learning, which means
they can learn from data that is not labelled or cate-
gorized. By combining an RBM with a nature-inspired
algorithm, it is possible to create a system that can learn
from a larger and more diverse dataset, which may be
particularly useful in cases where labelled data is scarce
or difficult to obtain.

5) To demonstrate the performance of the proposed algo-
rithm’s efficiency to other existing algorithms in terms
of accuracy, precision, recall, and f1 score.

Section I captures the introduction of the paper. Section II
contains background information on related studies and the-
oretical frameworks from the literature. The proposed algo-
rithm is covered in Section III, while the simulation results
are described in Section IV. Section V serves as the paper’s
conclusion.

Il. RELATED STUDIES

The smart grid protection strategy uses local measures or
external devices to build a smart grid protection system that
is both effective and efficient. However, one of the key issues
is the ability to connect physical and digital components to
suit the configuration of the system. Measurement of data
source authentication system was developed to analyze the
data flow of a power system by extracting the features through
an ensemble empirical mode decomposition model with the
Fast Fourier Transform (FFT) technique. The experiment
was conducted with a back-propagation neural network for
data classification. An accuracy of 80.9% is achieved, and
comparatively, it is better than the traditional long short-term
memory (LSTM) model’s accuracy of 77.8% [17]. To train
the neural network algorithms, a sizable dataset is required.
The performance of a neural network algorithm’s prediction
process is influenced by the amount of training data present
in the network. The authors of [18] generated a power sys-
tem dataset based on IEC 61850 Generic Object-Oriented

18662

Substation Event (GOOSE) communication for developing a
reliable cybersecurity system.

The components of the power system are divided into
numerous categories to monitor the load demand in different
areas. Due to environmental conditions, the associated field
will see variations in demand in particular. The system is
more vulnerable to cyber threats since the scattered devices
are connected through different channels [19]. The testbed-
based power system quality analysis is one of the familiar
methods widely used for observing the response of the power
system in different scenarios. The test bed generates different
kinds of cyber security issues to analyze and formulate a
defending algorithm. An OMNeT++-based simulation tech-
nique was structured [20] to analyze the nature of cyberat-
tacks in a bidirectional communication network. The model
was integrated with Power Systems Computer Aided Design
(PSCAD) for the power simulation.

The physical power systems are open to dynamic data
injection attacks. An example is the ease with which the
energy consumption values on smart meters could be altered.
So, an interval state estimation method was developed to
analyze the possible variations in the readings with respect to
time. A kernel quantile regression is also incorporated in the
work to estimate the uncertainties in renewable and electric
load forecasting applications [21]. The cyberattack on the
Internet of Things (IoT)-based smart grids may affect the
costly and important systems that are connected to the power
system. The hospital equipment and electric train are some of
the costlier and most needed systems that always depend upon
the quality of the power supply. Therefore, a blockchain-
based technique was equipped with Hilbert-Huang transform
to estimate power quality through the data collected from
voltage and current sensors. The experimental work founds
satisfied with the performance of the proposed model on false
data injection attacks [22].

The false data injection process can also be observed
by estimating the phasor measurements of the connected
loads. A two-layer defense system was developed [23] to
observe the change in the values of the power system.
The defense resources are optimized in the work with a
zero-sum static game algorithm. It is demonstrated that the
proposed two-layer model is useful for examining false
data injection attacks. Providing cybersecurity to DER, such
as photovoltaic systems (PV), is one of the challenging
tasks in power systems. To accomplish this, the connected
syste’s active and reactive power is analyzed along with its
permitted voltage level for transmission. The syste’s net-
work topology is used to observe the power changes on
each terminal. The change in the difference in various esti-
mations makes the work to predict the attack output on
its class [24]. A decision-making algorithm was outlined
to estimate the cyberattacks in multi-microgrid systems.
A fuzzy static Bayesian game model was utilized in the work
for predicting the optimal security strategy, and a hybrid
approach based on a fuzzy algorithm was used to reach a
consensus [25].
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A cybersecurity risk management system was developed to
predict attacks in cyber-physical systems. The work analyzes
the criticality of the assets in cyberattacks and their effect
on the output of the system. The attack scenario, control,
and threats are considered in the work for estimations [26].
A stochastic coupling strategy was designed to estimate
the cascading process in cyber-physical systems. This has
been performed by keeping two asymmetric subnetworks for
increasing the accuracy of random and frequent cyberattacks.
The experimental projection indicates a reduced estimation
time for frequent attacks over the random models [27]. A deep
reinforcement learning technique was structured to provide
cybersecurity protection on distributed power systems. The
performance of the system was experimented on the IEEE
13-bus model and the simulation results are not found satis-
factory under the greedy attack conditions [28].

When responding to hostile attacks on industrial control
systems, machine learning techniques are particularly accus-
tomed. The results of an experiment using the random forest
and J48 algorithms to identify intrusions in control systems
were found to be good in forecasting cyber-attack behav-
iors [29]. A dimensionality reduction and statistical hypothe-
sis techniques were merged to ensure cybersecurity on smart
grids. A concept drift methodology was utilized in the work to
observe the differences between the physical grid change and
data manipulation. Experimental work was performed in the
work with and without concept drift and found satisfactory
with the concept drift technique [30]. A physics-informed
spline learning technique was developed to detect anomalies
in power electronic circuits. The experiment was found satis-
factory even when trained with minimal data [31].

The review of the literature looks at the various strategies
developed to address security issues in power systems. The
majority of the systems, however, were created to recognize
the introduction of false data into power systems. This was
accomplished by analyzing the system’s typical behavior to
anticipate the system’s abnormal response when fictitious
data was injected. Because their analysis is feature-based,
deep learning and machine learning algorithms are quite
good at making these kinds of predictions. In the part that
follows, a feature optimization technique based on a meta-
heuristics algorithm is used to assess the effectiveness of deep
learning-based algorithms to observe security vulnerabilities
in SCADA systems for smart grids.

lll. METHODOLOGY
The overall artificial root foraging, RMB architecture, and
our variation are all introduced in this section.

A. OVERVIEW OF THE SYSTEM

The proposed model utilizes a nature-inspired artificial root
foraging method for optimizing the information collected
through the power systems sensor and data transmitters.
Voltage and power sensors are used to detect the anomaly
of the power system; the abnormality of the power system
is observed and forwarded to the base station through an
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IoT network. The receiving station tabulates the collected
information and projects the outcome as a database. The
dataset creation process makes the base station verify all the
collected information and separates the readings that came
up with errors and missing information. The dataset creation
process can be limited with respect to time as it may provide
the amount of data to be stored in the database. Figure 3
represents the workflow of the proposed model.

B. PREPROCESSING

Preprocessing is the fundamental technique for organizing
the data gathered from the remote terminal unit (RTU) and
other Intelligent Electronic Devices (IED) modules. In this
step, the unstructured and unformatted data are organized to
make the information reliable before it is used in the training
process.

In general, the data can be segregated into two categories:
numerical data and categorical data. The binary format is used
for categorical data, and whole numbers or fractions are used
for numerical data. Information about the power system is
gathered in numerical form for the proposed task.

The quality of the feature extraction mostly depends on
the caliber of the data used in the operation. Therefore, the
paper makes use of the data translation process, data cleaning
process, and data quality assessment process. As previously
shown, the data quality assessment sends the available data
to the data cleaning process while moving the missing data to
the trash. The data cleaning procedure enables the removal of
duplicate data and requires the manual insertion of data when
it is discovered to be abnormal or missing.
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C. ARTIFICIAL ROOT FORAGING OPTIMIZATION

1) CLASSICAL PLANT ROOT GROWTH MODEL

The biological root growth optimization algorithm served as
the basis for designing the artificial root foraging optimiza-
tion algorithm. A biological plant’s primary root advances
toward the ground, while its lateral roots spread outward like
a branch from the main root. Similarly, the lateral roots are
also permitted to develop numerous lateral roots in diverse
directions. While the primary roots are not permitted to do
so, the lateral roots are permitted to form in all directions
with varying degrees of movement. Hence, the artificial root
foraging algorithm is also constructed using the conventional
optimization model that is used to predict the growth of
plant roots. Root growth is thought to be hindered by the
nature of the soil, and the main root movement and lateral
root movement are thought to be the best solutions. The
change in direction and length adjustments are regarded as the
fine-tuning parameters for the problems [32]. The following
factors are considered for ideal plant growth, and the same
has been followed in the artificial model.

Factor 1: The spatial structure of the roots is heavily influ-
enced by the auxin concentration in the plants. It allows the
root to be automatically structured by observing the problem.

Factor 2: A single root apex advances in the same direction
and can generate children’s root apices.

Factor 3: Auxin availability causes the root system to
develop a variety of lateral roots and branches.

Factor 4: Hydrotropism allows the tip of the main root and
lateral roots to move in their respective directions along the
trajectory.

2) AUXIN REGULATION

The auxin concentration is the primary parameter for devel-
oping a new branch count and movement operations [33].
Therefore, the nutrition availability of the soil is formulated
as follows.

ﬁtnessx _flow

h=—FF ey
! fhigh _flaw
Mathematically, the auxin concentration is written as
J
Ay = —5— @)
2 fx
y=1

where the function value is finessy, f; is the normalization
value of the root fitness, fj;zn and fj,, represent the current
root population count and s is the population size.

3) STRATEGY ON MAIN ROOT GROWTH

The growing probability of the main root is free from the
probability of branch and re-growing factor. The movement
of the main root depends upon the best individual operation
formulated from its current position [34]. It is mathematically
represented as

I'=1"+1le (Ilbm - 1;*1) 3)
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here, I; implies a new location, I;_l represents the location
of root x. Learning inertia takes /, ¢ is the uniform random
coefficient between 0 and 1 and [Ijes stands for the best
individual from the present location.

4) BRANCHING OPERATOR

The branching operator develops a new individual based
on the root apex estimations. It is predicted by estimating
the available auxin concentration over the threshold value
included in the branch [35]. The number of individuals gen-
erated from the branch is calculated as

{bmnch individuals w,  if Ay > threshold value

“

stop branching otherwise

Therefore, the numbers of newly generated apices are esti-
mated from the following equatio

Wy = S-Ax(Bmax - Bmin) ~+ Bmin (5)

& is the uniform random coefficient between 0 and 1, Ay
is the auxin concentration level at the root. B, and B,y
represent the branching count. The location for developing a
new branch root is predicted from the primary root through
Gaussian distribution N (I;, 02). The standard deviation is
written as

2
Xmax — X
o= (—max ) X (o,-m- — O'ﬁn) + Ofin (6)
Xmax

where x;,,4, 1s the maximum iteration, i is the current iteration
index, ojy; is the initial standard deviation, and oy, is the final
standard deviation.

5) LATERAL OR BRANCH ROOT GROWTH

The lateral roots are allowed to conduct a random search on
every feeding state [36], [37]. The length and growing degree
of the lateral roots are changed between each other, and that
can be mathematically projected as

I; ES 1;71 —+ & (ImaxD; * ?) (N

J;
= —F—— (®)

NEHR T

where [, stands for the maximum length of the lateral root,
D; is the dimension growth direction of the lateral root i,
and ¢ stands for the growth angle formulated with a random
vector §;.

6) DEAD ROOT GROWTH SHRINKABLE

The growing process might not be supported by the roots if
they were unable to absorb nutrients. The auxin distribution
evaluates the likelihood that the lateral roots will grow and,
if they do not, they are removed from the main root.

D. RESTRICTED BOLTZMANN MACHINES

The RBM technique was primarily created for regression,
feature learning, and dimensionality reduction applications.
It is a subset of the family of energy-based models, where
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FIGURE 4. The architecture of the RBM.

each configuration of the relevant variables corresponds to a
training-relevant finite scalar energy value. The RBM algo-
rithms are typically shallow and only use two levels of net-
work connection [38]. As a result of their simplicity, RBMs
are widely used in a variety of applications. The primary
layer of the RBM is represented as the visible layer, and the
second layer is mentioned as the hidden layer. The number
of neural nodes included in the layer varies with respect to
the count of inputs made to the approach and the intercon-
nection between the nodes makes a neurological connection
like a human brain. The RBM connections are very special,
and there the intra-connections are restricted. The node ana-
lyzes the input received by the, computes it, and decides
whether to permit it or not for neighbor node connection [39].
The bipartite interactional graph of the RBM is depicted
in Figure 4.

The feature that the visible layer node collects is denoted
by the letter £ and it is passed to the hidden layer by multi-
plying the weighted value w and adding the bias b [40]. The
following expression can be used to describe the outcome
of this operation as an activation function of the supplied
input.

flExwy+b)y=a )

where f represents the activation function, £ is the input, and
w stands for the weights. The bias is represented by b and a
is for the activation function.

The hidden layer activations are considered as input in the
reconstruction step, where the input is given to the hidden
layer. Same as the input path, the reconstruction model also
operates the input with the same multiplication factor. Hence
the output gives a value to the original input. Figures 5 and 6
indicate the input path of an RBM and the reconstruction
model of the RBM, respectively.

Generally, the values of the weights included are assumed
randomly, and presumably, there will always be a huge devia-
tion between the input and output of the RBM. So, the weights
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are modified continuously to reduce the error observations in
estimating the reconstruction r value. The nodes are designed
to take the low-level feature present in all the attributes avail-
able in the dataset. This paper considers that the RBM has a
total of n visible neurons as v = vy, v, ..., v, and total hid-
den neurons m has hidden neurons as h = hy, hy, ..., h;,. The
model uses binary values since the study examines the binary
problem (natural or attack) of the existence of anomalies. the
random variable takes the values (v, h) € . {0, 1}™*". Thus,
the probability distribution according to [41] can be written
as

1
P(v,h) = —¢ E0M (10)
Z

Z is the partition function. An energy function E(v,h) of the
model can be defined as [42] and [43]

n m n m
E(v, h)z_Zzwi;‘ghmvn_zgnvn_Zthm (1)
E=1

g=1¢=1 £=1
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TABLE 1. Description of the employed dataset.

Data class Data details Event count out
Binary classification Natural event 9
Attack event 28
Three-Classification No event 1
Natural event 8
Multiclass Attack event 28
classification All class 37

Equation (11) can be re-written as
Ev,hy=g'v—q'h—v/'Wh (12)

where the considered features for the training process of &
is& € {1,2,...,n} and ¢ € {1,2,...,m}. The weight
is denoted by wgs, g, is the n feature of the &™ input of
the v visible neurons. Similarly, g,, is the m™ feature of
the ¢ input of the A hidden neuron. Due to the RBM’s
bipartite nature, there is no connection between a hidden
neuron and a hidden neuron, just as there is no connection
between a visible neuron and a visible neuron. The model for
conditional independence is described as

p(v, h) = TIZ_ p(v; |h) (13)
p(v. h) =TIz p(ve [h) (14)

E. DATA DESCRIPTION

This paper utilizes the power system attack detection dataset
developed by the Oak Ridge national laboratory of Missis-
sippi State University [44]. The dataset is separated into three
types, binary class, three class, and multi-class. It is created
from a single dataset consisting of 15 sets of information from
37 types of power system events. Except for the multi-class
dataset, the details are in CSV format. The content of the
dataset is shown in Table 1.

Figure 7 shows a three-bus two-line transmission sys-
tem modified from the IEEE four-bus three-generator sys-
tem, it explores the architectural view of the test framework
used for the analysis. Despite being a very modest system,
it embodies the core of the broader power system and is
simple enough to be understood in its entirety. The classifier
suggested in this work would be used multiple times to mon-
itor different parts of a power system. The framework merges
two generator models consisting of four IEDs, specifically,
relays (R; to Ry4) for providing a switching operation to
the circuit breakers (Bk; to Bky4). Each circuit breaker is
connected with a separate IED [44]. Therefore, it trips off
the breaker unit when a real or fake fault is detected in the
circuit. The IEDs are not equipped with any algorithm so far
for analyzing the nature of the fault. Thus, this kind of model
requires a manual operation to re-enable the circuit from its
faulty condition. The major type of faults and attacks that can
happen in a power system model is as follows [45].
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1) FAULTS
a: SHORT CIRCUIT
These kinds of faults may happen in a power system owing
to natural and manual errors at any location. The location
of the fault can be identified by observing the current and
voltage changes in the circuit. A short circuit fault in a power
system occurs when there is an abnormal connection between
two points in the electrical circuit that are not intended to
be connected. This can cause a sudden and large increase in
the flow of electrical current, which can damage or destroy
electrical equipment and pose a risk of injury to personnel.
Short circuit faults can be caused by a variety of factors,
including damaged or faulty electrical components, loose
connections, and the presence of foreign objects or debris
in the electrical circuit. They can also be caused by natural
disasters such as lightning strikes or earthquakes [46].
When a short circuit fault occurs, the electrical system
is designed to automatically detect the fault and interrupt
the flow of current to prevent damage to the equipment and
protect personnel. This is typically done by using protective
devices such as circuit breakers, fuses, and relays, which are
designed to detect abnormal electrical conditions and inter-
rupt the flow of current. It is important to promptly address
short circuit faults in order to minimize the risk of damage
to the electrical system and ensure the safe and reliable
operation of the power system. This may involve identifying
and repairing the root cause of the fault, as well as testing and
inspecting the affected equipment to ensure it is safe to return
to service [46].

b: LINE MAINTENANCE

For the duration of the maintenance period, the relay modules
connected to the power system model are disconnected from
the circuit. These kinds of errors are intentional and are
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simple to fix. Line maintenance in power systems refers to the
activities that are performed to ensure that transmission and
distribution lines are operating safely and efficiently. These
activities can include inspections, repairs, and upgrades of
transmission and distribution lines, as well as the associated
equipment such as transformers, switches, and other electri-
cal components.

Line maintenance is an essential part of the overall oper-
ation and maintenance of a power system, as it helps to
ensure the reliability and safety of the electrical grid. Line
maintenance activities can be performed on both overhead
and underground transmission and distribution lines, and
may involve a range of tasks, such as: Inspecting and test-
ing electrical equipment to identify any potential issues
or problems. Replacing damaged or worn-out components.
Upgrading equipment to improve performance or increase
capacity. Cleaning and maintaining transmission and distri-
bution lines to remove debris and vegetation that could cause
problems. Performing preventive maintenance activities to
prevent potential problems from occurring. Line maintenance
is typically carried out by trained and certified professionals
with the necessary knowledge and skills to work safely on
high-voltage electrical equipment. In some cases, specialized
equipment such as bucket trucks or aerial lifts may be used
to access transmission and distribution lines for maintenance
activities [46].

2) ATTACKS

a: DATA INJECTION ATTACK

A data injection attack in power systems, also known as a
manipulation attack, is a type of cyber-attack that involves
injecting false or malicious data into the control systems of
a power grid. The goal of this type of attack is to disrupt
the normal operation of the power grid and potentially cause
damage to the system.

Data injection attacks can take many different forms, but
they generally involve the attacker injecting false or malicious
data into the control systems of the power grid to mislead the
operators or cause the system to malfunction. For example,
an attacker might inject false data into the control systems of a
power grid to indicate that there is a fault in the system, when
in fact there is not. This could lead to the operators taking
inappropriate or unnecessary actions to respond to the false
fault, which could potentially cause damage to the power grid.

Data injection attacks can be difficult to detect, as they
often involve the injection of small amounts of false data
into the control systems of the power grid. They can also be
difficult to prevent, as they require a high level of access to
the control systems of the power grid. Power grid operators
need to implement robust cybersecurity measures to protect
against these types of attacks [45].

b: RELAY SETTINGS CHANGE ATTACK
A relay settings change attack in power systems is a type of
cyber-attack that involves altering the settings of protective
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relays in the power grid. Protective relays are electrical
devices that are used to automatically detect and respond to
abnormal conditions in the power grid, such as short circuits
or over currents. They are an essential component of the
power grid’s protection system, as they help to ensure the
stability and reliability of the grid [45].

In a relay settings change attack, an attacker may attempt
to manipulate the settings of protective relays to disrupt the
regular operation of the power grid. For example, the attacker
may change the settings of the relays so that they do not
respond to certain types of fault conditions, or so that they
respond in a way that is not appropriate for the specific fault
condition. This can lead to widespread power outages and
other disruptions in the power grid [45].

Relay settings change attacks can be challenging to detect,
as they often involve subtle changes to the settings of the
protective relays. They can also be difficult to prevent, as they
require a high level of access to the power grid’s control sys-
tems. Power grid operators need to implement robust cyberse-
curity measures to protect against these types of attacks [45].

¢: TRIPPING COMMAND INJECTION ATTACK

It is a command kind of attack that makes the relay open
the circuit with a command received from a remote location.
A tripping command injection attack in power systems is a
type of cyber-attack that involves injecting false or malicious
commands into the control systems of a power grid in order
to disrupt the normal operation of the system. The goal of
this type of attack is to cause equipment to trip or shut down,
potentially leading to widespread power outages and other
disruptions in the power grid [45].

In a tripping command injection attack, an attacker may
inject false or malicious commands into the control systems
of the power grid in an effort to cause equipment to trip or
shut down. For example, the attacker might inject a command
to trip a circuit breaker or shut down a generator. This could
lead to widespread power outages and other disruptions in
the power grid. Tripping command injection attacks can be
challenging to detect, as they often involve the injection of
small amounts of false or malicious data into the control
systems of the power grid. They can also be difficult to
prevent, as they require a high level of access to the control
systems of the power grid. To defend against these kinds of
attacks, power grid operators must install strong cybersecu-
rity safeguards [45].

F. DEEP LEARNING PERFORMANCE EVALUATION
METRICS

Deep learning is a type of machine learning that uses deep
neural networks to learn and make predictions or decisions.
The performance metrics used to evaluate the effectiveness
of a deep learning model are similar to those used for other
types of machine learning models. Because of the task under
study and the kind of model being employed, we concentrate
only on the four threshold parameters that the classification
problem’s performance metric is defined by
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TABLE 2. Confusion matrix for a binary classifier.

TABLE 3. Hyperparameter settings.

Actual true Actual false Model parameter Total
Predicted true True positive False positive Visible node 128
Predicted false False positive True Negative Hidden neurons for CNN, ANN 2
Batch size 128
Epoch 1000
Accuracy: This is a common metric for classification Activation functions ReLU, Sigmoid
tasks, and it is defined as the number of correct predictions Learning rate 0.1

made by the model divided by the total number of predictions.
Mathematically represented as [56]

Accuracy = P+ TN (15)
YT TP+IN +FP+FN

Precision: This metric is used to measure the precision of
a classifier, and it is defined as the number of true positive
predictions made by the model divided by the total number
of positive predictions [56].

. TP
Precision = —— (16)
TP + FP

Recall: This metric is used to measure the recall of a classi-
fier, and it is defined as the number of true positive predictions
made by the model divided by the number of positive cases
in the dataset [56].

TP
Recall = —— an
TP + FN

F1 score: This is a metric that combines precision and recall,
and it is defined as the harmonic mean of precision and
recall [56].

2 (Presicion x Recall)
Flscore = — (18)
Presicion + Recall

Equations (15), (16), (17), and (18) are derived using the
confusion matrix. The confusion matrix is a table that is used
to evaluate the performance of a classifier, and it is often used
in conjunction with various performance metrics to provide a
more complete picture of the classifier’s effectiveness.

IV. EXPERIMENTAL ANALYSIS

The experiment was performed in a Jupyter notebook on a
16GB RAM Intel 7 processor system. The proposed RF-RBM
technique was tested against conventional CNN, ANN, and
SVM algorithms because those were found to be success-
ful models in several intrusion detection studies [37], [49].
In this, the SVM is a machine learning-based technique,
whereas CNN and ANN are deep learning-based techniques.
We utilize the hyperparameters given in Table 3 for the
simulations, and we classify the network intrusion through
different algorithms.

One of the most used neural network algorithms, CNN,
can provide a higher accuracy rate when the training data
samples are plentiful. However, because CNN learns char-
acteristics from a large dataset, preprocessing of the training
data is minimal. Three layers make up a conventional CNN:
a convolution layer, a pooling layer, and a fully connected
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layer. The convolution layer is set up to separate the kernel’s
learnable parameters from the input data. The kernel clarifies
to the layer the kind of information that is available [47]
and [49]. Data is forwarded by the kernel to different neurons
in the pooling layer, which lowers the spatial complexity
of the retrieved information in the convolution layer. All of
the CNN’s neurons are interconnected in the fully connected
layer with their biases toward comprehending the data that
has been gathered [50].

The ANN is one of the successful models that can mimic
the nature of the human brain. All neurons are interconnected
between them as different layers, just like in a human brain.
The input, output, and hidden layers are the principal layers
of an ANN, and the number of hidden layers can be increased
depending on the demands of a situation. The hidden layer is
used to extract different features and patterns from the input
data, while the input layer is used to provide diverse informa-
tion to the neural network design. Additionally, the hidden
layer applies a bias value to the gathered characteristics to do
an efficient calculation [48], [51].

The SVM is a supervised machine learning technique that
handles the classification problem by drawing the best dis-
tinction between the various classes. The optimal boundary
line can be determined by locating an extreme vector point
in the available dimension space. SVMs are frequently used
for binary classification and can be applied to multiple clas-
sifications by generating a non-linear function that generates
new variables as the kernel [49], [52].

In machine learning, feature selection is a crucial operation
[53]. We opted for our algorithm because the meta-heuristic
nature-inspired algorithm can provide a strong foundation for
identifying patterns and anomalies in the data, by using the
input and output without needing gradient information [54].
The RBM can be used to learn and recognize more complex
features that may be indicative of an intrusion. Together, these
two approaches can provide a powerful tool for detecting and
responding to threats in smart grid systems.

A. RESULTS

The 15 sets of information from 37 types of power system
events were combined into a single dataset. For the experi-
ments in this paper, 70% of the data is used for training, and
30% is used for testing. Using the hyperparameter settings in
Table 3, the three distinct experiments are conducted.
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FIGURE 8. The accuracy of the conducted experiments.
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FIGURE 9. The precision of the conducted experiments.

Figures 8, 9, 10, and 11 show the experiment’s find-
ings, demonstrating the accuracy, precision, recall, and fl
score of the verified algorithms in more detail. Figure 8
depicts the performance of the verified algorithms mea-
sured in terms of accuracy across all three experiments.
The results show that the accuracy of the algorithms in
the binary classification experiment consistently outper-
formed the other two experiments, with the exception of
the ANN algorithm in the three-class classification experi-
ment. In this case, the ANN algorithm performed slightly
better in the three-class classification experiment compared
to the binary classification experiment and the multi-class
classification.

According to the results depicted in Figure 9, the preci-
sion of the multi-class classification experiment improved
considering the three-class classification experiment, but this
improvement was only observed for the ANN algorithm.
These results suggest that the ANN algorithm may be more
effective at achieving higher precision in multi-class classi-
fication tasks. However, the performance of the multi-class
classification experiment was subpar when utilizing the CNN
and SVM algorithms.
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FIGURE 10. The recall score of the conducted experiments.
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FIGURE 11. The f1 score of the conducted experiments.
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As illustrated in Figure 10, the recall of the experiment
revealed an improvement in the three-class classification for
both the ANN and SVM algorithms compared to the other two
experiments. The performance of the binary classification
experiment is higher for the proposed RF-RBM because the
sample counts on either one class in the binary classifica-
tion are very large. However, the irregular distribution of
the three-class classification experiment is a result of the
significant drop in data for the no-event class, leading to a
decrease in performance.

The results of the f1 score estimations shown in Figure 11
indicate that the outcomes of the three-class classification
are better in all the experiments, except for the proposed
RF-RBM. The proposed algorithm outperforms the other
three algorithms in three-class classification and multi-class
classification, but it extremely outperforms them in binary
classification.

Furthermore, we compare the results of this paper to the
result of comparable papers that employed the same dataset.
The comparison using the binary classification dataset is
shown in Table 4, and the three-class classification dataset
is shown in Table 5.
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TABLE 4. Comparison of models results with binary classification dataset.

Model Accuracy | Precision | Recall Fl-score | Ref
SVM- 84.4 86 84.9 - [52]
AC
Linear 76.2 76.2 75.4 73.3 | [57]
SVM
GA- 87.0 85.2 86.6 80.1 | [57]
Linear
SVM
RBF 81 80.1 82.5 76 [57]
SVM
GA-RBF 91.9 93.7 95 87 [57]
SVM
MLPNN 78.8 78.5 80.2 753 || [57]
GA- 86.4 87.2 85.7 84.9 | [57]
MLPNN
RF 81.9 82.6 83.9 719 | [57]
GA-RF 88.2 87.4 89.1 86.1 | [57]
JRipper - 85.0 70.0 - [47]
PSO 89.5 90.2 80.7 - [51]
SVM
AdaBoost - 94 89 - [47]
+ JRipper
Proposed 97.8 98.2 96.8 97.9
RF-RBM

TABLE 5. Comparison of models results with three-class classification
dataset.

Model Accuracy | Precision | Recall F1 score Ref
SVM- 78 80.5 77.4 NA [56]
ACO
GA-RBF 90.9 89.9 91.3 85.8 [57]
SVM
PSO- 85.7 86.5 83.1 NA [58]
SVM
AdaBoos 99 95 100 NA [47]
t+
JRipper
Proposed 94.3 95.1 92.1 90.3
RF -
RBM

V. CONCLUSION

In this study, we present a nature-inspired restricted
Boltzmann machine algorithm to detect and classify the types
of attacks in the smart grids’ SCADA systems. The funda-
mental notion is that the artificial root foraging optimization
method is designed on the biological root growth optimiza-
tion algorithm. To demonstrate the optimization capability,
the dataset features were fine-tuned using the artificial root
foraging algorithm before the neural network algorithm.
The proposed RF-RBM algorithm is compared to three
cutting-edge neural network algorithms in the experimen-
tal study, which was conducted in three categories: binary
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classification, three-class classification, and multi-class clas-
sification. The outcomes of the experiments demonstrate that
the proposed algorithm RF-RBM is best suited for cyberat-
tack detection and classification in SCADA systems for smart
grids. This is shown by the excellent accuracy, sufficient pre-
cision, respectable recall, and a high f1 score demonstrated
by the proposed algorithm.
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