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ABSTRACT Aquaculture provides food security to many developing countries and enhances the
socio-economic conditions of the fishermen. To enhance the productivity of the aquaculture, it is necessary
to maintain stress free controlled eco-system for the fishes. For recognising the stress in fishes, behaviour
analysis of fishes via tracking is imperative. Early detection of stress in fish facilitates fishermen to take
precautionary measures promptly. Computer vision-based fish behaviour analysis of economically important
fish species is challenging due to the lack of datasets, occlusions, rapid changes in swim directions etc. The
present study proposes amultiple fish video dataset of an economically important species in a controlled envi-
ronment, namely Sillago Sihama-Vidwith accurate annotations. The study emulates the natural environment
of Sillago Sihama in a large aquarium. This work proposes a novel fish tracking algorithm that incorporates
swim direction information in addition to temporal, appearance, and spatial information. The inclusion of
swim direction information reduces the number of identity switches. Comparative performance analysis
of the proposed tracking algorithm with the conventional methods on the developed dataset highlights the
performance efficiency. The proposed method has a clear performance improvement in MOTA, MOTP,
IDSW and MT with respect to the other compared methods. The study also presents a novel unsupervised
continual behaviour modelling strategy tomodel the evolving behaviours of the fishes. Further, interpretation
of fish behaviour from the proposed behaviour modelling is performed to highlight the reliability of the
proposed method. The significance of the proposed method is that, it is independent of training and labelled
data. In addition, the method represents an innovative alternative to capture all the non observable behaviours
of the fishes. The proposed tracking and behaviour modelling strategy act as a benchmark for developing
algorithms to study fish behaviour via tracking. Finally, the dataset provides an opportunity for developing
computer vision-based models to analyse the different behaviours of fish Sillago Sihama.

INDEX TERMS Pattern analysis, fish behaviour analysis, fish tracking, fish trajectory dataset.

I. INTRODUCTION
Aquaculture farming has become more popular in the
recent past as the demand for quality aquatic products has

The associate editor coordinating the review of this manuscript and
approving it for publication was Claudio Zunino.

increased steadily [1]. In conventional farming, the fish farm-
ers rely on manual measuring of growth rate, laboratory-
based water quality monitoring, manual identification of
abnormal behaviours and diseases in fishes, manual feeding
etc. These methods are time-consuming, labour-intensive and
lack efficiency, affecting both quality fish production and
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commercial profits [2], [3], [4]. As a result, they fail to keep
pace with the growing demand. The shift from the traditional
approach to technology use in fish farming can help the
fish farmers to keep pace with the demand [5], [6], [7].
In the last few years, researchers used computer vision-based
methods to analyse images/videos of fish for estimating the
growth rate, wastage of feed, species identification, behaviour
analysis etc. [8], [9], [10].

Analyzing the behaviour of fish involves understanding
and interpreting their responses to a particular stimulus and
dominant environment. The behavioural study helps maintain
healthy fish growth, leading to good quality and productivity
on fish farms. Typically, behavioural analysis focuses on the
activity patterns of the fish. The generally observed patterns
involving fishes are swimming, feeding, flight, resting and
spawning. However, under stress, the fishes exhibit differ-
ent movement patterns. For example, fish under stress may
display rapid movements, rubbing their belly, gasping for air
at the surface, staying at one location for a very long time,
etc. Unless fishermen take appropriate measures to overcome
these anomalies, the mortality rate may increase. On the
other hand, timely corrective action to address anomalies
will improve sustainability and productivity. Identifying these
abnormal patterns can be effectively done by tracking fish
movements in the videos.

Object tracking is defined as the process of estimating the
position of the target object and maintaining the identities
across frames. It further categorises into single and multiple
object tracking as a function of the number of objects tracked.
The current study considers a multiple-object tracking sce-
nario as fish farms generally consists of a n number of fishes.
Several studies have been carried out in the literature concern-
ing single/multiple objects tracking [11], [12], [13]. However,
these extensively focus on pedestrian/vehicle tracking. Fish
tracking poses several challenges in comparison to pedestrian
and vehicle tracking. One of the prominent differences is
that pedestrians/vehicles typically have a linear movement
while fish can move in three dimensions in the water volume.
In addition, unlike pedestrians/vehicles distinctive character-
istics such as colour, shape, etc., the same species of fish,
regardless of gender, appear the same. Therefore, the current
method of tracking pedestrians and vehicles will lead to
the erroneous merging of multiple paths of different objects
into one because of the similar appearance (identity switch).
Accordingly, object tracking algorithms designed to track
pedestrians and vehicles may not be effective at tracking
fish. It is, therefore, necessary to develop a new monitor-
ing strategy that will effectively address these challenges in
monitoring fish of a single species. There exist fish tracking
algorithms in the literature [9], [14], [15], but these algo-
rithmsmostly use either appearance-based models or motion-
based models to track fishes. Motion only models do not
effectively track fish since they change their swim directions
rapidly. As well, the similar appearance of fishes makes
appearance-based tracking models difficult. Hence, an effi-
cient tracking algorithm that can address sudden changes in

swim directions and appearance similarities of fishes is a
compelling necessity.

Estimating the trajectory of fish and studying their
behaviour requires good-quality annotated datasets with good
resolution, sufficient illumination, and minimal movement
of the camera [16], [17]. However, existing fish datasets
are captured in the wild and include inedible fish species.
Further, these datasets suffer from camera motion and poor
illumination. Thus, a comprehensive dataset is the need of the
hour for studying fish behaviour in fish farms. This research
aims to study the behaviour of a single fish species (Sillago
Sihama) grown in a large aquarium. This species harvested in
the Indo-Pacific regions is economically significant. In recent
years, Sillago Sihama, is cultured in cages as it is a highly
nutritious fish with good sources of protein and essential
amino acids [18]. In addition, cage farming offers an addi-
tional source of income for fishermen. The current study uses
a large aquarium to emulate the behaviours of fish shown
in a confined environment such as cages. The behaviour
study of Sillago Sihama is essential to improve the harvest
of cage cultivation, ensure food security and improve the
socio-economic conditions of fishermen.

This work proposes a multi-object tracking algorithm
for estimating the trajectory of multiple Sillago Sihama
cultured in an aquarium. In addition to the motion and
appearance features, the proposed Tracking By Detection
(TBD) algorithm incorporates spatial and swim directions
features. The appearance and motion similarity scores are
refined using Gaussian kernels. The inclusion of Gaus-
sian kernels and swim direction information reduces the
number of identity switches that eventuate due to the
similar appearance of the fishes. Further, the study pro-
poses a novel continual fish behaviour modelling strategy.
The proposed fish behaviour modelling strategy uses the
estimated fish trajectory and optical flow information to
model behaviour using an unsupervised learning approach.
The principal advantages of the proposed method over the
existing method is its in-dependency to training, labelled
data and supervision. Further, the proposed method can
capture all unobserved behaviour of fishes in a contin-
ual manner. The work also presents a new fish tracking
dataset containing videos of Sillago Sihama cultured in
an aquarium. The experimental setup emulates the natu-
ral environment for the fish Sillago Sihama. Finally, the
study brings out the performance comparison of the pro-
posed tracking algorithm with the existing methods on this
dataset.

The major contributions of this work is as follows:

1) A novel dataset of economically important fish for
studying the behaviour. The dataset contains videos of
multiple Sillago Sihama alongwithmanually annotated
trajectories for more than 4000 frames.

2) A novel multiple fish tracking strategy with perfor-
mance analysis and comparative study. The tracking
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FIGURE 1. Overview of the proposed study. A new annotated dataset for tracking fishes is developed. Temporal, appearance and spatial
information of the fishes are refined using Gaussian kernel and swim direction information. Final cost matrix C(i, j ) is generated from (F ′

a), (F ′

t )
and (F ′

s). Subsequently, data association is performed using linear sum assignment. The trajectory information of each fishes are used to perform
continuous behaviour modelling.

strategy incorporates Gaussian kernel and optical
flow-based swim direction information.

3) A novel unsupervised behaviour model to interpret the
behaviour of fishes and validation of the model using
proposed dataset.

The paper is organised as follows: Section I provides
the introduction of the paper. Section II summarizes exist-
ing object tracking and behaviour analysis methods along
with a brief discussion on existing fish datasets. Section III
presents description of the experimental setup and fish track-
ing dataset proposed in this work. Section IV presents the
details of the proposed tracking algorithm and unsupervised
continuous modelling of fish behaviour. Experiments and
results are presented in Section V and the paper is con-
cluded in Section VI. The sample results are available at
https://github.com/shreesha-sur/Sillago-Sihama-Vid.

II. RELATED WORK
Computer vision techniques are widely used to process
videos and images for performing semantic segmentation, re-
identification, object tracking and object detection [5], [19],
[20], [21], [22], [23], [24], [25]. This section summarizes the
existing fish tracking and behaviour analysis methods. Fur-
ther, it presents existing publicly available standard datasets
of fishes.

A. FISH TRACKING DATASETS
Most of the datasets of fishes available in the literature are
collected from natural habitats. The authors generated these

datasets for developing algorithms such as tracking, object
detections, species identification etc. The National Oceanic
and Atmospheric Administration(NOAA) has provided image
dataset of wild fishes [17]. These videos are collected in
Southern California Bight using a Remotely Operated Vehi-
cle (ROV). Their main purpose is to encourage the devel-
opment, testing and performance verification of algorithms
for recognition, detection and tracking in underwater videos.
Another dataset (Fish4knowledge dataset) [16] contains two
subsets of underwater videos, one of 10 minutes duration
and the other of full-day duration. These videos also contain
ground truth information for fish detection and fish trajectory
for fishes in the wild. Further, Life CLEF (2014, 2015) chal-
lenge uses the Fish4Knowledge dataset to develop automatic
fish identification algorithms for estimating the existence and
quantity of fishes [26]. Sea clef (2016,2017) originated from
Life CLEF (2014, 2015) with focus on fish species and sea
organism in general. The dataset contains videos and images
of marine organisms. The purpose is mainly on ecological
surveillance and biodiversitymonitoring.OzFish dataset is an
open-source dataset mainly developed for classifying fishes.
The authors used Baited Remote Underwater Video Stations
(BRUVS) to collect the images. This dataset collected in the
wild consists of more than 507 different species of fishes [27].
A Large-scale fish dataset consists of images of nine dis-
tinct types of fish from the fish market [28]. The purpose
of the dataset is the quality assessment of seafood using
segmentation and classification. Aquarium dataset consists
of 638 images of the fishes from 2 aquariums in USA [29].
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The authors developed the dataset to conserve coral reefs,
monitor environmental health, swimmer safety etc. 3D-ZeF
is a 3D RGB publicly available dataset for studying the
behaviour of fishes [30]. The species used in the study is
Zebrafish. The dataset contains 8 sequences of 15− 120 sec-
onds duration with 1 − 10 fishes. The authors intend to
encourage the behaviour analysis of fishes as these fishes
are used to study drug addiction, neurological disorders etc.
In [31], the authors developed the Sablefish startle behaviour
dataset for automatic behaviour detection. Their purpose is to
aid the researchers to study climate change by analysing the
behaviour of Sablefish. It is also observed from the literature
that there exist several behaviour studies of the fishes in
aquariums and tanks [32], [33], [34], [35], [36], [37], [38],
[39]. However, these datasets are not available to the public
domain for further studies.

The existing datasets collected from the natural habitat
suffer from illumination variations, bright light intensity and
resolution. In addition, they are not focused on farmed fish
species but instead consist of random fish species present in
the wild. Studying the behaviour of farmed fish species can
enhance harvest, ensuring food security. Fish behave differ-
ently in confined habitats such as cages, as they do not inter-
act with other fish species and have restricted movements.
A controlled environment is essential for the behaviour study
of caged fishes. Therefore, to study the behaviour of farmed
fish, it is necessary to develop a fish dataset in a controlled
environment. To this end, the present study uses a large
aquarium. Further, the study chooses a single consumable fish
species for observation in the aquarium.

B. OBJECT TRACKING METHODS
There are several published works on object tracking algo-
rithms and most of these object tracking algorithms focus
on tracking pedestrian/vehicles [40], [41], [42], [43]. The
standard frame-work for object tracking followed in the liter-
ature is TBD [13], [44]. However, this approach is dependent
on an efficient object detector. Yolo V3, Yolo V4, Single
Shot Detector, Faster R-CNN, etc., are commonly explored
for detecting the target objects [45], [46], [47], [48], [49].
Subsequently, similarities between the two target objects is
computed using CNN based architectures. To this end, the
authors frequently used StackNet, Siamese-net [22], [44]
etc. Alternatively, authors extracted deep features from the
target objects and computed the similarity scores using cosine
distance [13]. Thus generated optimization problem is often
solved using Hungarian algorithm, Graph-Cut [13], [44] etc.
Also, there are tracking models which track the target objects
directly in an end-to-end manner [40], [50], [51].

The existing fish detection and tracking methods in the
literature predominantly use conventional machine learning
based approaches such as Histogram of Oriented Gradients
(HOG), background subtraction, Gaussian Mixture Models,
Kalman filter, Hungarian algorithm and Viola Jones based
methods [8], [10], [14], [15], [34], [52], [53], [54], [55],

[56], [56], [57], [58]. Kalman filter performs better when
the motion of the objects are linear. However, fishes have
non linear motion which limits the effectiveness of Kalman
filter [59]. To this end, in the present study, an algorithm is
designed to incorporate swim direction information to reduce
identity switches. Background subtraction works efficiently
with the constant background. However, it does not perform
well when the water is murky and the video quality is poor.
The application of these non-CNN based approaches is not
efficient in extracting the trajectories of fishes. CNN based
methods can perform well in these situations. Recently, there
has been an upsurge in the usage of these models to track
animals [30], [31], [60], [61]. Generally, motion or appear-
ance models are popularly adopted to track the target objects.
However, the similar appearance and heterogeneous move-
ment patterns of fishes often produce higher identity switches
and reduce tracking accuracy. In this regard, the present study
proposes a novel method to capture the trajectories of fishes
using appearance, temporal and spatial information. Further,
it devises an approach to refine the appearance, temporal and
spatial similarity scores.

C. FISH BEHAVIOUR ANALYSIS USING TRACKING
There exist several work in the literature concerning the
fish behaviour study [32], [33], [34], [35], [36], [37], [38],
[39]. Most common approach in the literature to study the
behaviour of fish is to extract the trajectories and analyse it.
The studies mostly used zebra and tilapia fish species [14],
[15], [38], [57], [30], [35]. It is interesting to note that
these studies were conducted using tanks or aquarium [57],
[58], [62]. The authors studied various distinct behaviours
of fishes such as speed of swim, escape behaviour, sur-
face swimming behaviour, effects of ambient light, collective
behaviour etc., [56], [57], [58], [62], [33], [60]. Most of
these behavioural analyses are performed manually or by
simple thresholding. Also, some works focus on classify-
ing the behaviours of fishes as normal and abnormal based
on movement patterns [9], [14]. To this end, features are
extracted and clustered using clustering algorithms. Support
Vector Machine(SVM) or hierarchical classifiers were used
to classify the extracted features as outliers. Further, under-
standing the fish’s behaviour from its movement patterns is
a challenging task as there might be very minute changes
from one behaviour to another. These minute changes are
hard to differentiate by human eyes. In addition, supervised
and semi-supervised behaviour modelling methods fail due
to a lack of data with ground truths from domain experts.
Further, no work exists that models the continually changing
behaviours in an unsupervised manner. Thus, an accurate
unsupervised method of modelling fish behaviour is the need
of the hour for a better understanding of the culture systems.

The present work develops a standard fish tracking video
dataset of Sillago Sihama in a confined environment. Besides,
it proposes a multi-object tracking algorithm to address the
issue of identity switch in tracking fish. Further, the study
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FIGURE 2. Experimental setup for collecting the dataset. (a) Sample image of aquarium with camera highlighted in the red circle.
(b) Sample image of aquarium with blue HDPE sheets and sand bed.

presents a novel unsupervised behaviour modelling strategy
to model the evolving behaviour of the fish continuously. The
overview of the proposed study is shown in Figure 1.

III. SILLAGO SIHAMA VID (SSVid): FISH TRACKING
DATASET
This section describes the details of the proposed fish track-
ing dataset. The dataset contains videos of Sillago Sihama
cultured in an aquarium (Section III-A). The details of the
videos collected are presented in Section III-B. Section III-C
presents the annotation protocol followed for tracking Sillago
Sihama in the acquired videos.

A. EXPERIMENTAL SETUP
An aquarium of size 2.4m× 0.9m× 1.22m is constructed in
the premises using acrylic material. The experimental setup
uses biofilters to reduce the amount of ammonia, nitrite,
and nitrate produced by fish excrement in the system. Also,
it utilizes a mechanical filter for removing the solid wastes
generated in the aquarium by the fishes. The aeration for the
fishes is provided by adopting necessary procedures in the
biofilter, consequently avoiding the usage of an aerator and
minimizing the disturbances in the water. The high-quality
camera is set up on one side of the aquarium for capturing
the movements of the fishes. The camera is fixed at this end
to avoid any shake in the captured videos. However, the rest
of the sides are covered with blue HDPE sheets for blocking
the surrounding scene information in the collected video data.
Figure 2 shows the experimental setup.
The camera captures the video at 12 Frames per second

(FPS) with 1920 × 1080-pixel resolution. The frames have
been resized to 800 × 800- pixel resolution during annota-
tion. The experimental set-up includes lights to provide the
necessary illumination during the video capturing process.
The study utilizes Sillago Sihamafish species caught from the
back-waters of Sita-Swarna River, Udupi district, Karnataka,
India to populate the aquarium. It is a marine fish capable
of changing its colour to match the environment. In addition,
it is a bottom-dwelling fish with high nutritional value. The

experimental set-up includes a sand bed at the bottom of
the aquarium to create a natural environment for the Sillago
Sihama fishes. In the present study, 8 to 10 fishes are grown
in the aquarium. The motion information present in the video
is solely due to the activity of fishes.

B. DATA COLLECTION
The videos are acquired starting from the 1st of February
2020 till the end of March 2020 using the experimental
set-up described above. To maintain the randomness in the
collected video data, 10 videos are collected in the month
of February (5th, 6th, 7th, 8th, 9th of February) and the rest
6 videos are collected in the month of March (10th, 11th, 12th

of March). Each day’s data contains two video sequences of
20 − 30 seconds, one collected in the morning and the other
in the evening. Thus, the dataset contains a total of 16 video
sequences. Further, it is split into training and testing with
8 sequences each. The data collection process came across
several challenges such as reflections, appearance variations
and lack of data during night. The details of these challenges
has been discussed in the Appendix A.

C. DATA ANNOTATION
The ground truth annotation representing the trajectory of the
fishes observed in the videos was manually determined by
following the rules adopted from MOT16 [63]. The frames
of the video sequences are carefully annotated, which enables
accurate and precise computation of CLEARmetrics of track-
ing algorithms [64]. Fishes appearing on the acrylic aquarium
panel are not annotated since these are just reflections. The
frames of the video are resized to 800 × 800 during the
annotation procedure. A total of more than 4000 frames are
annotated. Table 1 provides the details regarding the experi-
mental setup and dataset. The developed tracking algorithm
should track the target object moment it is visible in the
frame. Usually, when 10% of the target object is visible, the
algorithm should start tracking the target object. It must be
tracked until it is unable to locate the target object. This is the
main criteria for evaluating the performance of the tracking
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TABLE 1. Details of the experimental setup and dataset.

algorithm. All the fishes, irrespective of size, are annotated.
Every target object is annotated through the occlusion. More
details on the data annotations and challenges in data annota-
tions are provided in the Appendix A.

IV. PROPOSED METHOD
A. OVERVIEW OF THE PROPOSED TRACKING AND
BEHAVIOUR MODEL
The proposed tracking algorithm follows the tracking by
detection framework. It consists of two main steps, namely
detection and data association. The first step identifies all
the target objects (fishes in the current study) in the given
frame (Section IV-B1). In the second step, these detections
are associated with the corresponding tracklets. The pro-
posed method performs the data association by construct-
ing an assignment problem that can be subsequently solved
using linear sum assignment. The similarity scores for the
assignment problem is computed between every previous
frame detections and the new detections. The study pro-
poses a novel similarity score estimator that incorporates
appearance, temporal, spatial and swim direction information
(Section IV-B2). Further inspired from [65], the proposed
method uses Gaussian kernels to refine the appearance and
temporal similarity scores. It enables effective differentia-
tion between non-similar fishes. In addition, the proposed
method weighs the spatial similarity scores using the swim
direction information. It further reduces the identity switches
and facilitates accurate fish tracking. This simple integration
of refining the similarity scores, using Gaussian kernels and
swim direction assists effectively in the generation of the
cost matrix, which is subsequently solved using linear sum
assignment.

In addition to the tracking algorithm, the work pro-
poses motion information based unsupervised continuous
behaviour modelling of the fishes to detect unique patterns.
To this end, the track information is obtained from the
above-noted tracking method to identify the corresponding
fish. Subsequently, the optical flow is computed in relation
to the corresponding fish to capture motion information such
as magnitude and swimming angle of each individual fish.
The study then uses a mixture of Gaussian kernels to model
the behavioural patterns of fishes. In addition, it formulates

a continuous learning strategy to model new unique and
evolving behaviour patterns of fish. Section IV-C discusses
the details of the same.

B. TRACKING ALGORITHM
1) OBJECT DETECTOR
The proposed method uses Yolo V3 object detector algorithm
to detect fish. Yolo V3 makes predictions at three different
scales by downsampling the dimensions of the input image,
thus making it ideal for detecting smaller target objects. In the
present study, the algorithm is trained with 9 anchor boxes,
three boxes per scale. It ensures the detection of all sizes
of fish in a given frame. The study identifies the size of
the anchor boxes by clustering the bounding box dimensions
from the ground truth of the training set. To this end, the
K-means clustering algorithm is used with K = 9. The value
of k = 9 ensures that maximum detections are obtained and
all the target objects are identified by the Yolo V3 algorithm.
Let us represent ith object (fish) in the k th frame as dki , where
i = 1, 2 . . .m and m is the total number of fish detected in
the frame. Likewise, jth object (fish) in the (k − 1)th frame
is represented as dk−1

j , where j = 1, 2 . . . n and n is the total
number of fish detected in the frame.

2) GENERATION OF COST MATRIX
Cost matrix plays a significant role in assigning a trajectory
to a particular object. The cost matrix contains the similarity
score between the objects (fishes) of the previous and the
current frame. Typically, the similarity scores are computed
based on the appearance, motion cues, etc. [13], [22], [44].
However, these cues may not be adequate when the target
objects are deformable, similar in appearance and change
directions rapidly, such as fishes. It is seen from the literature
that, Gaussian kernels are popularly employed to control the
degree of similarity between feature vectors, pixels, etc [65].
The present study considers a similar approach to penalize
the dissimilar matches and reduce ambiguity. Thus, the pro-
posed method uses appearance, temporal and spatial cues to
generate a cost matrix. Further, the appearance and temporal
cues are weighed using Gaussian kernels and the spatial cues
are weighed using swim direction information.
Appearance similarity score (Fa): The proposed method

uses StackNet [44] to compute the appearance similarity
score of the fishes. StackNet takes in a pair of objects
(dk−1
j , dki ∀i, j) stacked one behind the other along the

RGB color channels and produces an output representing the
similarity score between the object pairs of two consecutive
frames. The input dimension for the StackNet is (h,w, 6),
where h,w are the height and width of the image frame. The
utilized StackNet incorporates Resnet-50 as the backbone
CNN architecture for feature extraction. Finally, it uses a
soft-max as the last layer, which provides the probability
of image pairs being similar. For object pair dk−1

j , dki as
the input, the appearance similarity score Fka (i, j) is defined
as output of the StackNet network. Further, this appearance
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FIGURE 3. Limitations of IoU based object tracking algorithm under multiple occlusions. IoU scores are closer to each other
which increases the ambiguity during data association. In this work, swim direction is computed for every bounding box
and the true matches are the bounding box with same swim direction.

similarity score is scaled exponentially using the Gaussian
kernel which is given as follows:

F ′
a(i, j) = exp

(
−(1 − Fa(i, j))

2λ2

)
(1)

where, λ represents the model parameter that controls the
degree of nearness. This appearance similar score would be
high for a similar looking fish.
Temporal similarity score (Ft ): The study attempts to cap-

ture the temporal similarity score of the fishes using the
procedure described in [13]. For every object detections dk−1

j
in the previous frame, a prediction pkj of its possible location
in the current frame is made, presuming the object is moving
with constant velocity. This presumption is valid since the
object’s motion across consecutive frames is small. The pre-
dictions are computed with Kalman filter (constant velocity)
assuming spatial location of the detection as the state space.
Subsequently, for the current frame, true measurements ˆdki
are obtained from the object detector. Thereupon, Maha-
lanobis distance is computed between pkj and ˆdki , ∀i, j. This
distance is defined as the temporal similarity score Fkt (i, j).
Similar to appearance similarity score, the temporal similarity
score is also scaled exponentially using the Gaussian kernel.
It is given as follows:

F ′
t (i, j) = exp

(
−Ft (i, j)
2λ2

)
(2)

Unlike appearance similarity score, temporal similarity score
produces a value closer to zero for similar fishes. As a result,
in Equation 2, Ft is considered directly.
Spatial similarity score (Fs): The spatial similarity score

is computed using an approach similar to that of an Inter-
section over Union (IoU) based tracker [23]. The IoU based
tracker computes IoU metric between all the pairs of object
detection in the two consecutive frames. The use of IoU
metric ensures the detection are associated with a trajectory
based on the spatial overlap between detection and trajectory.
The spatial overlap information reduces the number of iden-
tity switches [66]. In this work, the spatial similarity score
between the object detection dk−1

j dki is defined:

Fks (i, j) =
Area(dk−1

j ) ∩ Area(dki )

Area(dk−1
j ) ∪ Area(dki )

(3)

where, Area(dki ) is the area of the bounding box representing
the object detection dki and Area(dk−1

j ) is the area of the
bounding box representing the object detection dk−1

j . Note
that Spatial similarity score would be higher if the detections
(dk−1
j dki ) corresponds to the same trajectory.
In case of a highly occluded or crowded scene, tracking

based on spatial information (IoU) would result in multiple
identity switch. Figure 3 shows an example scenario. Given
the trajectories till previous frame, and detections in the cur-
rent frame, the objective is to assign current frame detections
to the trajectories. However, when there is occlusion among
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FIGURE 4. Sample detection divided into 4 × 4 grids. optical flow is
computed for the center 2 × 2 grids indicated by red shaded region.

multiple (3 or more) fishes, the computed IoU scores can be
very close. This scenario is common among the fishes as they
swim together. Thus generated cost matrixmay not be explicit
enough to be solved using linear sum assignment. Conse-
quently, it leads to identity switches reducing the accuracy
of the tracking algorithm. To overcome this challenge, this
work incorporates swim direction information. It identifies
the true match while penalising the non-true matches based
on the swim direction of fishes. To this end, the proposed
methodology first computes the average fish swim direction
for each detection using optical flow. However, instead of
utilizing the optical flow of entire image, a masked optical
flow is computed which focuses on the motion information
of each individual fish. Let us represent optical flow vec-
tor for the entire image as OF = [uki , v

k
i ]. The bounding

box representing each detection is further sub-divided into
16 grids as shown in Figure 4. A binary mask M k

i where the
pixels inside the 4 inner grids (shaded in Red) are represented
as 1, while other pixels as 0. The masked optical flow is
then defined as ÔF

k
i = OF × M k

i . This masked optical

flow vector ÔF
k
i = [ûki , v̂

k
i ] is then utilized to compute

the average displacement. Specifically, for a given detection
dki , the average displacement direction (zki ) of this detection

is computed from the masked optical flow vector ÔF
k
i as

follows:

zki =
2 × 2

hki w
k
i

∑
x

∑
y

(tan−1(v̂ki /û
k
i )) (4)

where hki ,w
k
i are the height and width of the bounding box

representing the detection dki . Similarly, the average displace-
ment direction (zk−1

j ) for the detection (dk−1
j ) is computed as:

zk−1
j =

2 × 2

hk−1
j wk−1

j

∑
x

∑
y

(tan−1(v̂k−1
j /ûk−1

j )) (5)

To compare the average displacement direction of two detec-
tions, this work computes the cosine of the absolute difference
between the two directions. Specially, η(i, j) can be computed
as

η(i, j) = cos | zki − zk−1
j | (6)

If the two detections represents the same fish in two consec-
utive frames, the average displacement direction would be
identical, which will result in η = 1. This formulation penal-
izes the detections where the average displacement direction
is not identical for two consecutive frames, which is the case

FIGURE 5. Overview of the proposed unsupervised continuous behaviour
modelling.

for detection corresponding to two different fishes (Figure 3).
Subsequently, the spatial similarity score (Fs) is weighted by
η to incorporate swim direction information in the similarity
score. Equation 7 gives the final computed spatial information
of the proposed method.

F ′
s(i, j) = Fs(i, j) × η(i, j) (7)

Thus, the final cost matrix C(i, j) of the proposed method is
computed as follows:

C(i, j) = (αF ′
a(i, j) + (1 − α)F ′

t (i, j))(F
′
s(i, j)) (8)

where, α is the hyper-parameter that decides the impor-
tance of appearance and temporal information. Note that
the appearance and temporal similarity score is weighted by
the proposed swim direction based spatial similarity score.
Finally, the cost matrix computed using Equation 8 is solved
using linear sum assignment. The novel integration of Gaus-
sian kernels and swim direction of fishes in computing
the cost matrix enables accurate data association, thereby
increasing the performance of the tracking algorithm.

C. UNSUPERVISED CONTINUOUS FISH BEHAVIOUR
MODELLING
The present study proposes a novel unsupervised fish
behaviour modelling strategy that continually categorises
the evolving behaviour. The behaviour is determined from
motion information and the trajectories of the fishes. The
tracking algorithm described in Section IV-B2 is used to
identify two detection dk−10

i and dki corresponding to the
same fish in k th and k − 10th frame. Instead of consecutive
frame, this work utilizes a difference of ten frames to capture
sufficient motion information. Subsequently, the average dis-
placement between these two detections are computed from
the masked optical flow vector. Let us represent OF = [u, v]
as the optical flow vector computed from k th and (k − 10)th

frames. The masked optical flow ÕF
k
i = [ũki , ṽ

k
i ] is then

computed as ÕF
k
i = OF×M k

i , whereM
k
i is the mask defined

in Section IV-B2 (Figure 4). The average displacement δ̃i
k
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FIGURE 6. Sample results of Yolo V3 object detector on the proposed dataset.

and direction z̃ki for a particular fish is then computed as

δ̃i
k

= ∥
˜OFki ∥ (9)

˜zki =
2 × 2

hki w
k
i

∑
x

∑
y

(tan−1(ṽki /ũ
k
i )) (10)

where ∥ÕF∥ represents the magnitude of the optical flow
vector ÕF .

Subsequently, a Gaussian Mixture Model (GMM) is esti-
mated assuming displacement and direction features of each
fish as the data points generated from mixture of Gaussian
distribution. The number of Gaussian components is esti-
mated using the Silhouette method. The number of compo-
nents identified represents the different fish behaviour. How-
ever, it is possible that the behaviour not observed earlier is
visible due to changes in the environmental conditions (water
quality parameters). Therefore, this work proposes to contin-
uous behaviour modelling which updates the GMM regularly.
Let us suppose that 9init is the initial GMM estimated using
displacement and direction features extracted from the first
few frames of the video. At the same time, the proposed
method identifies a set of possible outliers. A data point is
considered as a possible outlier if the distance (1) in the
feature space between the mean for each cluster and the data
point is above a threshold (0). The 0 regulates the sensitivity
of the developed model. For subsequent frames from the
video, new data points are examined for possible outliers.
If the number of possible outliers (nbout ) increases beyond
a threshold τ , the Gaussian Mixture Model is re-estimated
(9up) for the new set of data points. The process of evaluating
the new data points and updating the number of segments of
GMM ensures the unobserved behaviour is represented as
one of segments of GMM. The proposed method can also
be extended to model the behaviour of single fish. By con-
sidering the motion information of single fish, the behaviour
of single fish can be modelled explicitly. The overview of

FIGURE 7. (a)Variation of tracking accuracy for different values of
lambda.(b)Variation of tracking accuracy for different values of alpha.

the proposed unsupervised continual behaviour modelling is
shown in Figure 5.

V. RESULTS AND DISCUSSION
A. IMPLEMENTATION DETAILS
The proposed tracking and behaviour modelling approach
is implemented on Intel(R) Core(TM) i7-8550U CPU and
NVIDIA 1650 GPU. The proposed tracking method is evalu-
ated on the SSVid dataset (Section III), and comparedwith the
existing tracking methods. For training the StackNet module
(Section IV-B2), a subset of images from SSVid dataset is uti-
lized. This subset contains 250 selected image (frame) pairs
from SSVid dataset. Further, the bounding boxes representing
the fishes are manually cropped for training StackNet. The
StackNet model, trained with SGD optimizer and the learning
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FIGURE 8. The results of tracking algorithms for 3 consecutive frames are shown. The results of Deep SORT, High speed IOU and the proposed tracking
algorithm are given in the first, second and third row respectively. The bounding box corresponding to each individual trajectory are shown in different
colors.

rate initialized to 0.0001 has softmax as the last layer. For
training the object detector module (Yolo V3), a subset of
400 images with multiple fishes are extracted from the SSVid
dataset. The bounding boxes representing these fishes are
manually annotated for training the object detector module.
The sample results of YoloV3 object detector on the proposed
dataset is shown in Figure 6.
The proposed tracking model contains two hyper-

parameters namely: λ and α (Equations 1,2,8). λ controls the
degree of similarity nearness of two target fish. α determines
the preference given to the appearance and motion model.
Initially, having set α to 0.5, λ is estimated. Thus, with equal
preference to the appearance and motion model, the best
value of λ is estimated. Figure 7(a) shows the multiple object
tracking accuracy (MOTA) of the proposed model for various
values of λ. It is observed from the Figure 7(a) that, MOTA
is highest for λ = 0.9. Thus, in the present study, the value
λ is set to 0.9. Henceforth, the value of α is estimated, with
λ set to 0.9. Figure 7(b) shows the variation of MOTA for
various values of α. It is seen that, the accuracy of tracking is
highest for alpha = 0.9. Accordingly, the proposed method
gives 90% importance to the appearance similarity score and
10% to the motion similarity score.

B. PERFORMANCE METRICS
Classification of Events, Activities and Relationships
(CLEAR) metrics [64] have been used for performance

evaluation of the proposed tracking algorithm. Essential
parameters which quantify the performance of the track-
ing algorithm such as Multiple Object Tracking Accuracy
(MOTA), Multiple Object Tracing Precision (MOTP), Iden-
tity Switch (IDSW), Identification F1 score (IDF1), Mostly
Tracked (MT), Partially Tracked(PT) and Mostly Lost (ML)
are computed for the proposed method on SSVid dataset and
compatedwith existingmethods.MOTAprovides an accurate
measure of the tracker’s performance in detecting target
objects and maintaining the trajectories. MOTP indicates the
capability of the tracker to estimate the position of the target
object. IDSW quantifies the number of times the algorithm
shifted the identity from one target object to another target
object. MT, PT and ML metrics quantify the duration up to
which the tracker algorithm can track the target object.

C. PERFORMANCE ANALYSIS OF THE PROPOSED
TRACKING ALGORITHM
Firstly, the study investigates the effectiveness of handcrafted
and CNN-based features in generating the similarity scores
between the target objects. To this end, it used HOG and
Local Binary Patterns for the handcrafted features (TBD-HC)
and VGG-16 for the CNN features (TBD-VGG). The present
study collects these features between dk−1

j and dki . Subse-
quently, it computes the cosine similarity between the two
feature vectors to compute the resemblances. From Table 2,
it is seen that TBD-VGG outperforms TBD-HC. It indicates
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TABLE 2. Tracking performance on the developed dataset of various tracking algorithms.

TABLE 3. Tracking performance on the developed dataset of the proposed model with different configurations of features.

that the CNN-based feature extractor could distinguish better
between the target objects. In other words, it generates better
similarity scores than the handcrafted features. Thus, the pro-
posed method uses a CNN-based (StackNet) feature extractor
while identifying the appearance similarity scores.

1) COMPARATIVE ANALYSIS
Besides, the proposed method is also compared with the
existing methods viz, High Speed IOU [23], Tracktor [22],
and DeepSort [13]. From Table 2 it is observed that the
proposed method achieved a MOTA of 65.07%, which is sig-
nificantly greater than the other existing methods. It signifies
that the algorithm has minimum false positives, mismatches
and misses. Also, High-speed IOU performs competitively
with the proposed method (62.40%). These results offer
compelling evidence for the effectiveness of spatial overlap
information in improving the performance of tracking algo-
rithms. Further, the inclusion of swim direction information
in the proposed method enhanced its performance by 2.6%.
As anticipated, the study shows that the Deep SORT tracking
algorithm which incorporates motion and appearance infor-
mation, performed poorly. It is significant as it highlights the
effectiveness of spatial and swim direction information for
tracking fishes.

TheMOTP value for all tracking algorithms varies between
0.58 to 0.63. As all tracking algorithms use the same detection
algorithm (Yolo V3),MOTP values are almost similar.MOTP
metric quantifies the capacity of the tracking algorithm to
estimate the next position of the target object. This value
of the proposed and Deep SORT methods is high compared
to the other algorithms as it uses Kalman predictions along
with Yolo V3 for estimating the position of the target objects.
Further, the proposed method proves the effectiveness of

Gaussian kernels in computing the degree of motion similar-
ity score.

One of the major challenges of tracking multiple fishes of
the same species is the identity switch due to similar appear-
ance. The challenge is further escalated as Sillago Sihama
typically travels in a group. The identity switch (IDSW) is
very low for the proposed method, demonstrating the better
performance of the data association step. It highlights the
effectiveness of motion, appearance, spatial and swim direc-
tion information in associating the data for tracking fishes.
Even though the Deep SORT tracking algorithm utilizes a
motion and appearance model, it suffers from an identity
switch problem as highlighted by the high IDSW. These
findings reinforce the in-effectiveness of motion and appear-
ance alone features in addressing the identity switch prob-
lem when tracking multiple fishes. Also, High-speed IOU
based tracking algorithm, which only uses spatial information
during data association, performs comparatively better than
the other existing algorithms. However, the proposed method
outperforms the High-speed IOU based tracking algorithm,
highlighting the usefulness of Gaussian kernels and swim
direction information used in the algorithm.

The minimum MT value in Table 2 is 63.8%. It indicates
that the compared algorithms can track 63% of the target
object for more than 80% of its life span. It is also interesting
to note that the ML value for the compared algorithms is
less than 9%. This value is satisfactory for the proposed and
compared methods. However, improving the data association
step of the tracking algorithms can further reduce this. Fig-
ure 8 shows the results of proposed and existing tracking
methods for 3 consecutive frames. It shows that the identity
switches are lower in the proposed method as compared to
other methods (Trajectory corresponding to the bounding box
shown in Orange, Yellow and Green in Figure 8).
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FIGURE 9. Sample results of the proposed continual behaviour modelling strategy. (a), (b) Sample data points. (c) Gaussian
modelling of data points at time t + n. A pattern identified is shown in orange colour cluster. (d) Newer data points along with
the older data points are modeled. (e) All the unique patterns are shown in black data points. (f) Unique patterns are modelled
using Gaussian. Three new cluster are identified by the proposed model as shown in green, red and blue coloured clusters.

2) ABLATION STUDY
The study also investigates the effectiveness of different fea-
tures for tracking fishes. The Table 3 shows the performance
of tracking algorithm for various combinations of features.
It is observed that, without Gaussian kernels, the model
performance in terms of accuracy is well below 50%. This
is indicated by the first three rows of Table 3. Also, it can
be seen that there is increase in identity switches. However,
there is considerable increase in the performance in terms of
IDSW and MOTA by the inclusion of Gaussian kernels to
appearance and temporal features. This highlights the effec-
tiveness of Gaussian kernels in generating the cost matrix.
The performance further improved with the insertion of spa-
tial features. Spatial features improved the models capability
to localize the target object more accurately. Finally, the addi-
tion of swim direction to spatial features further improved
the models performance. Thus, the study clearly highlight
the significance of Gaussian kernels and swim direction in
refining the similarity scores for generating effective cost
matrix.

Thus, the experimental results presented in this work
demonstrates that deep features are more reliable in describ-
ing the target object in the dataset than the hand-crafted
features. Explicit description of the target object can consider-
ably improve the data association process, thereby increasing
the performance of the tracking algorithms. The proposed

FIGURE 10. Plot of Silhouette scores for different number of Gaussian
clusters.

method outperforms the conventional tracking algorithms
regarding the accuracy, precision and identity switches. Taken
together, these findings highlight the impact of swim direc-
tion and Gaussian kernels on the refinement of similarity
scores in tracking fishes.

D. PERFORMANCE ANALYSIS OF CONTINUAL BEHAVIOUR
MODELLING
Meticulous observation of the fish movements in the
aquarium reveals several unique swimming patterns. The
experimental setup effectively captures these patterns. These
patterns are specific to certain conditions in the ecosystem.
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FIGURE 11. Sample results of the proposed continual behaviour modelling strategy for single fish. (a), (b), (c) shows the data points,
unique patterns and outlier for one particular fish. Likewise, (d), (e), (f) shows the data points, unique patterns and outlier for another
fish.

Thus, understanding these patterns can provide greater
insights into the species under study.

The reliability of the proposed continual behaviour mod-
elling strategy is substantiated on the dataset. Figure 9 shows
the sample results of the continuous behaviour modelling
on the dataset. Figure 9a and Figure 9b shows the sample
data points collected from the video. The inference from the
distribution of the data points is that the fishes are moving
slowly as the magnitude is well below 0.3. The distributions
extend from 0.1 to 0.9 along the x-axis implying fishes are
swimming in all directions. Thus, these data points represent
the normal motion of the fishes. Figure 9c shows the esti-
mation of a Gaussian kernel on the data points. There are
some outliers not grouped into the cluster as their distance
to the cluster mean is greater than 0. Figure 9d shows the
growth of the cluster with the incoming new data points. Here,
it is evident that fishes are exhibiting frantic movements as
there are data points with magnitude above 0.5. Figure 9e
shows only the unique patterns for a clear understanding of
themodelling strategy. Subsequently, the number of Gaussian
kernels required to model the data is estimated using the Sil-
houette method. Figure 10 shows the plot of Silhouette scores
for a different number of clusters. Accordingly, the required
number of Gaussian kernels are fit to these new unique pat-
terns as illustrated in Figure 9f. The model identified 3 new
cluster points highlighted in red, green and blue coloured
clusters. Thus, the proposed unsupervised behaviour mod-
elling strategy models the fish behaviour continuously. The
Figure 11 shows the sample results for single fish. The Fig-
ure 11 presents 2 separate cases, with each row showing
the motion information, behaviour clusters and outliers for
single fish. Specifically, the proposed method identifies all

the behaviour patterns as unique patterns and clusters them
for further analysis by the domain experts.

E. AQUACULTURE VIEWPOINT
The development of a decision support system for the detec-
tion of fish behaviour requires close observation of the move-
ments of each fish. To this end, tracking fishes provides its
trajectories information for fish behaviour analysis. Conse-
quently, as the accuracy of the tracking algorithms increases,
the accuracy of behaviour analysis via tracking increases.
Thus to accurately study the fish behaviour patterns, one
must maintain the trajectories for more than 80% of the
video duration. In this regard, the MT value of the tracking
algorithm has to be as high as possible. It is preferred to have
a small ID switch value as it can trigger the pattern analysis
model. For example, an ID switch that occurs between a
resting and a moving fish provides wrong information on the
behaviour patterns. Thus, a robust tracking algorithm requires
high MOTA, MOTP, IDF1, MT and low IDSW metrics.

The pattern analysis model thus developed via tracking
is beneficiary for aquaculture. As an example, the proposed
behaviour detection method can easily detect fish’s swim-
ming frantically. This pattern can be detected if data points
are closer to 1 along the y-axis. Thus, greater insight into
the fish behaviours obtained through the behaviour analysis
model aids the farmers to understand the required ecosystem
for aquaculture. Further, they benefit from aDecision Support
System to effectively maintain their aquaculture systems. For
example, they can plan appropriate preventive measures after
witnessing anomalous behaviour. Thus, the mortality rate of
the fish can be reduced, thereby increasing the culture harvest.
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FIGURE 12. Sample images showing the various challenges encountered during annotation. (a) Sample annotation in a frame. (b) Frame
illustrating the cropped fish scenario – Black box. (c)Frame illustrating the occlusion among the fish scenario – Orange box. (d) Frame
illustrating the camouflaged fish scenario – Dark blue box. (e) Frame illustrating the reflection of fishes on the acrylic panel – Red box.
(f) Frame illustrating the similar appearance of fish scenario – Light blue box. Note that frames shown in (b) to (f) are enlarged for better
visualization.

VI. CONCLUSION
This paper proposes multiple fish tracking and unsupervised
fish behaviour approach for an economically important fish
species, namely Sillago Sihama. Sillago Sihama typically
travels in a group which increases the probability of iden-
tity switches due to identical appearance. The proposed fish
tracking method incorporates swim direction in addition to
the appearance and temporal information in a tracking by
detection framework. Further, the proposed tracking algo-
rithm uses Gaussian Kernels for computing the weighted
appearance and temporal scores. The use of swim direc-
tion information significantly reduces the number of identity
switches. The proposed method is evaluated on a novel Sil-
lago Sihama Vid Dataset, which consists of videos acquired
of multiple Sillago Sihama grown in a large aquarium. The
experimental set-up emulated the natural eco-system in the
aquarium. The proposed tracking algorithm has a MOTA of
65.07%, MOTP of 0.63, IDSW of 110 and MT of 84.72%,
which are higher than the other existing tracking algorithms.
The results highlight the influence of the Gaussian kernel
in refining the appearance and motion similarity scores and
swim direction information in weighing spatial similarity
scores.

This work also proposes an unsupervised fish behaviour
using GaussianMixture Model (GMM). The optical flow and
the fish trajectory information is utilized to extract motion
features for each individual fish present in the video. Sub-
sequently, these features are then grouped using Gaussian
Mixture Model. Besides, the number of components (groups)
of the GMM are updated if the number of possible outliers
increases over a certain threshold. This continual monitoring
of the fish behaviour ensures that a behaviour not observed
earlier will also be modelled in the proposed method. It is

fundamental to note that, the proposed behaviour modelling
strategy does not require training and labelled data. Further,
the method is unsupervised making it ideal for modelling the
behaviours of all fish species.

The proposed fish tracking and behaviour approach for
Sillago Sihama will be extremely useful in studying fish
behaviour of an economically important and high nutrient
content fish. The proposed approach will also be helpful
in identifying any anomalous fish behaviour for the fishes
cultured in cage and pond aquaculture systems. This enhances
the productivity per given area by reducing the the mortality
of fishes. Besides, the standard fish tracking dataset (Sillago
Sihama Vid) created as part of this work, will further drive
the research in tracking multiple fishes.

APPENDIX A
SILLAGO SIHAMA VID (SSVID): FISH TRACKING DATASET
The details of the dataset generation is provided in the current
section.

A. CHALLENGES IN DATA COLLECTION
Several challenges were encountered in the data collection
process, such as a reflection on the panel, lack of data collec-
tion during the night and appearance variations of the target
object. The current paragraph discusses these issues in detail.

The study uses an aquarium constructed using acrylic pan-
els. It ensures the durability of the aquarium and the ease of
viewing the fishes from outside. Also, the toughness of the
acrylic panel helps for long term experimentation. However,
this resulted in the formation of reflections on the panel.
These reflections are avoided on the two sides of the aquarium
panel by arranging HDPE sheets. The other two sides without
HDPE sheets generate reflections of fish from the camera’s
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point of view. These reflections can be deceiving for the
computer vision-based algorithms and cause false triggering
of object detection algorithms. Developed fish tracking and
behaviour identification algorithms need to address this prob-
lems.

It is significant that fishes in the experimental setup expe-
rience natural day and night cycles. Exposing fishes to light
24 hours a day prevents capturing the normal behaviour of
fishes shown when exposed to the day and night cycles. The
fishes will be under stress if exposed to light 24 hours a
day, eventually leading to their death. To avoid this situation,
fishes are exposed to light for only 12 hours a day, during
which the data have been captured. However, this limits
the data collection process to daytime only. As a result, the
dataset does not capture the unique patterns exhibited during
night-time by the Sillago Sihama. The camera is fixed at one
end of the aquarium, as shown in Figure 2. Therefore, fishes
closer to the camera appear large, and the same fish appears
smaller when it is at the other end of the aquarium. This fact
also limits the usage of the proposed dataset for studying the
growth rate of fishes.

B. DATA ANNOTATION
All frames of a video sequence are stored in PNG for-
mat and named sequentially to a 10-digit file name. (e.g.,
frame_0001.png). AnXMLfile is generated for each frame of
a video sequence. The imaginary boxes, outlining the object
of interest defining its center with x and y coordinates, are
referred to as bounding boxes. The bounding box is manually
placed around the target object as accurately as possible.
The bounding box contains all the pixels belonging to the
target object. Additionally, the bounding box is as concise as
possible for avoiding unnecessary pixels inside the bounding
box. Furthermore, if the fishes are occluded, then the extent of
the fish is estimated based on the factors such as size, shadow,
previous frames and other cues. For the fishes cropped from
the frame, only the visible portion of the fish is annotated.

C. CHALLENGES IN DATA COLLECTION
Data annotation encountered several challenges, the main
being occlusions (Figure 12 (c)). It is observed that on sev-
eral occasions in the videos, multiple fishes were occluding.
There are a couple of reasons for severe occurrences of
occlusions. The fishes considered in the present case being
bottom-dwelling fishes cover lower 60% of the aquarium
resulting in high occlusions. Further, the smaller fishes usu-
ally follow the bigger fishes increasing the occlusions. Yet,
the dataset captures an accurate trajectory of each fish. Also,
from the camera’s point of view, reflections of fishes are
formed on one of the aquarium panels. This is shown in
Figure 12 (e). It proved challenging in differentiating between
the true images and the reflections. The fishes being similar
in appearance and colour, it is difficult to differentiate each
fish. It has been a challenge to maintain the unique fish ID
throughout the video sequence Figure 12 (f). It should also
be noted that Sillago Sihama fish has the colour similar to

sand. The camouflage nature of these fishes, makes it difficult
to identify them in certain frames (Figure 12 (d)) even after
maintaining the high resolution of the videos. The camera
covers 98% of the aquarium. However, there is a small patch
of the aquarium which is not covered by the camera. When
the fishes go to these areas, they are lost completely from the
view of the camera. This results in cropping of the fishes in
the frame as shown in Figure 12 (b).
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