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ABSTRACT Data growth in recent years has been swift, leading to the emergence of big data science.
Distributed File Systems (DFS) are commonly used to handle big data, like Google File System (GFS),
Hadoop Distributed File System (HDFS), and others. The DFS should provide the availability of data and
reliability of the system in case of failure. The DFS replicates the files in different locations to provide
availability and reliability. These replications consume storage space and other resources. The importance
of these files differs depending on how frequently they are used in the system. So some of these files do not
deserve to replicate many times because it is unimportant in the system. This paper introduces a Dynamic
Replication Policy using Machine Learning Clustering (DRPMLC) on HDFS, which uses Machine Learning
to cluster the files into different groups and apply other replication policies to each group to reduce the storage
consumption, improve the read and write operations time and keep the availability and reliability of HDFS
as a High-Performance Distributed Computing (HPDC).

INDEX TERMS Availability, big data, clustering, Hadoop distributed file system, high-performance
distributed computing, machine learning, reliability, replication policy.

I. INTRODUCTION
The need for information storage space capacity is increasing
every year due to the advent of cloud computing. Apache
Hadoop is one of the most well-known frameworks in
this field [1]. Apache Hadoop is developed to achieve
high availability, detect and handle problems, and ensure
data consistency [2]. Hadoop consists of two parts: a file
system called Hadoop Distributed File System (HDFS)
and a programming framework called the Map-Reduce
programming model [3], [4].

Hadoop uses the Map-Reduce programming model to
process big data parallel across all nodes [5]. It consists of two
functions, Map and Reduce. The task was divided into sub-
tasks, and the Mapper mapped each sub-task to a different
node to process it in parallel. After processing each sub-task,
the Reduce function will join the results of each sub-task to
get the task result [6].

HDFS uses a fixed and automatic duplication mecha-
nism to provide high-performance data accessibility. While

The associate editor coordinating the review of this manuscript and

approving it for publication was Li Zhang .

HDFS delivers outstanding dependability, usability, and
data integrity [7], its static and frequent data replication
mechanism necessitates massive data storage. For example,
with a default 3x replication factor [8], a file is replicated
three times in various nodes [9].

The default replication assignment rule is: Place the initial
copy on a random node or the home node. Suppose the HDFS
client is located outside the Data nodes cluster. Then, place
the next duplicate on an out-of-the-ordinary rack. Finally,
the third replica is placed next to the second on the same
rack as the second [10]. Choose nodes at random if there
are more than three replicas. The default replica positioning
policy in HDFS does not evenly distribute blocks among
data nodes, resulting in discrepancies in input and output.
In addition, this policy can cause specific nodes to have an
excessively high IO burden while others have an abnormally
low IO load. Both are incompatible with the system’s overall
performance [11].

The default 3x replication technique in HDFS also has a
200 % storage space and other resource overhead, such as
CPU usage and network bandwidth [12]. Despite this, the
replicas are only used in the event of failure. They must,
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however, be available when required. Therefore they must be
live.

In 2017, erasure coding (EC) was added to Hadoop in
version 3.x. Many algorithms implement erasure coding like
XOR and Reed-Solomon (RS) [13], [14]. Hadoop has many
policies for EC, and RS is the most used. The RS divides the
data to N number of blocks and then generates M number of
parity blocks [15]. If an original block of N was missed, the
RS coding could recover the block through many matrices
operation between M and the rest of the N blocks.

The advantage of EC is providing availability with low
storage overhead. The overhead in storage is 50% of the
original file size. However, low storage resources require
consuming other resources such as CPU and network
bandwidth [16]. Furthermore, the process of recovering
the missed blocks is very complex and requires higher
computational overhead [17]. Furthermore, when a client
requests a file and some blocks of this file are missing,
Hadoop will take more time than usual to reconstruct the
whole file and send it to the client.

This paper presents a machine learning-based system to
cluster the HDFS files based on their importance using
unsupervised learning clustering, then selecting the suitable
policy to replicate it.

The other sections of this paper are structured as follows:
Section II presents related work. The proposed system is
explained in section III. Section IV presents experimental
results. Finally, the conclusion and future work is introduced
in section V.

II. RELATED WORK
In [18], Veeraiah and Rao classifies the files into two classes,
hot class and cold class, and assigns specific nodes to each
class. The system increments the file replication factors and
moves it to one of the hot nodes. If the system classifies the
files to be in the hot class, the cold class files will have no
replications and will be moved to one of the cold nodes that
use EC to provide availability. This system uses an equation
to calculate a threshold for file access count that determines
the file class, and this strategy enhances capacity storage by
up to 45%.

In [11], Swaroopa et al. Proposed a system that monitors
data files in HDFS and tries classifying them into three
clusters based on their importance. The clusters are hot,
warm, and cold. The hot cluster should contain the most
critical files on the system and set their replication factor
to three. For the warm cluster, the replication factor will be
reduced to two. The system will delete all file replicas for the
cold cluster if the file is categorized as cold and will set the
replication factor to 1. This system has no availability to the
files on the cold cluster. If a client requests a file and any
failure happens, the system can not find replicas for this file
to respond to the client.

Yan et al. [19] proposed a dynamic replication factor
based on the fault-tolerance set. DRF-FTS is a system
that categorizes the files in HDFS into four types. Based
on different access frequencies for the files, the system
calculates the popularity of each file. The four clusters are:
extremely hot, hot, warm, and cold. The system ranks the files
based on their popularity, then takes the top 10% of the files

to the extremely hot cluster and sets their replication factor to
five. The files ranked between 10% - 20% will be set to the
hot cluster with replication factor 4. If the files were ranked
between 20% - 70%, the replication factor will be three. These
files will be set to the warm cluster. The other files will be in
the cold cluster, and the replication factor will be two. This
technique aims to make load balancing for the popular files
and distributes the replications across different nodes to avoid
node failure.

Huang and Chen [20] uses SVR Support Vector Regression
based on SVM Support Vector Machine to predict the file
access and change the file replication factor based on the
prediction result. After changing the replication factor, the
system will distribute the replicas across the cluster nodes.

In [17], Chiniah and Mungur implements new EC policies
differently than the default policies of Hadoop. RS(4,3),
RS(5,3), RS(7,3), RS(7,4), RS(8,4), and RS(9,4) were
implemented. The system will assign the suitable policy from
the Hadoop policies and their new policies to the HDFS files
according to the file size.

In [7], Kaseb et al. Introduces a Cloud Provider (CP)
for the ‘‘High Availability Redundant Independent Files’’
(HARIF) system. CPHARIF manages the replications of the
files manually. Unlike EC, CPHARIF does not use the RS
algorithm. Instead, it splits the file into three parts with
three parties using XOR operations for every possible two-
part combination to provide availability and reduce storage
consumption. This technique enhances storage by 66.7%
compared to HDFS.

III. PROPOSED SYSTEM
The primary purpose of DRPMLC is to dynamically deter-
mine the replication policy for each file in the HDFS based
on statistical values for the files using machine learning
clustering. The system groups the files into three clusters
or groups, Hot, Warm, and Cold, then applies different
replication policies for each cluster to keep the availability
and recovery for the files and improve replications size to save
the storage.

Each action on HDFS files triggers saving a new record
in the logs files [21]. The proposed system makes a
preprocessing on these records to extract the features of each
file in HDFS. The extracted features are saved in a local
database to avoid recalculating features for a new file record.
The machine learning model will evaluate the file using the
features and determine its cluster. The system will change the
replication policy of the file base on system results. If the file
is clustered as a Hot file, the replication factor will be 3x as
same as Hadoop default replication. The file will have two
replicas if it is clustered as a Warm file, and the cold file will
have no replications, but its policy will use the EC.

The proposed system reevaluates the files every week
because moving the files from one cluster to another will
take some time based on the current cluster of the file and
its size, as shown in Table 2. Figure 1 shows the DRPMLC
Architecture.

A. HDFS LOGS FILES
HDFS log files are essential because Hadoop saves all
operations for all files in the log files, like reading,
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FIGURE 1. DRPMLC architecture.

creating, updating, and deleting. These files contain valuable
properties for the files stored in structured records. The
records structure helps us select and extract the file features
and apply the preprocessing. The HDFS Audit log file
contains all the details about the operations on each file, such
as the date and the time of the operation, operation type, user
name, user IP, file location, and file name.

B. DATA PREPROCESSING
The preprocessing stage is applied to each record in the log
files to select the file features like FileName, AccessDate,
and OperationType. Then aggregates all features for each file
to extract new features like AccessCount, AverageOfDateBe-
tweenAccesses, and DaysFromLastAccess. Also, the FileSize
is an important feature, and get it for all files from the Hadoop
web Application Programming Interfaces (APIs) [22]. This
preprocessing is triggered when a new Record is added to the
log file, so we used the Aggregated Files Features Database
to save the file features results.

C. AGGREGATED FILES FEATURES DATABASE
The Aggregated Files Features Database (AFFDb) aims
to facilitate extracting and saving the feature. Instead of
recalculating the average, summation of the features, and
processing all file records in the log files, keeping this data
will optimize the next aggregation process for the values of
the new feature. Each file in the HDFS has only One record
in the database with many attributes that present the features.
Our Algorithm shows how to select and extract features from
the log file and save or update them in the AFFDb. After the
preprocessing, the data inAFFDbwill be used to train ourML
model. Figure 2 shows the logical steps for the preprocessing
and data-set construction.

Before starting the preprocessing, many operations in the
log files are unimportant or not related to the file. So we

have defined an array to contain only the operations that
our Algorithm will process. This array is called allowed
operations array (AOA). Then the Algorithm will loop on
each record in the log file to split it and extract the values
of the features. The type of operation in the record will
be checked to see if it exists in AOA and will continue
the processing. Otherwise, the record will be skipped and
continue with moving to the next record. Suppose the
operation exists in AOA. Then, we will check whether this
file was processed before and exists in the AFFDb. If the file
does not exist in the AFFDb, the average of the difference
between access dates (ADBAD) for the file will be calculated
in the next record of the same file using Equation (1), and the
file will be added in the AFFDb.

ADBAD =

∑n
i=2(AD(i) − AD(i−1))

n
(1)

where AD is the access data for the file record in the log file,
and n is the access count for the file.

Instead of recalculating the ADBAD in the next file record
using all values of the difference between access dates. The
access date of the last record and the value of the last
summation of the difference for the previous records were
stored in the AFFDb to be used the next time to calculate the
new averagewith the new record. First, it will be applied if the
file exists in the AFFDb using Equation (2). Then the features
of the file will be updated in the AFFDb.

ADBAD=

∑n
i=2(AD(i) − AD(i−1)) + AD(new) − AD(last)

n+ 1
(2)

where AD(new) is the access date of the new record in the log
file, and AD(last) is the access data of the last record before
the new record.
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Algorithm 1 for Preprocessing of HDFS Logs File and Data-Set Construction
1: Input: HDFS LogsFile
2: Output: Aggregated Files Features Database AFFDb
3: define allowedOperations = {‘‘open’’, ‘‘delete’’, ‘‘create’’, ‘‘append’’, ‘‘concat’’, ‘‘truncate’’, ‘‘rename’’}
4: for each record ∈ LogFile do
5: split record to get file features
6: check the value of operation type feature in file features
7: if operationType not in allowedOperations then
8: move to next record
9: else
10: fileName=features.fileName
11: if fileName not in AFFDb then
12: features.AccessCount = 1
13: features.FileSize = HDFS_API .getFileInfo(fileName).fileSize
14: features.lastAccess = recordDateTime
15: features.DaysFromLastAccess = recordDateTime - CurrentDate
16: features.SumOfDifferenceBetweenAccesses = 0
17: AFFDb.Add(features)
18: else
19: existingFile = AFFDb.selectRecord(fileName)
20: existingFile.AccessCount++
21: features.FileSize = HDFS_API .getFileInfo(fileName).fileSize
22: SumOfDifferenceBetweenAccesses += recordDateTime - existingFile.lastAccess
23: existingFile.lastAccess = recordDateTime
24: AverageBetweenAccesses = SumOfDifferenceBetweenAccesses / (AccessCount-1)
25: features.DaysFromLastAccess = recordDateTime - CurrentDate
26: AFFDb.UpdateRecord(existingFile)
27: end if
28: end if
29: end for

After finishing processing all records in the log files, each
file in theHDFSwill have a record in theAFFDb that contains
the features of the file, and the AFFDb will be the data set for
training the K-Means algorithm.

D. K-MEANS CLUSTERING
Clustering is a popular statistical data analysis approach, That
groups comparable items into separate groups. K-Means is
the most used algorithm for data clustering, and a highly
recommended algorithm for clustering big data sets [24].
K-means is the simplest among all clustering techniques and
has a low execution time [25], [26], [27], [28]. It works on
grouping the data into k clusters or groups. For example,
in DRPMLC, the K-Means clustering algorithm is used in our
model to cluster HDFS files into three clusters Hot, Warm,
and Cold.
K-Means needs the number of clusters k as an input [29],

[30], which will be three in our system, and the data set of file
features. The features of a file determine which cluster will
be assigned to the file. If the file has high access value, the
average between each access is small, the last access is recent,
and the file size is not very small. Therefore, this file is very
important and should be in the Hot Cluster, and the system
will apply the 3x replication policy to the file. The two extra
replications of the file in the 3x replication policy will provide

the high availability of the file. In case of any failure happens
for the original file, the HDFS will have two extra copies of
the file and will continue serving the requests on it normally.
in this cluster, the storage for replications is still the default of
Hadoop with 200% overhead. Also, if a new file were added
to HDFS, it would be in the hot cluster by default and later
moved to another cluster or stay in the hot cluster based on
its actions.

The unimportant or dead files with low access and the
average between each access are higher than the other
files should be in the Cold cluster, and its replication
policy will use EC RS-6-3-1024k policy. This policy has
50% overhead in storage, and the file availability will
be three. However, recovering the file is very complex
in the case of failure. It will consume CPU and time to
recover it.

The Warm cluster will contain the files with medium
feature values. Their importance is between the Hot and the
Cold cluster. The replication policy for theWarm cluster is 2x
replication that provides only one extra copy of the file with
two availability and 100% overhead in storage.

E. APPLYING NEW REPLICATION POLICIES
Apache Hadoop is an HPDC that supports HTTP REST APIs
to interact with the HDFS [22], [23], so after the system
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FIGURE 2. Preprocessing and data-set construction.

determines the new clusters of the files, it will call the
HDFS API endpoint to apply the new replication policy for
each file.

IV. EXPERIMENTAL RESULTS
In this section, we will present our experimental results
in three sub-sections. Experimental setup in section IV-A,
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TABLE 1. The average time of moving files between clusters.

TABLE 2. The average time of Read/Write operations in DRPMLC.

FIGURE 3. DRPMLC files availability.

FIGURE 4. DRPMLC storage overhead.

data-set in section IV-B and the final results
in section IV-C.

A. EXPERIMENTAL SETUP
DRPMLC is implemented on a private cloud, with one name
node and 10 data nodes. Each node has two processors of type
Intel(R) Xeon(R) Silver 4110 CPU 2.10GHz, 16 GB RAM,
500 GB SAS disks, and Hadoop 3.3.4 have been installed in

all nodes. In addition, Ubuntu 20.04.2 LTS is installed on each
machine.

B. DATA SET
The data set is constructed for the system based on the
old logs files. First, the HDFS files were generated using
TeraGen [31]. TeraGen is an official library by Hadoop to
create files with different sizes in HDFS. The total size of
the files is 484.85 Gigabytes, normally distributed over large,
medium, and small files. Second, the actions and operations
on the files were simulated and normally distributed for the
simulation process to generate the log file. Finally, the log
file records will be preprocessed using our Algorithm. After
finishing the preprocessing, the database will contain our data
set with the features of the files.

C. RESULTS
After Running the K-means for clustering the data set,
DRPMLC clusters 100.335 GB of files as a Hot cluster, the
Warm cluster 222.25 GB, and theCold cluster has 162.22 GB
of files. DRPMLC will apply the 3x replication policy for
the Hot files as the Hadoop default 3x replication settings.
Each file will have two extra copies for the replication
process, so the size of replications will be the same as
the Hadoop 200.67 GB and consumes 100% compared to
CPHARIF Figure 5, with 200% overhead in storage too.
Figure 4, and the availability of the Hot files is the same as
Hadoop 3x, Hadoop EC, and the cold cluster, as shown in
Figure 3. TheWarmfiles will have only onemore replication,
so the replication size will be the same as the original
files 222.25 GB Figure 5. The Warm cluster consumes the
same storage as CPHARIF, and the overhead percentage is
100% Figure 4. However, Hadoop will replicate it using
3x-replication, and in this case, the replications will be
444.5 GB, and it will be available twice Figure 3. The
Cold files will not have replications, but the erasure coding
policy RS-6-3-1024k will be applied and provide the same
availability. The size of parity blocks for 162.22 GB is
81.1 GB, which is 50% overhead in the storage of the files
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FIGURE 5. Replication Storage-based comparison between Hadoop 3x, Hadoop EC, DRPMLC and CPHARIF.

FIGURE 6. The average time of reading operation between CPHARIF and DRPMLC clusters.

Figure 4, and three availability in case of failure Figure 3.
The Hadoop will replicate it twice with 324.44 GB of storage

overhead Figure 5. So the total number of replications
in DRPMLC is about 504 GB, and the total of default
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FIGURE 7. The average time of writing operation between CPHARIF and DRPMLC clusters.

replications in Hadoop is 996.7 GB. So DRPMLC enhances
the size of the replications by about 50% of the Hadoop
replications and improves the storage by 1.12% compared
to CPHARIF, but CPHARIF still provides the highest
availability.

Changing the file cluster consumes the time for adding or
deleting one of the replicas of the file or deleting all replicas
and enabling the EC policy. This overhead was measured for
the default block size of 128 MB and different files with
different sizes, and the experimental results show that in
Table 2

Table 2 shows the average time of the Read and Write
operations for Cold, Warm, and Hot clusters.

Figure 6 shows that DRPMLC has a 28.2% improvement
in reading execution time compared to CPHARIF.

The average execution time to write data is improved by
29% with DRPMLC compared to CPHARIF, as shown in
Figure 7.

V. CONCLUSION AND FUTURE WORK
This paper introduced a system called DRPMLC that
clusters the HDFS files based on their importance in HDFS
using machine learning clustering. DRPMLC has three
clusters Hot, Warm and Cold Clusters. The system applies
different replication policies to each cluster to enhance the
consumed storage space of the replications and keep the
files’ availability as much as possible. As a result, DRPMLC
reduced the replications space to about 50% of the default
Hadoop replication size and improved the read and write
operations’ time respectively by 28.2% and 29% compared
to CPHARIF.

In future work, the machine learning model will use
many clustering techniques and another improved K-means
clustering algorithm that will dynamically select the best
value of k based on the data set. In addition, the system will
provide many replication policies for each cluster.
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