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ABSTRACT Whale optimization algorithm (WOA) and particle swarm optimization (PSO) have been
used individually usually. However, a separate use of them has a limitation. Hybridizing WOA with PSO
is expected to evolve solutions better due to the cooperation between whales and seabirds. Developing
such kind of model is the focus of this research. A framework has been further proposed to best utilize
such hybridizations for developing simulation-based optimization approaches. The framework has the
advantage of integrating metaheuristic, simulation, and optimization seamlessly. It can waive the rigorous
and labor-intensive optimization procedure required for traditional simulation. In this research, simulation-
based optimization approaches are used to deal with the dual-command block scheduling problem of a
manufacturing firm’s storage/retrieval (S/R) machine in an automated storage/retrieval system. The S/R
machine is mainly used to store/retrieve stock-keeping units in an automated storage/retrieval system. Three
simulation-based optimization approaches, Hybrid1 (WOA+PSO), Hybrid2 (WOA+PSO), and Hybrid3
(WOA+PSO), have been developed. To investigate their effectiveness, experiments have been conducted to
compare themwith their base models,WOA and PSO, as well as the genetic algorithm (GA) and PWOA. The
PWOA is an abbreviation of a hybridization of PSO andWOAproposed in a previous study. The experimental
results show that Hybrid3 (WOA+PSO) outperformsHybrid2 (WOA+PSO), Hybrid1 (WOA+PSO),WOA,
PSO, PWOA, and GA. The uses of techniques such as hybridization, Neighborhood heuristic, and adaptive
movements of whales empower Hybrid3 (WOA+PSO) the most.

INDEX TERMS Whale optimization algorithm, particle swarm optimization, storage/retrieval machine,
scheduling.

I. INTRODUCTION
Managing stock-keeping units (SKUs) is one essential func-
tion of an enterprise. Many enterprises have introduced auto-
mated storage/retrieval systems (AS/RSs) to do this. As a
result, AS/RSs have been widely used in various areas,
including warehouses (WHs), distribution centers (DCs), and
manufacturing firms. An AS/RS owns the following advan-
tages: lower labor, higher security, and lower space [1].
In addition to accommodating SKUs, an AS/RS is capable
of transferring SKUs from one place to another [1].

The associate editor coordinating the review of this manuscript and
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There are many kinds of AS/RSs in the world. For classi-
fication, Roodbergen and Vis [2] proposed a scheme based
on the three main attributes, storage/retrieval (S/R) machine,
handling, and rack, of an AS/RS. In an AS/RS, an S/R
machine can have one, two, or multiple shuttles. Also, it can
be attributed as aisle-captive or shareable. An aisle-captive
S/R machine is limited to one aisle, while a shareable one
can move to another. In terms of handling, an AS/RS is
attributed as the man-on-board (MOB), end-of-aisle (EOA),
or unit-load (UL). For the kind of MOB handling, a man is
loaded on board for picking up SKUs. For the kind of EOA
handling, SKUs are picked at the end of an aisle. For the kind
of UL handling, SKUs are handled in the unit of pallet/bin.
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In terms of mobility, the racks of an AS/RS are of the sta-
tionary or moveable type. In addition, the structure of a rack
can be single-deep, double-deep, or multiple-deep. In this
research, the considered AS/RS has the following features:
single shuttle, aisle-captive S/R machine, EOA, single-deep,
and stationary racks.

An AS/RS is affected by its working environment. In a
WH or DC, the AS/RS is used to collect, store, and distribute
SKUs. In a manufacturing firm, the AS/RS also needs to
support manufacturing operations on the shop floor. The
manufacturing operations of a product are defined in a manu-
facturing procedure. The materials and subparts of a product
are defined in a Bill of Materials (BOM) [3]. The AS/RS
operations can affect the manufacturing operations. In this
research, the manufacturing operations of a manufacturing
firm have been considered. This manufacturing firm has five
production floors and is located in Taiwan. The production
lines are distributed among the five floors and used to assem-
ble motherboards for computers. Such manufacturing firms
are common in small countries.

An AS/RS consists of hardware and software. The stan-
dard hardware components include storage/retrieval (S/R)
machines, racks, and aisles. The S/R machine is the primary
device used to store/retrieve SKUs. The racks are partitioned
into small storage units, termed cells or bins. Each cell/bin
has a coordinate (x, y), where x is a column number and y
is a tier number. In an aisle-captive AS/RS, an S/R machine
is limited within an aisle and serves the two racks of the
aisle. At the front end of each aisle, there is an I/O station
for loading/unloading SKUs. A computer receives service
requests from the shop floor and dispatches them to the S/R
machines.

Some software components are used to control the hard-
ware components of the AS/RS. These include storage rules,
retrieval rules, scheduling algorithms, and storage position
assignment policies. For example, FCFS (first-come-first-
serve) is a simple storage rule, and FIFO (first-in-first-out)
is a simple retrieval rule. They have often been used to
determine the execution sequence of service requests for an
AS/RS. However, simple heuristics are too simple to achieve
a good performance. The storage position policy is another
software component affecting the AS/RS performance. The
command mode can be another impact factor. Single and dual
command modes are commonly used for an S/R machine.
The former completes one storage/retrieval request in one
round trip; the latter can complete one storage request and
one retrieval request in one round trip. The dual command
mode can have a shorter total traveling time [4]. Thus, this
command mode is focused on in this research.

Approaches such as analytical models, heuristics, meta-
heuristics, and simulations have been used to optimize
AS/RSs. However, each of these approaches has its weak-
nesses. The analytical models tend to become computation-
ally intractable when used to deal with a big instance due
to NP-hard. Simple heuristics manages to find a general

solution because of simplicity. The metaheuristics are lim-
ited by their capability when used alone. The traditional
simulation uses a rigorous and labor-intensive procedure to
approach optimality. An improvement is necessary. Recently,
metaheuristics such as genetic algorithm (GA), ant colony
optimization (ACO), particle swarm optimization (PSO), and
artificial bee colony (ABC) have been increasingly used to
solve AS/RS problems. However, these metaheuristics have
their limitation when used alone. One improving direction
is developing hybridizations and integrating with the sim-
ulation approach to become simulation-based optimization
approaches. To facilitate the development of such methods,
a framework is necessary.

The whale optimization algorithm (WOA) was proposed
by Mirjalili and Lewis [5]. As a metaheuristic, WOA models
the hunting behavior of humpback whales. Since its appear-
ance, this algorithm has been used to deal with various
problems, including power systems, IoT, wireless sensor net-
works, etc. [6]. The [6] had conducted a thorough review of
the WOA applications and suggested that hybridization of
WOA is a future research direction. However, the hybridiza-
tion of WOA and PSO has never been used to deal with the
dual-command block scheduling problem (DCBSP) of an S/R
machine. The [7] is one recent study that hybridized PSOwith
WOA to deal with the workflow scheduling problems in a
cloud-fog-mobile computing environment. The hybridization
was abbreviated as PWOA. The objective was to minimize
the total execution time (TET) and total execution cost (TEC)
of dependent tasks. The PWOA was claimed to be able to
improve the trapping problem. The simulation results showed
that PWOA outperformed its base models, PSO and WOA.
Combining the hybridizations of WOA and PSO with a sim-
ulation model is expected to result in powerful simulation-
based optimization approaches.

This research first defines the DCBSP. Then, the DCBSP
is formulated as a MILP. The objective is to minimize total
operational time. However, simulation-based optimization
approaches have been further developed as alternative
approaches due to NP-hard. To develop simulation-based
optimization approaches, a framework is proposed. The
framework is advantageous as it can integrate metaheuris-
tics, simulation, and optimization seamlessly. Three hybrid
models of WOA and PSO, namely Hybrid1 (WOA+PSO),
Hybrid2 (WOA+PSO), and Hybrid3 (WOA+PSO), have
been developed and used as alternative sequencing methods
in the framework. Together with a discrete-event simulation
model, they are used to deal with the DCBSP of an S/R
machine in a unit-load aisle-captive AS/RS. To investigate
their effectiveness, they have been compared to WOA and
PSO, GA, and PWOA through extensive experiments. The
results showed that Hybrid3 (WOA+PSO) outperformed the
others in terms of total operational time.

The rest of this paper is structured as follows. Section II
reviews the main approaches for dealing with the AS/RS
problems. Section III first defines the block scheduling of an
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S/R machine and then formulates this problem as a MILP
model. Section IV proposes a framework for developing
simulation-based optimization approaches to deal with the
DCBSP. Three hybridizations of WOA and PSO have been
created. Section V performs experiments and analyzes the
results. Section VI concludes and suggests future research
directions.

II. LITERATURE REVIEW
A. ANALYTICAL MODELS
Analytical models have been used to optimize AS/RS. Bozer
and White [8] proposed analytical models to analyze the
operational time of a unit-load AS/RS. The single and dual
command operations of the S/R machine were studied. The
objective was to optimize the dimensions of the AS/RS.
Park et al. [9] optimized the dwell-point policy for the S/R
machines in an AS/RS. The AS/RS comprises square-in-time
racks and uses a dedicated storage policy. The authors found
that input points were good candidates for dwell points for
the S/R machines. Koh et al. [10] studied the order-picking
system in a mini-load AS/RS. The AS/RS consisted of mul-
tiple racks. Each aisle has a horse-shoe-style buffer installed
at its front end. An order picker served among these aisles.
In addition, a conveyor system moved through these buffer
points for container transport. This AS/RS was modeled as a
queueing system with a limited queue length. A supplemen-
tary variable technique was proposed to study this system and
determine the buffer size. Lerher et al. [11] used an analytical
model to estimate the cycle time of a multi-aisle AS/RS.
In this research, the acceleration and deceleration of the S/R
machine have been specially considered. Manzini et al. [12]
optimized the design and management of a warehouse. Two
cost-based mixed integer linear programming (MILP) mod-
els were proposed. The selections of part-to-picker systems
and picker-to-part order picking systems were considered.
A class-based storage assignment was proposed. It consid-
ered the turnover rate (popularity) of items over a life cycle
was used. Foumani et al. [13] studied an AS/RS in which
a Cartesian robot picks and palletizes items onto a mixed
pallet. It retrieves orders in an optimal sequence and creates
an optimal store-ready pallet of any order. The decisions to
be made include finding the optimal sequence of orders and
the optimal sequence of items inside each order. The objective
was to minimize total travel time. A two-phase procedure was
used. In the first phase, an avoidance strategy of movement
sequence was developed for the robot (or automatic stacker
crane). A Cross-Entropy (CE) method was proposed in the
second phase to make these decisions. The comparison to
CPLEX confirmed the efficiency of the CE.

However, optimizing a given set of service requests is
an NP-hard problem [14], making exact approaches such
as Integer linear programming (ILP) and mixed-integer lin-
ear programming (MILP) computationally intractable when
dealing with a big instance. Alternative approaches, such as
heuristics and metaheuristics, are more practical.

B. HEURISTICS
Heuristics have been widely used for AS/RSs in industries.
The main merits of heuristics are their simplicity and ease
of use. Hwang and Chang [15] proposed a rack-class-based
storage assignment and a class selection procedure to mini-
mize the number of S/R machines in an aisle and the number
of aisles in an AS/RS. Sarker et al. [16] investigated the
effectiveness of the nearest-neighbor heuristic and perimeter
heuristic used to deal with the dual-shuttle S/R machine
scheduling problem and layout problem in a warehouse.
Larson et al. [17] optimized the aisle layout, storage zone
dimensions, assignment of material to a storage medium, and
floor space allocation for an AS/RS. A class-based storage
method was proposed. This method can increase floor space
utilization and decrease operational time. Mahajan et al. [18]
used a nearest-neighbor heuristic to deal with the dual-
command S/R machine scheduling problem in an AS/RS.
Yang et al. [19] examined the joint optimization problem of
storage location assignment and storage/retrieval scheduling
in a multi-shuttle AS/RS. They found that a shared storage
policy is beneficial. The authors further proposed a variable
neighborhood search (VNS). Their experiments confirmed
that the VNS was effective. Wauters et al. [20] proposed
a decomposition heuristic to deal with the location assign-
ment problem and sequencing problem for a dual-shuttle S/R
machine in an AS/RS. Li and Chen [21] used Hungarian-
based heuristics to sequence dual commands and assign stor-
age locations for SKUs for an S/R machine in a flow-rack
AS/RS.

However, simple heuristics tend to find a general solution
due to their simplicity.

C. METAHEURISTICS
The use of metaheuristics to deal with the S/R machine
scheduling problem in an AS/RS is a current trend. This
is especially true for population-based metaheuristics, such
as GA, ACO, and PSO. Available benefits of this kind
of metaheuristics include population advantage and swarm
intelligence (SI). Yang et al. [22] proposed a Hybrid Genetic
Algorithm (HGA) to deal with the multi-shuttle S/R machine
scheduling problem. The objective was to minimize the travel
time. Wu et al. [23] focused on reducing the retrieval times
for the S/R machine in a double-deep AS/RS. The AS/RS
was in a Flexible Manufacturing System. The effectiveness
of genetic algorithm (GA), immune GA (IGA), and par-
ticle swarm optimization (PSO) were investigated in that
study. However, that study did not consider dual commands.
Popovic et al. [24] used GA to deal with the S/R machine
scheduling problem in an AS/RS. The S/R machine was
equipped with triple shuttles. Brezovnik et al. [25] used ant
colony optimization (ACO) to optimize the operations of
an AS/RS. That study considered various factors, includ-
ing inquiry (FOI), product height (PH), storage space usage
(SSU), and path to dispatch (PD). Nia et al. [26] also applied
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ACO to deal with the dual-command S/R scheduling prob-
lem in a unit-load multi-rack AS/RS. The objective was to
minimize the total cost of GHG efficiency. Particularly, that
study took the environmental issue into consideration. It was
found that the ACO outperformed the GA. Chen et al. [27]
hybridized ACO with GA to solve the routing problem of an
S/R machine in a multi-block warehouse. Twelve different
layouts of the warehouse were used to investigate the effec-
tiveness of the hybrid model. It was found that the hybrid
model outperformed the standard ACO and GA. Cunkas and
Ozer [28] optimized the assignment of storage positions for
SKUs in a unit-load AS/RS. The S/R machines of the AS/RS
are equipped with dual shuttles and use the quadruple com-
mand cycle. A PSO approach was proposed. It outperformed
the Binary Coded GA (BGA) and Real Coded GA (RGA).
Tostani et al. [29] proposed a modified Cooperative Coevo-
lutionary Algorithm (MCoBRA) to deal with the dual-shuttle
S/R scheduling problem in an AS/RS. A bi-level optimization
model was used. The upper level allocates SKU storage loca-
tions based on a class-based storage policy. The lower level
solves the S/R machine scheduling problem. The objective
was to balance operational costs and energy consumption.
Hojaghani et al. [30] studied the online order batching prob-
lem of an AS/RS. A mixed-integer nonlinear programming
(MINLP)model was formulated for this problem. In addition,
ACO and artificial bee colony (ABC) were used as alterna-
tives. The objective was to improve the response and idle
times. The ACO was found to outperform the ABC.

The above literature review shows that applying meta-
heuristics to solve the S/R machine is a current trend. Meta-
heuristics such as GA, ACO, PSO, and ABC have been used
to deal with the S/R machine scheduling problem. However,
hybrid models of WOA and PSO have never appeared for
this purpose. Though the WOA is advantageous in terms of
simple structure, fewer operators, fast convergence speed, and
balanced exploration and exploitation [5], it is limited when
used alone. In addition, this algorithm cannot be applied to
solve a discrete problem directly. Another weakness found
for the WOA is the lack of using adaptive movements for
whales to better approach the prey. Improving this algorithm
is necessary.

D. SIMULATION STUDIES
The simulation approach is suitable for studying dynamic
systems [1], such as the AS/RS. Many researchers used
simulations to optimize AS/RSs. Ashayeri et al. [31] used
simulation to optimize the design of a unit-load warehouse
in an oil company. Han et al. [14] and Azzi et al. [32] used
Monte Carlo simulation to optimize the operations of an
AS/RS. Han et al. [14] focused on improving the throughput
of a unit-load AS/RS. The FCFS was used as a sequencing
rule, while the nearest-neighbor heuristic was used as an alter-
native. Azzi et al. [32] used simulation to improve the travel
time of a multi-shuttle S/R machine in a unit-load AS/RS.
Randhawa and Shroff [33] examined the effectiveness of dif-
ferent sequencing rules on six different layout configurations

of a unit-load AS/RS. The I/O stations, SKU distribution,
and rack distribution are variables to be optimized. Lee et al.
[34] used a simulation software, ARENA, to optimize the
deployment number of rail-guided vehicles (RGVs) in an
AS/RS. Hachemi et al. [35] also used simulation to solve
the dual-command S/R machine scheduling problem in a
unit-load multi-rack AS/RS. The objective was to minimize
the travel time of the S/R machine. The FCFS was used to
handle storage requests. Yang et al. [19] solve the joint opti-
mization problem of the S/R machine scheduling and stor-
age location assignment in a unit-load multi-shuttle AS/RS.
An effective variable neighborhood search (VNS) algorithm
was proposed. The above literature review found that without
a close connection between the simulation and optimization,
traditional simulations use a rigorous and labor-intensive
optimization procedure. An improvement is necessary.

III. PROBLEM DEFINITION AND MATHEMATICAL MODEL
FORMULATION
A. DEFINITION OF THE DUAL-COMMAND BLOCK
SEQUENCING PROBLEM OF AN S/R MACHINE
Two kinds of approaches are available to deal with a sequence
problem: block sequencing and dynamic sequencing [14].
The dual-command block sequencing problem (DCBSP) of
an S/R machine is focused and defined as follows.
Definition 1 (Dual-Command Block Sequencing Problem

(DCBSP) of an S/R Machine): This is a problem of forming
and scheduling dual commands for an S/R machine in a unit-
load aisle-captive AS/RS. To solve this problem, a block
sequencing approach is necessary. The approach first selects
the most urgent number of storage and retrieval requests
from the shop floor. Then, it transforms these requests into
dual commands. Subsequently, these dual commands are
sequenced and to be executed by the S/R machine. Once
a block of service requests is completed, the next block is
processed continuously. In this research, the hybridizations of
WOA and PSO are used as block sequencing approaches. The
objective is to minimize total operational time. The ‘‘unit-
load’’ feature indicates that SKUs are handled in the units of
a pallet in the AS/RS, and the ‘‘aisle-captive’’ stipulates that
the S/R machine serves two racks of one specific aisle only
in this AS/RS. The S/R machine moves in the AR/RS hori-
zontally and vertically simultaneously. The moving distance
is measured by the Chebychev metric. The racks are station-
ary and single-deep. According to the classification scheme
proposed by Boysen and Stephan [36], the focused problem
is denoted as [F |O2

|Open |Min
∑
i,j∈N

OT(i, j)]. It owns the

following features:
F : the I/O station is located at the front end of an aisle.
Open: any open storage cell is a potential location for a

storage request.
O2: Dual-command mode (a pair of storage and retrieval

commands).∑
i,j∈N

OT(i, j): the total operational time for an S/R machine

to complete the number of N dual-commands. Each dual
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FIGURE 1. The example of executing a two dual-command in a unit-load AS/RS consecutively.

command is denoted as (i, j), where i indicates the i-
th storage request while j indicates the j-th retrieval
request.

Min
∑
i,j∈N

OT(i, j): the objective is to minimize the total

operational time required for an S/R machine to complete the
number of N dual-commands.

B. ANALYSIS OF THE OPERATIONAL TIME FOR
DUAL-COMMAND
Fig. 1 shows the consecutive executions of two dual com-
mands of the same S/R machine. As shown in Fig. 1(a), the
S/R machine first moves from the dwell point (xo, yo) to the
I/O station at the coordinate (xs, ys) on the 1st floor. This
traveling time is denoted as T0. After loading SKU i, the
S/R machine moves to the assigned storage position (xi, yi).
This traveling time is denoted as T1. Then, the shuttle of this
S/R machine puts the SKU i into its storage position. This
shuttle time is denoted as Ts. After this, the S/R machine
continues to retrieve SKU j at the storage location (xj, yj).
This traveling time is denoted as T2. Subsequently, the shuttle
retrieves SKU j. This shuttle time is denoted as Tr. Finally,
the S/R machine moves SKU j to its destination I/O station
with the coordinate (xd ,yd ). This traveling time is denoted
as T3. As shown in Fig. 1(b), the S/R machine continues
to execute the following dual command. First, it stores an
SKU from the 2nd floor to the 1st floor. Then, it retrieves
another SKU and moves it to the I/O station on the 1st

floor.
Based on the above scenarios, Equation (1) defines the

operational time, OT(i, j), for the S/R machine to complete
a dual-command (i, j).

OT (i, j) = travel time+ shuttle time (1)

It includes travel time and shuttle time, which are depen-
dent on the dimensions of the racks and the characteristics of
the S/R machine [14].

Based on the Chebychev metric, Equation (2) defines the
formula for calculating the travel time.

Travel time = T0+ T1+ T2+ T3

=
H · (ys−y0)

vv

+Max
{
W · (x i−x0)

vh
,
H · (yi−y0)

vv

}
+Max

{
W · |x i − xj|

vh
,
H · |yi − yj|

vv

}
+Max

{
W · (xj − xd )

vh
,
H · (yj − y)

vv

}
(2)

Equation (3) defines the formula for calculating the shuttle
time.

shuttle time = ts + tr =
2D
vd
+

2D
vd

(3)

where
vh: the moving speed of the S/R machine in the horizontal

(X) direction (M/s).
vv: the moving speed of the S/R machine in the vertical (Y)

direction.
vd : the moving speed of the shuttle on the S/R machine in

depth (Z) direction.
W : the width of a storage cell (M).
H : the height of a storage cell (M).
D : the depth of a storage cell (M).

C. FORMULATION OF A MIXED INTEGER LINEAR
PROGRAMMING (MILP) MODEL
In this section, the DCBSP is formulated as a MILP model.
To do this, some assumptions are first made, and then the
notations of indices, sets, parameters, and decision variables
are defined.

Assumptions
• Each storage/retrieval request relates to an SKU
with a storage/retrieval position (x,y), where the
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x and y represent a column number and a tier number,
respectively.

• The S/R machine moves in the horizontal and vertical
directions simultaneously.

• No interruption during the transportation, storage, and
retrieval of an SKU.

• The numbers of storage and retrieval requests are the
same.

• Each aisle has an I/O station at its front end.
• Each dual command involves a source I/O station for
loading an SKU and a destination I/O station for unload-
ing an SKU.

• The I/O station on the 1st floor is initialized as the dwell
position of an S/R machine. Afterward, the destination
I/O station in the last dual command is set as the dwell
position of the S/R machine.

Notations
Indices
i, i′, j′ a storage request ID; i, i′, j′ ∈ SR;
j a retrieval request ID; j ∈ RR;
r a rack number; r ∈ R;
x a column number on a rack; x ∈ X;
y a tier number on a rack; y ∈ Y;

Sets
SR a set of storage requests in a block; SR =

{1, . . . ,N };
RR a set of retrieval requests in a block; RR =

{1, . . . ,N };
R a set of rack; R = {1, . . . , ∥R∥};
X a set of columns; X = {1, . . . , ∥X∥};
Y a set of tiers on a rack; Y = {1, . . . , ∥Y∥};
Parameters
(Input data)
∥R∥ the number of racks served by a crane;
∥X∥ the total of columns of a rack;
∥Y∥ the total number of tiers of a rack;
N the total number of storage/retrieval service

requests
(xi, yi) the storage position of an SKU i in a rack;
(xj, yj) the storage position of an SKU i′ in a rack;
vh the moving speed of a crane along the X

horizontal (column) direction;
vv the moving speed of a crane along the Y

vertical (tier) direction;
vd the moving speed of a shuttle along the

depth direction;
ts the shuttle time for storing an SKU into the

AS/RS;
tr the shuttle time for retrieving an SKU from

the AS/RS;

Decision variables
Xij = 1, if the retrieval request j is assigned

to the storage request i; = 0, otherwise;

Yi′j′ = 1, if the storage request i′ is performed
before the storage request j′; = 0, other-
wise;

A sequence of dual commands of storage and retrieval
requests is to be created. The MILP model for the crane
scheduling problem is formulated as follows.

Min Z =
∑N

i=1

∑N

j=1
OT (i, j) · Xij (4)

s.t. OT (i, j) ≥ 0∀i, j ∈ SR (5)∑N

i=1

∑N

j=1
Xij = N (6)∑N

i′=1
Yi′j′ = 1 ∀ j′ ∈ SR (7)∑N

j′=1
Yi′j′ = 1 ∀ i′ ∈ SR (8)

Yi′j′ ≤ (N − 1)Yi′j′∀i
′, j′ ∈ SR (9)∑N

j′=1
Yi′j′ =

∑N

j′=1
Yi′j′ + 1∀i′, j′ ∈ SR (10)

Xij,Yi′j′ ∈ {0, 1} ∀ i, i
′, j′ ∈ SR ∀ j ∈ RR (11)

Equation (4) is the objective function to minimize the
total operational time for completing all service requests.
This model also includes Equations (1)–(3). Constraint (5)
requires the value of the variable OT (i, j) to be zero or
positive. Equation (6) is associated with the variable Xij,
which models an assignment problem. It stipulates that one
storage request is only assigned with one retrieval request.
Equations (7)–(9) relate to variable Yi′j′ , which models a
sequencing problem from a network view. Equation (7)
states that each storage request j′ has only predecessor i′.
Equation (8) stipulates that each storage request i′ has only
one successor j′. From a network view, constraint (9) specifies
that there are at most N − 1 storage requests to assign when
leaving the node i′. Equation (10) is a conservation constraint
for node i′. Constraint (11) defines that Xij and Yi′j′ are binary
variables.

IV. SIMULATION-BASED OPTIMIZATION APPROACHES
A. A SIMULATION-BASED OPTIMIZATION FRAMEWORK
The DCBSP has a solution space of N ! × N !. Applying the
MILP to solving the DCBSP (with a big N ) to optimality will
be NP-hard. Thus, simulation-based optimization approaches
are proposed as alternatives. For their development, a frame-
work (Fig. 2) is proposed. The framework’s main steps are
detailed as follows.

1) Set parameter values: this step initializes the param-
eter values, such as the number of S/R machines and
racks, the number of columns and the number of tiers
in a rack, the parameter values of metaheuristics, the
number of storage/retrieval requests, the number of
iterations.

2) Generate S/R requests: this step automatically gen-
erates storage and retrieval requests using a computer.
This step’s output is random storage and retrieval
requests.
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FIGURE 2. The framework for integrating metaheuristic, simulation, and
optimization seamlessly.

3) Select a block of storage and retrieval requests for
a specific S/R machine: this step filters out the stor-
age and retrieval service requests for a specific S/R
machine. The rack numbers of the SKUs are used.
For example, the SKUs on racks No.1 and No.2 are
dispatched to S/R machine No. 1. This step’s output
is the storage and retrieval requests dispatched to each
S/R machine.

4) Sequencing: with the previous step’s output, this step
focuses on forming and sequencing dual commands.
This step’s output is a sequence of dual commands.

5) Simulation: with the previous step’s output, this step
simulates the execution of the sequences of dual com-
mands for the S/R machine. Meanwhile, each sequence
of dual commands is evaluated, and the best one is
identified.

6) End of this simulation check: this step checks whether
the termination condition is met. If ‘‘yes,’’ the simula-
tion is terminated and goes to Step 7); otherwise, it goes
back to Step 4).

7) Output: this step outputs the best sequence of
dual commands (solution) for each block of service
requests.

8) Next block check: this check determines whether to
continue the next block. A total number of blocks can
be used as a termination condition.

FIGURE 3. The position scheme used by whales.

B. POSITION SCHEME
Fig. 3 shows the position scheme of whales/seabirds in
the solution space. There are two segments. Each segment
is N -dimensional, where N indicates the number of stor-
age/retrieval requests.

The left segment is used to represent a sequence of storage
requests. The ui is an order assigned for the storage request i.
The right segment is used to represent a sequence of retrieval
requests. The vj is an order of the retrieval request j. The
series of N dual commands is formed and has the paired
representation as (u1, v1), (u2, v2), . . . , (uN , vN ).

To form a feasible solution, a rank order value (ROV)
technique is used to transform the position vector of a
whale/seabird from a continuous domain (real values) to
a discrete domain (integers). For example, the real set
[0.1,0.4,0.3] is transformed into the ranking set [1,3,2], rep-
resenting an operational sequence.

Algorithm 1 . The Logic Flow of the Standard WOA
1: Define the objective function F(X) of the problem
2: Set values for parameter Pw, N ,T , a, A, C, l, b, and p
3: Generate a block of storage and retrieval requests
4: Initialize the positions Xi of whales

5: Calculate the F(Xj) for each whale j; Find the
-----------⇀
Xw∗ (t)

6: Set t = 1 // t is iteration counter
7: REPEAT1 until (t = T )
8: Set i = 1 // i is the population counter
9: REPEAT2 until (i = Pw)

10: Update a,

∣∣∣∣⇀A ∣∣∣∣, ⇀
C , l, and p

11: IF (p< 0.5) // shrink encircling movement
12: IF (|A| < 1) // exploition
13: Update the Xi with Eq. (12) and (14)
14: ELSE //exploration
15: Select a random XR from the whale group
16: Update the Xj with Eq. (17) and (18)
17: ENDIF
18: ELSE // spirial track movement
19: Update the Xi with Eq. (12) and (16)
20: END IF
21: END REPEAT2
22: Check if any whale out of search space and amend it
23: Evaluate F(Xi) for each whale i

24: Update the
-----------⇀
Xw∗ (t) if better

25: END REPEAT1
26: Output

-----------⇀
Xw∗

C. HYBRID MODELS OF WOA AND PSO
This section first introduces the standard WOA and
PSO and then develops three hybridizations, namely
Hybrid1 (WOA+PSO), Hybrid2 (WOA+PSO), and Hybrid3
(WOA+PSO).

1) WOA
Fig. 4 shows the whale’s spiral-track movement when encir-
cling and attacking the prey (fish school) [25]. The

⇀

Di is the
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Algorithm 2 . The Logic Flow of the Standard PSO ( )
1: Define the objective function F(X) of the problem
2: Set values for parameter Ps, N , T , V , V , andW
3: Generate a block of storage and retrieval requests
4: Initialize the positions Xj of particles
5: Set t = 1 // t is iteration counter
6: REPEAT1 until (t = T )
7: Set j = 1 // i is the population counter
8: REPEAT2 until (j=Ps)
9: Update Equations (19) and (20).
10: Calculate the F(Xj) for each particle (seabird) j.
11: Compare and store the better personel best seabird Pj.

12: Compare and store the global best seabird
-----------⇀
Xs∗ (t).

13: END REPEAT2
14: END REPEAT1
15: Output

⇀
X s∗ y

Algorithm 3 . The Logic Flow of the Hybrid1 (WOA+PSO)
1: Define the objective function F(X ) of the problem
2: Set values for parameter PW, PS, N ,T , a, A, C, l, b, and p
3: Generate a block of storage and retrieval requests
4: Set the parameters c1, c2 and inertia weight w // for PSO
5: Initialize the positions Xi of whales
6: Initialize the positions Xj of seabirds

7: Evaluate the F(Xi) for each whale i; Find the
⇀
X w∗ (t)

8: Evaluate the F(Xj) for each seabird j;
9: Set t = 1 // t is iteration counter
10: REPEAT1 until (t = T )

11: Call PSO( ) and find the best
⇀
X s∗ (t); // call PSO

12: If
⇀
X s∗ (t) is better then update the

⇀
X w∗ (t) with the

⇀
X s∗ (t)

13: Set i = 1 // i is the population counter
14: REPEAT2 until (i =Pw)

15: Update parameters a,

∣∣∣∣⇀A ∣∣∣∣, ⇀
C , l, and p

16: IF (p< 0.5) // shrink encircling movement
17: IF (|A| < 1) // Exploitation
18: Update the Xi with Eq. (12) and (14)
19: ELSE // Exploration
20: Select a random XR from the whale group
21: Update the Xi with Eq. (17) and (18)
22: ENE IF
23: ELSE // spirial track movement
24: Update the Xi with Eq. (12) and Eq. (16)
25: END IF
26: i=i+1
27: END REPEAT2
28: Check and amend the whales out of the search space
29: Evaluate F(Xi) for each whale i;

30: Update the global best
⇀
X w∗ (t)

31: t=t+1
32: END REPEAT1
33: Output

⇀
X w∗

FIGURE 4. The spiral movements of humpback whales.

distance between the whale i and the prey. To hunt the prey,
the efforts for each whale i is to shorten the

⇀

Di. A whale’s

Algorithm 4 . The Logic Flow of the Hybrid2 (WOA+PSO)
1: Define the objective function F(X ) of the problem
2: Set values for parameter PW,PS, N ,T , a, A, C, l, b, and p
3: Generate a block of storage and retrieval requests
4: Generate distance table // for nearest-neighbor
5: Set the parameters c1, c2 and inertia weight w // for PSO
6: Initialize the positions Xi of whales
7: Initialize the positions Xj of seabirds

8: Evaluate the F(Xi) for each whale i; Find the
-----------⇀
Xw∗ (t)

9: Evaluate the F(Xj) for each seabird j;
10: Set t = 1 // t is iteration counter
11: REPEAT1 until (t = T )

12: Call PSO( ) and find the best
-----------⇀
Xs∗ (t); // call PSO

13: If
-----------⇀
Xs∗ (t) is better then update the

-----------⇀
Xw∗ (t) with the

-----------⇀
Xs∗ (t)

14: Set i = 1 // i is the population counter
15: REPEAT2 until (i =Pw)

16: Update parameters a,

∣∣∣∣⇀A∣∣∣∣, ⇀

C , l, and p

17: IF (p < 0.5) // shrink encircling movement
18: IF (|A| < 1) // Exploitation
19: Update the Xi with Eq. (12) and (14)
20: ELSE // Exploration
21: Select a random XR from the whale group
22: Update the Xi with Eq. (17) and (18)
23: ENE IF
24: ELSE // spirial track movement
25: Update the Xi with Eq. (12) and Eq. (16)
26: END IF
27: i=i+1
28: END REPEAT2
29: Check and amend the whales out of the search space
30: Evaluate F(Xi) for each whale i;

31: Update the global best
-----------⇀
Xw∗ (t)

32: t=t+1
33. END REPEAT1
34: Output

-----------⇀
Xw∗

position corresponds to a solution in the solution space.
Changing a whale’s position simulates a search in the solution
space.

Without knowing the exact position of the prey, the position
of the global best whale w∗ is used to represent the prey’s
position. Thus, whales in this group refer to the w∗.
Given

⇀

X i(t) and
-----------⇀
Xw∗ (t) as the positions of whales i andw

∗,

respectively. Then, Equation (12) is used to determine the
⇀

Di
for each whale.

⇀

Di =
∣∣∣⇀

C ·
-----------⇀
Xw∗ (t)−

⇀

X i(t)
∣∣∣ (12)

where
⇀

C is a coefficient vector defined as follows.
⇀

C = 2·⇀r (13)

where the ⇀r is a random vector in [0,1]. Given the distance
⇀

Di, the next position of the whale i is determined by Equation
(14).

⇀

X i(t + 1) =
-----------⇀
Xw∗ (t)−

⇀

A ·
⇀

Di (14)

The
⇀

A is a coefficient vector with values within [−1,1] and
is defined by Equation (15).

⇀

A = 2⇀a·⇀r − ⇀a (15)
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where the ⇀a is a linear value decreasing from 2 to 0 iteratively,
the

∣∣∣⇀A∣∣∣ is used to determine the use of exploration (
∣∣∣⇀A∣∣∣≥ 1)

or exploitation (
∣∣∣⇀A∣∣∣ < 1) for a whale.

In addition to the shrink-encircling movement, the whales
in the WOA also employ the spiral track movement.
Equation (16) defines the use of either a shrink-encircling
movement or a spiral-track movement, which is controlled
by a parameter p (p∈ [0,1]).

⇀

X i (t + 1) =

{ -----------⇀
Xw∗ (t)−

⇀

A ·
⇀

Di, if p < 0.5
⇀

Di·ebl · cos (2π l)+
-----------⇀
Xw∗ (t), if p ≥ 0.5

(16)

In Equation (16), if p < 0.5, then the shrink-encircling
movement is used; Otherwise, the spiral-track movement is
used, where the b is a constant defines the shape of logarith-
mic spiral and the l is a random number in [0,1].
Equations (17) and (18) are used for a whale i to perform

an exploration search.

⇀

Di =
∣∣∣⇀

C ·
⇀

XR (t)−
⇀

X i(t)
∣∣∣ (17)

⇀

X i(t + 1) =
⇀

XR (t)−
∣∣∣⇀A∣∣∣ · ⇀

Di (18)

The
⇀

XR (t) is a position of a whale randomly selected from
the swarm.

Algorithm 1 shows the main logic flow of WOA. Line
2 sets the parameter values for WOA, where Pw is the pop-
ulation of whales, N is the total number of storage/retrieval
requests, and T is the total number of iterations. Line 3 gen-
erates a block of storage and retrieval requests for an experi-
ment. Line 4 initializes thewhales’ positions. Line 5 evaluates
the F(Xi) for each whale i and finds the

-----------⇀
Xw∗ (t). Line 6 initial-

izes the iteration counter t = 1. Line 8 initializes the whale
population counter i = 1.

2) PSO
Proposed by Kennedy and Eberhart [26], the PSO was
inspired by the social behavior of bird flock or fish school.
This research treats a particle as a seabird with its flying
velocity defined in Equation (18).

V⃗j(t + 1) = ωV⃗j(t)+ c1R1(P⃗j(t)− X⃗j(t))

+ c2R2(
-----------⇀
Xs∗ (t))− X⃗j(t)) (19)

where

ω: an inertia weight varying linearly between [0,1];
c1: an acceleration coefficient commonly set with

the value 2.0;
c2: an acceleration coefficient commonly set with

the value 2.0;
R1: a random number within the interval [0,1];
R2: a random number within the interval [0,1];

FIGURE 5. The collaborative hunting of humpback whales and seabirds.

X⃗j (t): the position of seabird i at the time t;
V⃗j(t): the velocity of seabird j at the current time t ,

which is within the range [V ,V ], where the V
and the V indicate the allowed maximum and
minimum velocities, respectively;

P⃗j(t): the personal best position of the seabird j;
-----------⇀
Xs∗ (t): the position of the global best seabird s∗;

The next position of the seabird j is defined by
Equation (20).

X⃗j(t + 1) = X⃗j(t)+ V⃗j(t + 1) (20)

Algorithm 2 shows the main logic flow of PSO. Line 2 sets
the parameter values for PSO, where Ps is the population
number of particles/seabirds, N is the total number of stor-
age/retrieval requests, T is the total number of iterations.
Line 3 generates a block of storage and retrieval requests for
an experiment. Line 4 initializes the positions of seabirds.
Line 5 sets the iteration counter t = 1. Line 6 evaluates the
F(Xj) for each seabird j and finds the

-----------⇀
Xs∗ (t). Line 7 initializes

the population counter j = 1.

3) HYBRID MODELS OF WOA AND PSO
Fig. 5 depicts a hunting model including whales and seabirds.
This idea originates from nature. It is observed that while
humpback whales are attacking the fish school in the water,
seabirds are simultaneously attacking it from the air. The
seabirds are more capable of spotting the fish school from the
air. Together humpback whales and seabirds hunting simul-
taneously is natural. This is also advantageous due to more
populations joining the hunting. In this research, the WOA
and PSO are used to model the hunting behavior of humpback
whales and seabirds, respectively.

Three versions of hybrid models, namely Hybrid1
(WOA+PSO), Hybrid2 (WOA+PSO), and Hybrid3
(WOA+PSO), were developed in this research. They are
detailed as follows.

a: Hybrid1 (WOA+PSO)
Algorithm 3 shows the main logic flow of Hybrid1
(WOA+PSO). Line 2 sets the parameter values for WOA.
Line 3 generates the block of storage and retrieval request.
Line 4 sets parameter values for PSO. Lines 5 and 6 initialize
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the positions of whales and seabirds, respectively. Lines 7 and
8 evaluate F(Xi) and F(Xj). Line 9 sets the iteration counter
t = 1. Line 11 calls PSO and finds the global best seabird s∗.
Line 12 updates ⇀w

∗
to ⇀s
∗
if the ⇀s

∗
is better. This enables the

⇀w
∗
to be guided by the ⇀s

∗
while other whales remain guided

by the global best ⇀w
∗
. Hybrid1 (WOA+PSO) uses the ROVs

to transform position vectors from real numbers into ranking
numbers of a sequence.

b: Hybrid2 (WOA+PSO)
Algorithm 4 shows the logic of Hybrid2 (WOA+PSO). It is
similar to Algorithm 3, except that Lines 20, 24, and 27 use
a Nearest-Neighborhood (NN) heuristic to match a retrieval
request with a storage request. The NN heuristic uses a dis-
tance table which stores the distance data of SKUs. This table
is generated in Line 4, which uses the SKU storage position
data generated in Line 3. The ROV technique is also used.

c: Hybrid3 (WOA+PSO)
Hybrid3 (WOA+PSO) aims to improve Hybrid2
(WOA+PSO). This is a further improvement by allowing
whales to use adaptive movements. Each of the movements
refers to the

----⇀
w∗ . The following steps are used.

1) Measuring the Hamming distance: the first step is
measuring the Hamming distance between the whale
X and the w∗ using Equation (21).

HD(
----⇀
w∗ ,

⇀

X ) =
∑D

i=1
XOR(

----⇀
w∗i ,

⇀

X i) (21)

This formula counts the total number of different ele-
ments between the two vectors

----⇀
w∗ and

⇀

X of the w∗ and
whale X , respectively. The i indicates the i-th element,
while the D indicates the dimension of the position
vector. TheXOR is an operator whichworks as follows:

XOR(
----⇀
w∗i ,

⇀

X i) =

{
1, if

----⇀
w∗i ̸=

⇀

X i

0, if
----⇀
w∗i =

⇀

X i
(22)

2) Decide a change rate (CR): for each element i in
the

⇀

X (t), a change rate (CR) is used to determine the
change of the i-th element in

⇀

X i(t+1) to become the
i-th element in the

----⇀
w∗ (t). This simulates approaching

the w∗. The CR is defined in Equation (23) to make a
whale move adaptively.

CR = HD(⇀w
∗
,

⇀

X )/D (23)

3) Determine the next position of a whale: this step
moves whale X to its next position. The i-th element
of the next position vector is defined by Equation (24).

⇀

X i(t + 1) =



----⇀
w∗i (t) , if

⇀

X i (t) ̸=
----⇀
w∗i (t)

and Ri < CR
⇀

X i (t) , if
⇀

X i (t) ̸=
----⇀
w∗i (t)

and Ri ≥ 0
⇀

X i (t) , if
⇀

X i (t) =
----⇀
w∗i (t)

(24)

TABLE 1. The features of different approaches.

TABLE 2. The parameter setting of different approaches.

The Ri is a random number in [0,1], which helps determine
the i-th element in

⇀

X i(t + 1). Equation (23) enables a higher
probability for a farther whale to approach the w∗ quickly but
slowly for a near whale. If the

----⇀
w∗i (t) replaces the

⇀

X i (t) in

the
⇀

X i (t + 1), the
⇀

X i (t) then takes the place of the original
----⇀
w∗i (t). This ensures the feasibility of the next position.

For example, given
⇀

X i (t) = [5,4,3,2,1] and
----⇀
w∗i (t) =

[3,4,2,5,1], we derive HD(
----⇀
w∗ ,

⇀

X )= 2, CR= 2/5= 0.4. Given
the random number R1 = 0.5, then

⇀

X1 (t + 1) becomes 3, and
the 5 in

⇀

X i (t) takes the position of 3 in
⇀

X i (t) and appears in
⇀

X i (t + 1) = [3,4,5,2,1]. The next position remains feasible
due to being a combination of a sequence with no repetition
of numbers.

The main logic flow of Hybrid3 (WOA+PSO) is similar
to Algorithm 4, except for that Lines 18, 22, and 25 use
Equations (21)–(24) to move a whale adaptively.

Table 1 shows the techniques employed for different
approaches.

D. SIMULATION MODEL
A timed Predicate/Transition Net (Fig. 6) model is developed.
It provides discrete-event simulation to evaluate solutions
to the DCBSP. The main components of this net include
Predicate, Transition, and Directed Arc [37], [38], which are
defined as follows.

• Predicate= {Storage_request, Retrieval_request, Dual_
Command_task, S/R machine, Execution, Closed};
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FIGURE 6. A timed predicate/transition net model for discrete-event simulation.

• Transition = {T0,T1,T2};
• Directed Arc = {A1, . . . ,A11};
Together with a circle symbol, a predicate asserts a fact.

For example, once a token < i, ai> appears in the circle
symbol of Predicate Storage_request, it asserts the existence
of a storage request. Once a token <i,j, ai> appears in its
circle symbol of PredicateDual_commnd_task, it asserts the
existence of a dual command. The token’s attributes show
the information of storage_request_id, retrieval_request_id,
and the available time of the dual command. Once a token
<M_id, am > appears in the circle symbol of Predicate
S/R_machine, it asserts the existence of an S/R machine.
The token’s attributes show the information of machine ID
and available time of this machine. Once a token appears
in the circle symbol of the predicate Closed, it asserts the
existence of a completed task. T0, T1, and T2 are Transitions
with a bar symbol. When tokens appear in the predicates
Storage_request, Retrieval_request, and Approach simul-
taneously, it enables Transition T0 to fire. After this firing, a
dual_command_task token is formed and to be transitioned
to the predicateDual_Command_task. When the predicates
Dual_Command_task and S/R_machine are true simulta-
neously, it enables Transition T1 to fire. After this firing,
it forms a token <S_ID,R_ID, ai> + <M_ID, am > which
will flow to Predicate Execution. Meanwhile, it enables
Transition T2 to fire. Note that T2 is a timed transition that
takes time to complete. After firing T2, the <M_ID,CT>

token flows back to Predicate S/R_machine while the token
<i,j,CT) goes to PredicateClosed. When all tokens stay with
Predicate Closed, it terminates the simulation.
Given ai and am as the available times of the storage request

i and the S/Rmachinem. Equation (25) defines the start event-
time to handle this dual command.

BTi= Max {ai, am} (25)

Given the OT (i, j) as the operational time to complete the
i-th dual command, Equation (26) defines the end-event time
of this dual command.

CTi = BTi+OT(i, j)

= Max {ai, am} + OT(i, j) (26)

V. NUMERICAL EXPERIMENTS
In this section, the effectiveness of the three hybridizations,
Hybrid1 (WOA+PSO), Hybrid2 (WOA+PSO), and Hybrid3
(WOA+PSO,) are investigated through experiments. First,
a small-sized experiment is used to illustrate the obtained
results. Then, extensive experiments were conducted to com-
pare with standardWOA, PSO, GA, and the PWOA proposed
in [7]. These experiments are performed in a computer with
Intel PENTIUM CPU 2117U (64bits and 1.8GHz) and 4GB
DRAMs. Java is used as the programming language.

A. PARAMETER VALUES SET FOR THE AS/RS
For the S/R machine, the horizontal moving speed is set
vh = 5 (M/s), the vertical moving speed is set vv = 1 (M/s),
and the shuttle moving speed is set vd = 5 (M/s). For a rack,
the total number of columns is X= 40; the number of tiers is
Y= 30. Each rack has a total number of 40× 30 storage cells.
The dimensions of a storage cell are W = 1.5 M, H = 1.75
M, and D = 1.5 M. In addition, the I/O stations on the 1st,
2nd, 3rd, 4th, and 5th floors are (0,1), (0,4), (0,7), (0,10), and
(0,13), respectively. The settings of these parameter values
are based on the physical data of the real AS/RS studied in
this research.

B. PARAMETER VALUES SETTING FOR VARIOUS
APPROACHES
Table 2 shows the parameter values set for different
approaches. The following variables are used: N indicates
the total number of storage/retrieval requests; Pw indicates
the total number of whale populations; Ps indicates the total
number of seabird populations; I indicates the total number of
iterations; b is a constant defining the shape of the logarithmic
spiral;ω indicates an inertia weight of particle; V indicates an
upper limit of velocity; V indicates a lower limit of velocity;
Rm indicates a mutation rate of the GA; Rc indicates a
crossover rate of the GA; -: not used.

For fair comparison, the Pw and Ps are set to 60, an accept-
able group size of seabirds and whales. The I = 500 iterations
are used, the same number used in [7]. The V = V = 2
are common values set as the upper and lower speed limits
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TABLE 3. Storage requests.

TABLE 4. Retrieval requests.

for a particle/seabird, the same values used in [7]. The
b = 0.5 and b = 1 are used. The b = 0.5 is used for
Hybrid1 (WOA+PSO), Hybrid2 (WOA+PSO), and Hybrid3
(WOA+PSO) in comparison to WOA and PSO. This setting
aims to avoid an excessive distortion of a spiral shape. How-
ever, this parameter value is changed to b = 1 compared
to PWOA, which used b = 1 in [7]. Rm = 0.3 and Rc =
0.4 are set for the GA due to a good performance in the test
experiments. The ω is within the range [0,1]. Thus, ω= 0.5 is
used in this research to avoid bias. The use of ω = 0 will
lead to no existence of an inertia momentum; the use of ω =

1 will lead to an excessive inertia momentum. Due to stable
performance in the test experiments, the above parameter
settings were used in this research.

C. GENERATION OF EXPERIMENTAL INSTANCES
Based on Table 2, random storage and retrieval requests were
generated by a computer automatically. It simulates random
service requests arising from the shop floor. In each exper-
iment, the numbers of N storage and retrieval requests are
generated with different types of SKUs and storage positions.
A problem size is defined as N × N .

D. AN EXAMPLE OF A SMALL INSTANCE
This section demonstrates the best solutions found by
different PSO, WOA, Hybrid1 (WOA+PSO), Hybrid2
(WOA+PSO), and Hybrid3 (WOA+PSO) for a small
instance 20 × 20.

Tables 3 and 4 show the storage and retrieval requests
generated by the computer automatically. The i indicates a
storage request ID; the j indicates a retrieval request ID; the x
indicates a column number; the y indicates a tier number; the
TP indicates a material type; the OID indicates an operation
ID; the LF indicates a floor number whose I/O station is
used for loading a storage SKU; the ULF indicates a floor
whose I/O station is used for unloading a retrieved SKU. The
distance table of each pair of i and j is shown in Appendix A.
For this experimental instance, Tables 5-9 show the best

solution found by WOA, PSO, Hybrid1 (WOA+PSO),

Hybrid2 (WOA+PSO), and Hybrid3 (WOA+PSO), respec-
tively. The terms are defined as follows: i: storage r request
ID; j retrieval request ID; T0: travel time to the I/O station; T1:
travel time to the storage location; ts: storage shuttle time; T2:
travel time from the storage location to the retrieval location;
Tr: retrieval shuttle time; T3: travel time from the retrieval
location to the I/O station; OT(i,j): operational time of the
dual commands; AOT: accumulated total operational time.
The results are summarized in Table 10.
Hybrid3 (WOA+POS) finds the best solution with Z =

531.3 (s) at the cost of 12.2 (s) CPU time. The PSO finds the
worst solution with Z = 624.8 (s) at the cost of 4.07 (s) of
CPU time.

E. EXTENSIVE EXPERIMENTS OF DIFFERENT PROBLEM
SIZES
1) COMPARING TO THE BASE MODELS WOA AND PSO
Extensive experiments of different problem sizes (20 × 20,
40 × 40, 80 × 80, 160 × 160) have been conducted to
examine the effectiveness of different approaches. Table 11
shows the experimental results obtained from PSO, WOA,
Hybrid1 (WOA+PSO), Hybrid2 (WOA+PSO), and Hybrid3
(WOA+PSO) under different problem sizes.

The results are summarized as follows:

1) At the problem size 20 × 20, Hybrid3 (WOA+PSO)
outperforms Hybrid2 (WOA+PSO), and Hybrid1
(WOA+PSO), WOA, and PSO by average edges of
4.8%, 13.0%, 18.8%, and 20.6%, respectively.

2) At the problem size 40 × 40, Hybrid3 (WOA+PSO)
outperforms Hybrid2 (WOA+PSO), Hybrid1
(WOA+PSO), WOA, and PSO by average edges of
1.7%, 15.7%, 23.7%, and 25.2%, respectively.

3) At the problem size 80 × 80, Hybrid3 (WOA+PSO)
outperforms Hybrid2 (WOA+PSO), Hybrid1
(WOA+PSO), WOA, and PSO by average edges of
3.6%, 21.3%, 26.3%, and 26.2%, respectively.

4) At the problem size 160× 160, Hybrid3 (WOA+PSO)
outperforms Hybrid2 (WOA+PSO), Hybrid1
(WOA+PSO), WOA, and PSO by average edges of
0.8%, 26.6%, 29.5%, and 27.9%, respectively.

5) Hybrid3 (WOA+PSO) outperforms the other
approaches.

2) COMPARING TO THE PWOA AND GA
In addition to WOA and PSO, the three hybridizations have
been further compared to GA and PWOA in this subsec-
tion. The GA is a traditional algorithm which uses Rotulet
wheel selection, crossover, and one-point mutation opera-
tions for genes. The PWOA was proposed by Bansal and
Aggarwa1 [7]. The algorithm of the PWOA is shown in
Algorithm 5 (Appendix B). Given that max_iteration is the
total number of iterations, in the PWOA, the PSO first uses
max_iteration/2 to find the global best particle p∗. Then, the
position of the p∗ is set for the global best whale (w∗), and
the WOA starts to find the global best solution in another
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TABLE 5. The best solutions found by WOA (20 × 20).

TABLE 6. The best solutions found by PSO (20 × 20).

TABLE 7. The best solutions found by hybrid1 (WOA+PSO) (20 × 20).

TABLE 8. The best solutions found by the hybrid2 (WOA+PSO) (20 × 20).

TABLE 9. The best solutions found by the hybrid3 (WOA+PSO) (20 × 20).

max_iteration. The logic of the PWOA is simple and easy
to implement. However, the ROV technique is still neces-
sary to make solutions feasible for the DCBSP. Table 12

shows the experimental results obtained from GA, PWOA,
Hybrid1 (WOA+PSO), Hybrid2 (WOA+PSO), and Hybrid3
(WOA+PSO) under different problem sizes.
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TABLE 10. The comparison of different approaches.

The results are summarized as follows.

1) At the problem size 20 × 20, Hybrid3 (WOA+PSO)
outperforms Hybrid2 (WOA+PSO), Hybrid1
(WOA+PSO), PWOA, and GA by average edges of
3.7%, 9.8%, 21.1%, and 30.8%, respectively.

2) At the problem size 40 × 40, Hybrid3 (WOA+PSO)
outperforms Hybrid2 (WOA+PSO), Hybrid1
(WOA+PSO), PWOA, and GA by average edges of
3.5%, 20.6%, 24.9%, and 30.2%, respectively.

3) At the problem size 80 × 80, Hybrid3 (WOA+PSO)
outperforms Hybrid2 (WOA+PSO), Hybrid1
(WOA+PSO), PWOA, and GA by average edges of
1.9%, 22.8%, 26.5%, and 33.6%, respectively.

4) At the problem size 160× 160, Hybrid3 (WOA+PSO)
outperforms Hybrid2 (WOA+PSO), Hybrid1
(WOA+PSO), PWOA, and GA by average edges of
0.5%, 26.3%, 28.8%, and 331.6%, respectively.

5) Hybrid3 (WOA+PSO) outperforms the other
approaches.

F. A SENSITIVITY ANALYSIS OF POPULATION ADVANTAGE
IN THE HYBRID APPROACHES
The sensitivity analysis of population advantage in the hybrid
approaches is a study to investigate the impact of populations
of seabird/whale on the experimental results. The need for
this analysis is due to the following reason. In previous exper-
iments, the populations of seabirds and whales in the PSO
and WOA are set to 60, respectively. The same population
number of seabirds and whales in Hybrid1, Hybrid2, and
Hybrid3 leads to a total population of 120. Onemay argue that
this makes unfair comparisons between the hybrid models
and their base models (i.e., WOA and PSO). To address this
concern, the populations of seabirds and whales in the hybrid
approaches are reduced to 30, resulting in a total number of
60 populations, identical to those in the base models. With
this setting, these models have been compared again.

Fig. 7(a), 7(b), 7(c), and 7(d) show the Z values obtained
from different approaches for the problem sizes of 20 × 20,
40× 40, 80× 80, and 160× 160, respectively. These figures
show that these hybrid approaches remain to outperform the
standardWOA and PSO, and Hybrid3 (WOA+PSO) remains
to be the best one.

G. ANALYSIS AND DISCUSSIONS
1) Table 11 shows that Hybrid3 (WOA+PSO) is better

than Hybrid2 (WOA+PSO), Hybrid1 (WOA+PSO),
WOA, and PSO. Table 12 shows that Hybrid3
(WOA+PSO) is better than Hybrid2 (WOA+PSO),

Hybrid1 (WOA+PSO), PWOA, and GA. In sum-
mary, Hybrid3 (WOA+PSO) outperforms the other
approaches.

2) Table 1 shows the features of all approaches used
in this research. The ROV technique is essential for
making solutions to be feasible. Thus, this technique
is used by all approaches. The experimental results
showed that Hybrid1 (WOA+PSO) outperformed the
standardWOA and PSO. Hybrid2 (WOA+PSO) is bet-
ter than Hybrid1 (WOA+PSO) due to the further use
of NN. Hybrid3 (WOA+PSO) is better than Hybird2
(WOA+PSO) due to the further use of adaptive move-
ments for whales. Thus, factors including hybridiza-
tion, NN, and adaptive movements are considered to
be able to empower Hybrid3 (WOA+PSO) and make
it to be the best one.

3) In the standardWOA, the whales are only guided by the
global best whale w∗. In the standard PSO, the seabirds
are only guided by the global best seabird s∗. As a
result, their individual uses have a limitation. In our
developed hybrid models, the w∗ also refers to the s∗

to improve its position. As a result, the whales are
influenced by both elites from the seabirds and whales.
This is why the preliminary Hybrid1(WOA+PSO) can
outperform its base model, WOA and PSO). In addi-
tion, it can outperform GA and PWOA.

4) The PWOA is a hybridization of PSO and WOA pro-
posed by Bansal and Aggarwa1 [7]. In the PWOA, the
PSO is first used to find the p∗ (the global best particle)
by using 1/2maximum iteration. After this, the position
of the p∗ is set for the w∗ (the global best whale), and
the WOA is subsequently used to find the global best
solution by using another maximum iteration. How-
ever, in the PWOA, the PSO and WOA are found to
have no interaction in the later maximum iteration. This
differs from the three hybrid models proposed in this
research, in which the PSO interacts with the WOA
in each iteration. As a result, the three hybrid models
have a high degree and immediate interaction between
the PSO andWOA. This is why the three hybridmodels
can outperform the PWOA.

5) In Tables 11 and 12, some of the experimental
results showed that Hybrir3 (WOA+PSO) is inferior
to Hybrid2 (WOA+PSO). One of the possible rea-
sons is the uncertainties encountered by experimental
instances. For example, if the initial positions of the
whales and seabirds are not well generated to better
distribute in the solution space. Then, the seabirds and
whales may not be able to better approach optimality.
Thus, if the Hybrid2 (WOA+PSO) has better initial
positions for whales and seabirds, it may still have
a chance to outperform the Hybrid3 (WOA+PSO).
Thus, if uncertainty exists, there is no guarantee that
the best method can always outperform the others in
all instances. This is why we need many experiments
to have a better investigation. Only an exact approach
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TABLE 11. The results of comparisons of the three hybridizations with PSO and WOA with different problem sizes.

can make this guarantee as it aims to find the optimum.
Metaheuristics, including the hybridizations developed
in this research, are not the kind of exact approach.
Nevertheless, on average, Hybrid3 (WOA+PSO) can
outperform Hybrid 2 (WOA+PSO).

6) From Algorithms 1, we know the WOA mainly con-
tains two REPEAT loops. The first loop contains the
number of I iterations, and the second loop contains
the number of Pw iterations. The second loop also
needs to handle the N elements of a solution. Thus, the
computational complexity of WOA is O(I × Pw× N ).
Similarly, the PSO contains two REPEAT loops, and
the second loop also has to handle N elements of a

solution. Thus, the computational complexity of PSO
is O(I × Ps × N ). The three hybrid models also
contain two REPEAT loops. The first loop contains
the number of I iterations, and the second loop con-
tains the number of Pw iterations. The second loop
has to handle the N elements of a solution. In addi-
tion, the PSO( ) is called in the first loop. Thus,
the computational complexity of these hybridizations
is O((I × Ps × N ) × Pw × N ). From Algorithm
5, we know PWOA first runs a half maximum iter-
ation of PSO, followed by another maximum itera-
tion of WOA. Thus, the computational complexity of
PWOA is O((I/2 × Ps × N )+(I × Pw × N )). The
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TABLE 12. The results of comparisons of the three hybridizations with GA and PWOA with different problem sizes.

Big Order Analysis shows that the three hybridizations
have the most computational complexity, followed by
PWOA, WOA, and PSO. For the GA, its computa-
tional complexity depends on the maximum generation
(G), the number of populations (P), and the number
of dimensions (N ). The computational complexity is
O(G × P × N ), similar to WOA and PSO. The exper-
imental results are found not far from the above analy-
sis. Hybrid3 (WOA+PSO) takes the most computation
time due to having the highest computational complex-
ity and using the adaptive movements for whales.

7) This research shows that the proposed framework
is beneficial for developing simulation-based opti-
mization approaches. The framework can integrate
metaheuristic, simulation, and optimization seam-
lessly. Based on this framework, the developed
approaches are proven able to solve the DCBSP
for an S/R machine in a unit-load aisle-captive
AS/RS.

8) The sensitivity analysis shows that under the same total
populations of seabirds and/or whales, the three hybrid
approaches remain better than the standard WOA and
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FIGURE 7. The Z values of different approaches with an equal total population number of seabirds and/or whales under different problem sizes:
(a) 20 × 20 (b) 40 × 40 (c) 80 × 80 (d) 160 × 160.

PSO. And, Hybrid3 (WOA+PSO) outperforms the
other approaches.

9) This research only focuses on a static framework.
Nevertheless, a dynamic framework can be achieved
when the static framework is used iteratively to process
incoming storage and retrieval requests. In practice, the
number of storage and retrieval requests (N ) in each
block can be adjusted dynamically to adapt to environ-
mental conditions. This helps form the dual commands.

10) The [6] reviewed 82 WOA-based articles (during
2016–2020). It is found that 61% of them were devoted
to modification, 27 % to hybridization, and 12 % to
multiple objective techniques. The hybridizations are
not much. This research has an additional contribution.

VI. CONCLUSION
This research solves the DCBSP for an S/R machine in
a unit-load aisle-captive AS/RS. First, a MILP model is
formulated for the DCBSP. The objective is to minimize
the total operational time. A framework was proposed to
closely couple metaheuristic, simulation, and optimization.
This framework helps develop simulation-based optimiza-
tion approaches in which metaheuristics including WOA,

PSO, Hybrid1 (WOA+PSO), Hybrid2 (WOA+PSO), and
Hybrid3 (WOA+PSO) serve as alternative scheduling meth-
ods. Numerical experiments were conducted to compare their
effectiveness. The Hybrid3 (WOA+PSO) was found to out-
perform the others. The contributions of this paper include:
(1) the formulation of a MILP for DCBSP; (2) the pro-
posal of a framework for seamless integrating metaheuris-
tic, simulation, and optimization; (3) the development of
Hybrid1 (WOA+PSO), Hybrid2 (WOA+PSO), and Hybrid3
(WOA+PSO); (4) the conduction of extensive experiments to
verify the effectiveness of these approaches; (5) the success-
ful application of these approaches to deal with the DCBSP.
Some directions are available for future research. First, they
improve the hybrid models continuously, such as enabling
seabirds to have adaptive movement. Second, incorporating
a storage position assignment strategy. Third, applying these
hybrid models to solve problems in other areas. Forth, com-
paring these hybrid models to other metaheuristics. Sixth,
extending single-block scheduling to multiple-block schedul-
ing. Finally, In Hybrid3 (WOA+PSO), one additional feature
is the use of adaptive movements for the whales in the WOA.
This results in a little improvement. In future research, one
application direction is applying adaptive improvements to
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TABLE 13. The distance table of (i,j).

the seabirds in the PSO. This is expected to improve the
Hybrid3 (WOA+PSO) further.

APPENDIX A
See Table 13.

APPENDIX B
See Algorithm 5.

Algorithm 5 . The Logic Flow of the PWOA
1: for i= to population do
2: population← random( )
3: end for
4: set i=1
5: while i < 1/2 max_iteration do
6: Calculate gbest and pgest
7: Update particle velocity
8: Update particle position
9: i=i+1
10: End while
11: Set leaderpos=gbest
12: while i< max_iteration do
13: calculate leaderpos
14: update A, C, l, r, a,

∣∣∣⇀A∣∣∣, ⇀

C , l, and p
15: update positions of whales
16: i=i+1
17: End while
18: Output leaderpos
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