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ABSTRACT The users on the Internet have been growing exponentially, and tag recommendation can
automatically provide users with a selection of tags of interest to meet their personalized needs. Users can
utilize these tags to freely annotate their favorite resources, making them efficient and fast in retrieving
related resources. Tensor factorization methods are commonly used in tag recommendation at present. These
methods model the user× item× tag interactions, transform the latent feature representations of users, items
and tags into low-rank matrices and use inner products for prediction. However, the problem of using inner
product is that it does not satisfy the triangle inequality, it ignores the distance relationship among entity pairs
and cannot capture the fine-grained preference information. Metric learning in recommendation domains
focus on using pairwise loss, which assumes that different categories (such as users, items and tags) have
fixed margins. Different categories often have different intra-class variations. With fixed margins, it is often
difficult to accurately distinguish between positive and negative samples, thus reducing recommendation
performance and limiting the expression ability of the model. In this study, the metric learningmethod is used
to explore the distance relationship among user × item × tag triplet, and the existing metric learning based
methods (namely LRML, CML, SML) are applied to the tag recommendation. A pairwise metric learning
method with angular margin is proposed, named PMLT. The pairwise distance relationship between user-tag
and item-tag is modeled for the information of different entities. And an extra angular margin regularizer is
added to the original pairwise loss to control the size of angular margin for user-tag and item-tag respectively.
The strength of the constrained angular margin regularizer is controlled to dynamically adjust the distance
changes of entity. This method constrains the fixed margin and also the angular margin of user-tag and item-
tag. Compared with the traditional metric learning method, this method can capture additional relationship
structure and has good recommendation performance. Finally, we conducted extensive experiments on two
datasets, LastFm and Movielens, and the experimental results showed that the proposed method PMLT
outperform the state-of-the-art baseline in the evaluation metrics Recall@N and NDCG@N, and obtain
better prediction quality. We also analyze the influence of different parameters and internal components on
the performance of the proposed method, which improves the interpretability of the proposed method.

INDEX TERMS Tag recommendation, tensor factorization, metric learning, angular margin.

I. INTRODUCTION
Tag recommendation [1] is a popular feature in many web
applications (LastFm, Movielens, Flick and Bibsonomy) that
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can suggest several relevant tags for users and simplify the
tagging process to help users annotate web resources of
interest (e.g., songs, images and videos). Through the deploy-
ment of tag recommendation, the platform can improve user
experience, promote product dissemination, and improve the
quality of information retrieval services. Since different users
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tend to provide different tags for the same item, it is quite
important to provide individual users with tags that match
their personalities. Tag recommendation [2], [3], [4], [5]
infers the probability that a given user is likely to annotate
tags for a specific item from the given historical interactive
data, and also needs to satisfy the user to describe an item
using keywords (tags) based on their own understanding to
predict a personalized Top-N tag list. For example,Movielens
platform recommends relevant tags for users according to
their individual needs to describe a movie of interest. Users
can quickly query the movie they are interested in by using
these tags. LastFm assigns users tags that highlight an artist’s
style of music, and users find favorite songs by looking up
certain tags to find a group of artists of interest. Flick users
can utilize tags to annotate images of interest, and users are
able to describe scenes or objects in a particular image using
tags. Currently, tag recommendation is becoming more and
more important in various application scenarios. Different
from the traditional item recommendation task, which only
focuses on the user× item relationship, tag recommendation
considers the relationship among user × item × tag triplet
at the same time, which is more in line with the complex
recommendation scenarios in reality.

Recently, matrix factorization (MF) methods [6], [7], [8]
have been successfully applied in various item recommen-
dations. These methods learn latent representations of users
and items, approximate user-item interaction matrix as two
low-rank matrices, and calculate the similarity scores of users
and items by the inner product of their corresponding vectors.
However, the limitation of using inner product is that the
result does not satisfy the triangle inequality and it is difficult
to capture the users preference information. As a generaliza-
tion ofmatrix factorization, tensor factorizationmethods (TF)
[9], [10], [11] are widely used in tag recommendation. These
methods learn the latent representations of users, items, and
tags and compute the similarity scores of entity pairs based
on the inner product among the user × item × tag triplet,
which makes the use of TF in tag recommendation face the
same problem as MF. Assume that each user u and each item
i interacts with two tags t1 and t2. In this case, the tensor
factorization based approach attempts to keep with u and t1 or
t2 (i and t1 or t2) close to each other in the latent space, but
does not try to keep the two vectors of t1 and t2 close to
each other. It cannot accurately capture the similarity between
users (between items or between tags) without satisfying the
triangle inequality, resulting in the difficulty of accurately
predicting a Top-N tag list.

Among the various existing tag recommendation methods,
researchers have developed various interaction modes for
user × item × tag triples that describe the contents of the
item through tags and give the user a recommendation of
preferred item. To model the triplet of entity, tucker decom-
position (TD) methods encode the user × item × tag triplet
relationship into three decomposition dimensions. HOSVD
[12] and RTF [13] modeled the three interactions for entity

pair vectors. The time complexity of this method is O(k3),
and it is not applicable to medium and large datasets because
of the large amount of computation. As a special case of
TD, canonical decomposition (CD) [14] also has the same
problems as TD. In order to improve the performance of
tag recommendation, an effective tensor factorization method
PITF [10] is proposed for tag recommendation by model-
ing the pairwise interaction of user × item × tag triplet
and factorization dimension is O(k). As PITF is a Tucker
decomposition method with linear time complexity and good
recommendation quality, many improved methods have been
proposed on the basis of PITF. For example, NITF [15],
in contrast, uses Gaussian kernel functions to improve the
capacity of the model. ABNT [16] models the nonlinear
relationship among users, items, and tags by a multilayer
perceptron. ATF [17] uses adversarial techniques [18] to
enhance the robustness of the PITF method. In addition,
latent Dirichlet Allocation (LDA) based tag recommendation
methods [19], [20] can further model the underlying topics of
documents and users as a distribution of tags. These methods
jointly model users, items and metadata at the topic level
by extending the LDA model to describe different items
by their content features. Researchers also use graph-based
approaches to interact different entities with graphs [21],
[22], [23], and the relationship of entities is modeled as a
graph network structure. However, in the above methods, the
inner product among user × item × tag triplets is used to
predict the similarity score, and little attention is paid to the
distance relationship, which affects the results of Top-N tag
recommendation to some extent. Different from the existing
work, the proposed pairwise metric learning method is able
to learn both user-tag and item-tag distances, making the tags
associated with users and items closer together.

Metric learning (ML) is widely used in the field of rec-
ommendation, in which data that are near each other tend to
be more similar, and data that are far apart are as different
as possible. In recent studies, researchers have proposed a
number of metric learning recommendation methods to com-
pute the similarity of distance between users× items. Typical
methods include CML [24], LRML [25], TransCF [26], SML
[27], and PMLAM [28], aiming to bringing the user closer
to the items he is interested in, while keeping the user away
from items he is not interested in. These methods recommend
the top N items that the user is most interested in. CML uses
pairwise loss to ensure that the distance between the user and
the negative items (items the user does not like) is greater
than the distance between the current user and the positive
items (items the user likes). The rationale of this is based
on the assumption that the user is likely to be closer to the
items it likes than to the items it does not like. Although
the CML recommendation method is effective, it suffers
from two aspects [29]. First, CML attempts to embed the
user and the positive items as identical points in Euclidean
space. Therefore, when there is a large number of user-item
interactions, the loss function of CML leads to instability
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during the training process. When the distance between the
user and the negative item is too close, the item that the
user is not interested in may be incorrectly recommended to
the user. Secondly, CML optimizes the pairwise loss with
a fixed margin, which makes CML unable to understand
the user-item distance variation and also requires tedious
hyperparameter adjustment for different margins. This may
mislead other users in predicting the outcome of the item.
And the latent relationship metric learning approach [25],
[26] improves the geometric inflexibility of ML. In order to
alleviate the limitations of fixed margins, adaptive margin
approaches are proposed [27], [28], which allows adaptive
adjustment of the distances among user, positive item and
negative item.

However, the above method based on metric learning
assumes that there is a fixed margin between different cat-
egories, through which positive and negative samples can
be distinguished. Different entity pairs often have different
intra-class variations, and the fixed margin does not change
with the change of entity. It is difficult to dynamically adjust
the change of entity distance, which limits the expressive-
ness of the model. Therefore, it is necessary to select the
value of the appropriate fixed margin. Generally, a larger
fixed margin often leads to difficulty in training convergence,
and a smaller fixed margin makes it difficult to correctly
distinguish between positive and negative samples, thus pro-
ducing an unstable recommendation result. Different from
previous work, we constrain the angular margin of user-tag
and item-tag. On the basis of pairwise loss, an angular margin
regularizer is considered, which can dynamically adjust the
distance variation of different entity pairs. Compared with
existing metric learning recommendation methods, the pro-
posed angular margin pairwise metric learning method can
produce more stable prediction results.

In this paper, we apply existing metric learning methods
(i.e. LRML, CML, and SML) for tag recommendation sys-
tems and propose a pairwise metric learning method with
angular margin for tag recommendation, named PMLT. For
the similarity relationships of users, items and tags, a pairwise
metric learningmethod is proposed to construct the Euclidean
distance of user-tag and item-tag respectively. This method
learns the distance measurement of user-tag and item-tag
at the same time, which can reduce the distance between
similar data of user-tag and item-tag, and expand the dis-
tance between different data. Aiming at the problem that the
fixed margin is difficult to distinguish between positive and
negative samples, an entity pair relationship based on the
angular margin constraint is proposed to dynamically adjust
the user-tag and item-tag distance changes. Based on the
original pairwise loss, a new objective function combining
angular margin is established, and an angular margin regu-
larization is added, which can control the angular margin of
user-tag and item-tag respectively, and improve the stability
of the model by adjusting the angular margin. Finally, exten-
sive experiments are conducted on two real datasets, LastFm
and Movielens, and the influence of different parameters

and components on tag recommendation performance is also
analyzed. The results showed that PMLT has better than
other baselines in terms of Recall@N and NDCG@N, which
verified the effectiveness of the proposed approach. The main
contributions of this paper are as follows.

1) The effectiveness of metric learning in tag recom-
mendation is analyzed, and existing metric learning
methods (CML, LRML and SML) are applied to tag
recommendation. Aiming at the relationship among
user × item × tag triplet, a pairwise metric learning
method is proposed to construct the Euclidean dis-
tances of user-tag and item-tag separately, which can
simultaneously reduce the distance between similar
data of user-tag and item-tag and expand the distance
between different data.

2) For the problem that it is difficult to distinguish positive
and negative samples with fixed margins in the pres-
ence of a large number of user-tag and item-tag inter-
actions, an entity pair relationship with angular margin
constraints is given to dynamically adjust the distance
variation of user-tags and item-tags by constraining the
angular margins.

3) For typical pairwise loss function, a new objective func-
tion combining the angular margin is established. The
angular margin regularizer is added on the basis of the
original pairwise loss, and the stability of the model is
effectively improved by controlling the angular margin
of user-tag and item-tag respectively and adjusting the
angular margin strength.

4) Extensive experiments are conducted on two datasets,
LastFm and Movielens and the effects of differ-
ent parameters and components on tag recommenda-
tion performance is analyzed. The results show that
the proposed method PMLT outperforms the existing
baselines.

The remainder of this paper is organized as follows. In
Section II, we briefly review the existing recommendation
models for tag recommendation and metric learning. In Sec-
tion III, we propose pairwise metric learning with angu-
lar margins for tag recommendation algorithms to predict
Top-N tag recommendation lists. In Section IV, we conduct
extensive experiments to demonstrate the effectiveness of the
proposed approach. In Section V, we conclude the paper.

II. RELATED WORK
A. TAG RECOMMENDATION
Tag recommendation has become an important technique
of numerous applications to solve the information overload
problem. The aim is to help users describe the items of their
interest and provide personalized tag suggestion. Tensor fac-
torization methods have been proposed to perform prediction
considering user× item× tag interactions, in which the pair-
wise tensor factorization method PITF has been illustrated
to have good recommendation performance. PITF represents
each entity pair (e.g., users, items, tags) as a low-dimensional
feature vector, and then learn entity relationships usingmatrix
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factorization of user-tag and item-tag pairwise interactions.
Specifically, the PITF approach represents the scoring func-
tion d(u, i, t) through the inner product for different latent
vectors.

d(u, i, t) =
∑
k

αutu +
∑
k

βiti (1)

where k is the dimension of the latent vector and the user,
item and tag inputs are embedded in a low-dimensional space.
And αu, tu, βi, ti denote the user features, item features, tag
features corresponding to the user and tag features corre-
sponding to the item, respectively. Then, PITF employs the
Bayesian personalized ranking (BPR) [30] to estimate the
model parameters, and its objective function can be expressed
as.

JBPR(2) =
∑

u,i,t,t−∈Vs

− ln δ
(
Ju,i,t,t− (2)

)
+ λ2∥2∥

2 (2)

where 2 = {αu, βi, tu, ti, t -u, t
−

i }, δ(x) denotes the sigmoid
function, Ju,i,t,t− (2) = d(u, i, t)−d

(
u, i, t−

)
and λ2 denotes

the regularization factor. The gradient of PITF for different
parameters is Equation 3.

∂JBPR(2)
∂(2)

= −(1− δ(Ju,i,t,t− (2)))
∂Ju,i,t,t− (2)

∂(2)
+ 2λθ2

(3)

where the derivative of the potential factor corresponding to
the equation Ju,i,t,t− (2) can be expressed as.

∂Ju,i,t,t−(2)
∂2

=



tu − t−u , if 2 = αu

ti − t
−

i , if 2 = βi

αu, if 2 = tu
βi, if 2 = ti
−αu, if 2 = t−u
−βi, if 2 = t−i

(4)

Tensor factorization has been widely applied to tag rec-
ommendation and PITF [10] proposed by Randle et al is an
effectivemethod. ComparedwithHOSVD [12] andRTF [13],
PITF has linear time complexity and capture pairwise inter-
actions among users, tags, and items. Different from its linear
complexity, Fang et al. proposed the NITF method [15] to
extend the capacity of the model using Gaussian kernel func-
tions, which is regarded as a nonlinear extension of typical
methods and also can work well with a small number of fea-
tures. Cai et al. proposed the LOTDmethod [31], using point-
by-point regression methods to learn from observed tagging
data, and it enhances the interaction among users, items,
and tags using low-order polynomials. Lu et al. developed
a post-based collaborative filtering method [32] based on a
ternary social tag network. To capture higher-order collabo-
rative signals in entity interactions, Yu et al. applied graph
networks to PITF to aggregate neighbor information from
multiple layers to generate the final representation of entity
pairs [33]. Wang et al. extended PITF by adding weights
to user-tag interactions and item-tag interactions separately

considering both temporal factors and personalization [34].
Tensor factorizationmethods have good decomposition effect
and can handle user-tag and item-tag interactions separately,
predicting tag-ranked lists based on users’ historical behav-
iors. In addition, deep neural networks (DNN) have been used
for tag recommendation [5], [35], [36] to mine the entity
relationships of hidden information in data, and these meth-
ods improve the performance of traditional tag recommen-
dation algorithms due to the effective learning capability of
DNN. Although tensor factorization and deep neural network
methods have been shown to be effective for modeling entity
information, they do not satisfy the triangle inequality and
cannot capture the fine-grained preference information.

B. METRIC LEARNING FOR RECOMMENDATION MODELS
Metric learning methods have been successfully applied to
Top-N recommendation tasks. Prior researchers concentrated
on studying the user-item distance, and these methods com-
pute the similarity scores of users and items in terms of
Euclidean distance and use pairwise loss to distinguish pos-
itive items from negative items in terms of the difference in
distance. For instance, CML [24] proposes the mechanism
using pairwise loss, which can overcome the constraint that
dot product in MFmethods could not satisfy triangle inequal-
ity. It reduces the distance between users and positive items
and keeps users away from those negative items that are not
of interest. In item recommendation, as a typical MLmethod,
CML scoring function can be expressed as Equation 5.

d(u, i) = ∥αu − βi∥
2
2 (5)

where ∥ ∗ ∥2 denotes the L2 norm and CML uses pairwise
loss as the objective function to ensure that the distance
between the user αu and the negative term β−i is greater than
the distance between the current user αu and the positive
term βi.

J (2) =
∑

(u,i)∈Ds

∑
(u,i−)/∈Ds

wu,i[d(u, i)− d(u, i−)+ m]+ (6)

where [x]+ = max(x, 0) denotes the pairwise loss, also
known as the Relu function, Ds is the trained sample, wu,i
denotes the weight of the pairwise ranking loss of penalized
users and positive items in lower ranks, and m is the fixed
margin. Then CML performs the derivative of the parameter
2 =

{
αu, βi, β

−

i

}
update as

∂J (2)
∂2

=


2

(
β−i − βi

)
, if 2 = αu

2 (βi − αu) , if 2 = βi

2
(
αu − β−i

)
, if 2 = β−i

(7)

To alleviate the problems of geometric inflexibility and
fixed margins of CML that make it difficult to distinguish
between positive and negative samples, researchers have pro-
posed a number ofML variants of these methods that improve
recommendation performance. Inspired by the translation
mechanism [37], Tay et al used a memory-based attention
network to generate a user-item latent relationship vector
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LRML [25]. Park et al proposed the TransCF method [26]
to construct a user-item specific transformation vector using
the neighborhood information of users and items, and then
transform each user into an item based on the users’ relation-
ship to those items. TransCF and LRML aim to address the
problem of metric learning geometric inflexibility. Compared
with CML, the latent relationship metric learning approach
improves the user-item distance measurements. In order to
alleviate the limitation of fixed margin, Li et al. proposed an
adaptive strategy SML [27], which can effectively adjust the
size of user-centric and item-centric fixed margins. Then, the
SML was optimized for pairwise loss with different margin
sizes. In the optimization process, SML adaptively deter-
mines the user-item fixed margin size and also adjusts the
distance between positive items and negative items. Ma et al.
proposed an adaptive margin generation scheme PMLAM
[28], which utilizes a neural network based on theWasserstein
distance [38], where both users and items are parameterized
using a Gaussian distribution. SML and PMLAM aim to find
an adaptive strategy that adaptively learns the size of the
different margins between users, positive items and negative
items. However, SML and PMLAM still use a pairwise loss
paradigm to measure the relative distance between a given
user and item, and these methods continue to be tuned on a
fixed margin basis. In addition, existing ML methods focus
mainly on item recommendation tasks and less attention are
paied to distance relations involving user, item, and tag rela-
tionships. In contrast, our work provides a new attempt for tag
recommendation by reconstructing the ternary relationship of
entities using metric learning to improve the performance of
tag recommendation.

III. THE PROPOSED METHOD
A. PROBLEM STATEMENTS
The function of the tag recommendation is to recommend a
series of tags for users tomark items of interest. The historical
tagging information of the user × item × tag triplet can be
represented by a set of ternary relations.

S = (U , I ,T ) (8)

where U , I , and T are the set of users U ={
u1, · · · , ui, · · · , u|U |

}
, the set of items I = {i1, · · · , ii,

· · · , i|I |
}
, and the set of tags T = {t1, · · · , ti, · · · , t|T |

}
,

respectively. |U | represents the number of users, |I | repre-
sents the number of items, and |T | represents the number of
tags.

From the set of ternary relations S, a third-order tensorD ∈
R|U |×|I |×|T | can usually be defined, where the elements in the
third-order tensor D can be defined as follows.

d(u, i, t) =

{
1, (u, i, t) ∈ S
0, otherwise

(9)

If a user tagging an item with a tag indicates a positive
instance, the element of D is d(u, i, t) = 1. The rest of the
data is a mixture of negative instances and missing values,
and the element of D is du,i,t = 0.

FIGURE 1. An illustration of pairwise distance relations for the
user × item × tag triplet.

Tag recommendation is intended to present the top N tags
for users to mark favorite items, and after predicting the
scores du,i,t of all candidate tags t , the top N tags ranked list
can be represented as Equation 10.

T̂u,i = argmax
t∈T

d(u, i, t) (10)

where N denotes the number of recommended tags in the tag
list.

B. PAIRED METRIC LEARNING LABEL RECOMMENDATION
MODEL BASED ON ANGULAR MARGIN
1) PAIRWISE DISTANCES FOR USERS, ITEMS AND TAGS
As shown in Figure 1, for tag recommendation task, we pro-
pose a pairwise metric learning method to construct pair-
wise distance relations for the user × item × tag triplet.
The key point involves projecting users, items and tags into
a low-dimensional space and calculating similarity scores
between user-item, user-tag and item-tag using Euclidean dis-
tances. The scoring functions can be defined as Equation 11.

d(u, i, t) = ∥αu − βi∥
2
2 + ∥αu − tu∥

2
2 + ∥βi − ti∥

2
2 (11)

Notably, due to the optimization using pairwise loss, which
eliminates the user-item distance metric, the final result can
be expressed as.

d(u, i, t) = ∥αu − tu∥22 + ∥βi − ti∥
2
2 (12)

Given m > 0, the distance among user u, item i and
negative tag t− needs to be ensured to exceed the distance
among current user u, item i and positive tag t .

d(u, i, t)+ m ≤ d
(
u, i, t−

)
(13)

where d
(
u, i, t−

)
=

∥∥αu − t−u
∥∥2
2 +

∥∥βi − t
−

i

∥∥2
2, t
−
u and

t−i denote the unobserved negative tags. Then, we learn
the pairwise distances of user-tag and item-tag simultane-
ously, using pairwise loss to reduce the distance between
user-tag and item-tag similar data and to expand the distance
from different data, and the final objective function can be
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FIGURE 2. (a): Illustration of the pairwise loss and its gradient.
(b): Illustration of the angular constraint.

expressed as Equation 14.

J (2) =
∑

(u,i,t)∈Vs

∑
(u,i,t−)/∈Vs

[
d(u, i, t)− d

(
u, i, t−

)
+ m

]
+

(14)

where Vs denotes the training data, and since the user prefers
to observe (u, i, t) rather than (u, i, t−), the training data Vs
can be defined as

Vs =
{(
u, i, t, t−

)
| (u, i, t) ∈ S ∧

(
u, i, t−

)
/∈ S

}
(15)

where (u, i, t) denotes the observed tags and (u, i, t−) denotes
the tags that are not observed.

Then the gradients of the different parameters 2 ={
αu, βi, tu, ti, t−u , t−i

}
are calculated separately. If d(u, i, t)+

m ≤ d
(
u, i, t−

)
, their derivative values are equal to zero.

Otherwise, the derivatives of the different parameters are
updated as.

∂J (2)
∂2

=



2
(
t−u − tu

)
, if2 = αu

2
(
t−i − ti

)
, if 2 = βi

−2 (αu − tu) , if 2 = tu
−2 (βi − ti) , if2 = ti
2

(
αu − t−u

)
, if2 = t−u

2
(
βi − t

−

i

)
, if 2 = t−i

(16)

The pairwise distance relationship between user-tag and
item-tag is modeled by using a metric learning approach.
Finally, the optimization iterations are performed using
stochastic gradient descent. 2 ← 2 − η ×

∂J (2)
∂2

, where η

denotes the step size.

2) ANGULAR MARGIN CONSTRAINTS FOR USERS, ITEMS
AND TAGS
Metric learning uses pairwise loss to distinguish positive
and negative samples with a fixed margin, as shown in
Figure 2(a). However, when there are a large number of

user-tag and item-tag interactions, the user and the item may
wrongly recommend tags that are not of interest to the user at
a distance close to each other, generating inaccurate results.
Inspired bymachine vision studies on angular constraint [39],
[40], [41], as shown in Figure 2(b), we encode the relationship
among user αu, positive tag tu and negative tag t−u according
to the angle at the negative tag, which together form a triangle.

̸ n+ ̸ a+ ̸ p = 180◦ (17)

In order to keep the negative tag t−u as far away from the
user αu as possible, according to the cosine rule, ̸ n has to
be the smallest angle, ̸ n ≤ min(̸ a, ̸ p), and ̸ n has to be
less than 60◦. The upper bound of ̸ n ensures that the user
and the positive tag are close.

However, when ̸ a > 90◦, although the margin of ̸ n is
reduced, the negative tag t−u may be dragged to αu, resulting
in the distance of the negative tag t−u being closer to the
user αu. Inspired by the literature [39], we plan to define a
new triangular relation about the user, the positive tag and the
negative tag. Based on the geometrically symmetric structure
of metric learning, we first define a local sample distribution
using an approximate circle C passing through αu and tu, with
ac in the middle as

ac =
αu + tu

2
(18)

A new triangular relationship is defined by introducing a
hyperplane Z that intersects the circle C at two nodes, one
node is denoted as am. Based on these auxiliary structures,
we define a new triangular relationship by shifting the user
αu and the positive tag tu to ac and am separately. Given a
predefined angular margin ϕ, the user-tag angular margin as
follows.

tan ̸ n′ =
∥am − ac∥

∥t−u − ac∥
=

∥αu − tu∥

2∥t−u − (αu + tu)/2∥
≤ tanϕ

(19)

where am − ac is the radius of the circle C, it is equal to
(αu−tu)/2. By applying constraints on the angular margin we
can achieve dynamic adjustment of the user and tag distances.
For the item-tag, we also make the same angular margin
constraint can be expressed as Equation 20.

∥βi − ti∥

2∥t−i − (βi + ti)/2∥
≤ tanϕ (20)

Finally, the angular margin constraint relationship between
user-tag and item-tag is considered on the basis of pairwise
loss, and the size of the angular margin is defined to satisfy
the following relationship.

∥αu − tu∥22 ≤ 4 tan2 ϕ∥t−u −
αu + tu

2
∥
2
2 (21)

∥βi − ti∥22 ≤ 4 tan2 ϕ∥t−i −
βi + ti

2
∥
2
2 (22)

where αu− tu and βi− ti are required to satisfy the constraint
of angular margin ϕ simultaneously. Thus, the objective func-
tion of the angular margin considering user-tag and item-tag
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based on pairwise loss can be expressed as Equation 23.

J (2) =
∑

(u,i,t)∈Vs

∑
(u,i,t−)/∈Vs

[d(u, i, t)− 4 tan2 ϕ∥t−u

−
αu + tu

2
∥
2
2 − 4 tan2 ϕ∥t−i −

βi + ti
2
∥
2
2]+ (23)

Compared to the original gradient with pairwise loss, the
gradient constrained by the angular margin is more robust,
because the distance variation of different entity pairs is con-
sidered simultaneously and produces a positive effect. The
parameter updating process of angular margin relative to user,
item and tag can be expressed as Equation 24.

∂J (2)
∂2

=



2 (αu − tu)− 2 tan2 ϕ
(
αu + tu − 2t−u

)
,

if 2 = αu
2 (βi − ti)− 2 tan2 ϕ

(
βi + ti − 2t−i

)
,

if 2 = βi
−2 (αu − tu)− 2 tan2 ϕ

(
αu + tu − 2t−u

)
,

if 2 = tu
−2 (βi − ti)− 2 tan2 ϕ

(
βi + ti − 2t−i

)
,

if 2 = ti
4 tan2 ϕ

(
αu + tu − 2t−u

)
,

if 2 = t−u
4 tan2 ϕ

(
βi + ti − 2t−i

)
,

if 2 = t−i
(24)

This method improves the limitations imposed by fixed
margin, and the distance variation of different entity pairs can
be dynamically adjusted by the constraint of angular margins.

3) OBJECTIVE FUNCTION BASED ON PAIRWISE METRIC
LEARNING WITH ANGULAR MARGIN FOR TAG
RECOMMENDATION
The fixed margin limits the expressiveness of the model,
especially when the data distribution is complex. In Equa-
tion 19 and Equation 20, we define constraints on the angular
margin of user-tag and item-tag, enabling the exclusion of
tags that are not relevant to the user and item when learning
the pairwise distance relationship between user-tag and item-
tag. Ultimately, the objective function for pairwise metric
learning with the angular margin is determined as.

J (2) =
∑

(u,i,t)∈Vs

∑
(u,i,t−)/∈Vs

[d(u, i, t)− d(u, i, t−)+ m]+

+ γ
∑

(u,i,t)∈Vs

∑
(u,i,t−)/∈Vs

[d(u, i, t)

− 4 tan2 ϕ∥t−u −
αu + tu

2
∥
2
2

− 4 tan2 ϕ∥t−i −
βi + ti

2
∥
2
2]+ (25)

where γ controls the strength of the angular margin regular-
izer and ϕ is the size of the angular margin. In the following
Algorithm 1, we introduce the whole program procedure.

In Algorithm 1, we describe the whole working process of
the tag recommendation method. Given embeddings of users,

Algorithm 1 Pairwise Metric LearningWith Angular Margin
for Tag Recommendation
Input: Training dataset Vs, the embedding matricesU , I , Tu,

Ti, the hyperparameters γ and ϕ, the number of latent
feature dimensions k

Output: Model parameters 2 =
{
αu, βi, tu, ti, t -,u t

−

i

}
1: Initialize U , I , T u, T i from N

(
µ, σ 2

)
2: repeat
3: for (u, i, t) in Vs do
4: Randomly draw (u, i, t−) from (u, i, t)\Vs
5: Updating αu, βi, tu, ti, t−u , t−i
6: αu← αu−η(2

(
t−u − tu

)
+γ (2 (αu − tu)−2 tan2 ϕ(

αu + tu − 2t−u
)
))

7: βi ← βi − η(2
(
t−i − ti

)
+ γ (2 (βi − ti) − 2 tan2 ϕ(

βi + ti − 2t−i
)
))

8: tu ← tu − η(−2 (αu − tu) + γ (−2 (αu − tu) −
2 tan2 ϕ

(
αu + tu − 2t−u

)
))

9: ti ← ti − η(−2 (βi − ti) + γ (2 (βi − ti) − 2 tan2 ϕ(
βi + ti − 2t−i

)
))

10: t−u ← t−u − η(2
(
αu − t−u

)
+ γ (4 tan2 ϕ(αu+ tu −

2t−u )))
11: t−i ← β−i −η(2(βi−t

−

i )+γ (4 tan2 ϕ(βi+ti−2t
−

i )))
12: end for
13: until converge
14: return 2 =

{
αu, βi, tu, ti, t -u, t

−

i

}

items and tags, they are multiplied by the embedding weights
U , I , T u and T i, respectively, inwhich the embeddingweights
satisfy a normal distribution (line 1). Next, positive samples
(u, i, t) are sampled from the training instances Vs (line 3),
and negative samples (u, i, t−) are randomly sampled in the
remaining data (u, i, t)\Vs (line 4). Then, the gradients of the
model parameters 2 = {αu, βi, tu, ti, t -u, t

−

i } are calculated
separately (lines 5-12) until convergence and the updated
parameters are returned (line 14). The similarity score of
the entities is calculated according to Equation 12. Finally,
a Top-N list of tag recommendations is returned according to
Equation 10.

IV. EXPERTMENTS
In this section, we first describe the settings of the experiment,
including datasets, experimental details, evaluation methods,
and baselines. Then, we conducted extensive experiments to
answer the following research questions.

RQ1: What is the recommendation performance of the
proposed PMLT method? How competitive is it compared
to baselines and the adjusted state-of-the-art metric learning
methods?

RQ2: What is the impact of different embedding dimen-
sions k on recommendation performance?

RQ3: How do hyperparameters affect recommendation
performance, and how to choose the optimal value?

RQ4: What are the contributions of different components
of PMLT?
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TABLE 1. Details of datasets used in our experiments.

RQ5: What are the effects of different fixed margins and
different iterations?

A. DATASETS
To demonstrate the effectiveness of the proposed method,
we conducted extensive experiments on two publicly avail-
able datasets, LastFm dataset (http://www.last.fm) and
Movielens dataset (http://www.grouplens.org). The statistics
of the different datasets are summarized in Table 1. The
datasets are preprocessed to obtain its p-core, which is the
probability of p occurrences per user per item and per tag.
The Movielens dataset is 5-core and for LastFm is the denser
dataset 10-core.

B. EXPERIMENTAL DETAILS AND EVALUATION METHODS
1) EXPERIMENTAL DETAILS
We implement all baseline methods (CF, PITF, NITF, ABNT,
CML, LRML, SMLT, PMLT) utilizing a Tensorflow frame-
work in a Linux environment, and all the methods are opti-
mized using the Adam optimizer [42] with learning rates
tuned in {0.001, 0.05, 0.01}. To maintain comparison con-
sistency, the dimension of embedding is fixed at 64 and the
batch size is 1024. The fixed margin is 0.3, the regularization
factor is 0.001, and all latent vectors (e.g. αu, βi, tu, ti, t -u, t

−

i )
are randomly initialized using a normal distribution (themean
is 0 and standard variance is 0.01).

2) EVALUATION METHODS
For each user, we randomly select a post (u, i) and move
the triple relevant to the selected post from S to Stest . The
remaining observed user-item tagged triples are treated as the
training set Strain = S\Stest . Similar to the classical item
recommendation task, tag recommendation recommends a
list of N top-ranked tags for user-item (u, i). To evaluate
the accuracy and quality of the ranking, in our experiments,
we use two widely used evaluation metrics for ranking to
measure the tag recommendation performance of all compar-
ison methods, Recall@N and NDCG@N.

Re c@N =
1
|PStest |∑
(u,i)∈PStest

|Top(u, i,N ) ∩ (u, i, t) ∈ Stest |
|{t | (u, i, t) ∈ Stest }|

(26)

NDCG@N =
DCG@N
IDCG@N

(27)

where N denotes the length of the ranked tag recommen-
dation list, DCG@N = rel(1) +

∑N
i=1

rel(i)
log2(i)

, Ptest denotes

the number of posts in the test set, and IDCG is the ideal
discounted cumulative gain.

C. BASELINE ALGORITHM
We evaluate the proposed method PMLT in comparison with
the following baselines. Table 2. summarizes the scoring
functions and loss functions used in all baselines.

CF [7]: it factorizes the training matrix into two low-rank
matrices and recovers the original matrix by the inner product
of these matrices, which uses only the matrix information of
the user and the tag.

PITF [10]: it explicitly models the pairwise interactions
between the user × item × tag triplet and aims to return a
list of the top N ranked tags for a particular user-item pair.

NITF [15]: it is a nonlinear tensor factorization model that
uses Gaussian radial basis functions to enhance the capacity
of the model.

ABNT [16]: it is a nonlinear relationship using a multi-
layer perceptron to model the interaction among users, items
and tags.

CMLT [24]: it uses Euclidean distance to calculate the dis-
tance relationship among users, items and tags, considering
both user-tag and item-tag Euclidean distances.

LRMLT [25]: it is a latent relationship metric learning
method that uses a memory attention network to induce latent
relationship vectors for user-tag and item-tag.

SMLT [27]: it is a metric learning algorithm with adaptive
margin thatmeasures both positive and negative tag distances.

PMLT: The method proposed in this paper, it is a pairwise
metric learning method based on angular margin. Pairwise
metric learning can learn both user-tag and item-tag dis-
tances, and the distance variation of user-tag and item-tag can
be dynamically adjusted by angular margin constraints.

D. COMPARISON OF RESULTS
We conduct extensive experiments on the LastFm andMovie-
lens datasets. For the baselines, we follow the hyperparam-
eter settings reported in the corresponding literature, and if
hyperparameters are not reported in the literature, we perform
fine-tuning to obtain the results for all baselines under the
best hyperparameters. Among them, CF, PITF, NITF, and
ABNT are tensor factorization methods, and CMLT, LRMLT,
SMLT, and PMLT are metric learning methods. Table 3. and
Table 4. shows the comparison results of proposed methods
and baselines.

From the results, we can find that PMLT outperforms CF,
PITF, NITF andABNT. This indicates that themetric learning
based approach overcomes the inherent limitation of tensor
factorization methods using inner products that do not satisfy
the triangle inequality. The tensor factorization methods CF,
PITF, NITF and ABNT predict scores by the inner product of
two interactions of user, item and tag and employ Bayesian
personalized ranking (BPR) for optimization. The proposed
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TABLE 2. Scoring functions and loss function comparison with baselines. ω = 1/σ2, σ is the standard deviation of the Gaussian distribution. φx denotes
the activation function. rαu,tu and rβi ,ti

denote the latent relationship vectors for user-tag and item-tag, respectively. mu, mi , ntu , and nt i denote the
adaptive margin. For user-tag, d (t, t−) = ∥tu − t−

u ∥2
2. For item-tag, d (t, t−) = ∥ti − t−

i ∥2
2.

method PMLT is based on the metric learning method, which
constructs the pairwise distance relationship between user-tag
and item-tag to calculate the similarity score, and uses pair-
wise loss to reduce the distance between the same categories
and expand the distance between different categories. The
proposed method can effectively capture the distance rela-
tionship among entity pairs and has better recommendation
quality.

Our proposed method significantly outperforms all base-
line methods in terms of Recall@N and NDCG@N evalu-
ation metrics on both datasets. There is a significant per-
formance improvement over the most competitive CMLT
method. These results illustrate that CMLT distinguishes
positive and negative samples with a fixed margin. When
there are a large number of user-tag and item-tag interac-
tions, CMLT may incorrectly recommend tags that are not
of interest to users, reducing the recommendation quality.
The proposed method PMLT adds an extra angular margin
regularizer, which can adjust the size of the angular margin
and the strength of the angular margin regularizer, and helps
to improve the flexibility of the recommendation model.

Compared with latent relationship metric learning LRMLT
and adaptive margin method SMLT, we can see that PMLT
still have significant improvement. This indicates that PMLT
provides important potential for metric learning approaches
as it alleviates the problems of geometric inflexibility of
metric learning and the difficulty of distinguishing between

positive and negative samples with fixed margins to some
extent.

E. DIFFERENT EMBEDDING DIMENSIONS AND EFFECT OF
HYPERPARAMETERS
1) EFFECT OF DIFFERENT EMBEDDING DIMENSIONS
The embedding dimension k is an important parame-
ter that affects the performance of the proposed method
PMLT. In this section, we define the value of k as
k = {8, 16, 32, 64, 128, 256, 512, 1024} and also study the
impact of the embedding dimension k on the quality of tag
recommendation.

As can be seen from Table 5. and Table 6., the recom-
mendation performance of PMLT on the LastFm and Movie-
lens datasets improves with continuous increase in k values
first, and the best performance is achieved at k = 512 and
k = 256 for Recall@5 and NDCG@5 on the Movielens
and LastFm datasets, respectively. However, larger k values
(e.g., k = 1024) do not guarantee improved recommendation
performance, and this observation suggests that a contin-
uous increase in the latent dimension k does not improve
the recommendation quality. The embedding representation
will become sparse, resulting in overfitting phenomena and
lead to further performance degradation. Despite the fact that
512 and 256 will have positive results, we chose 64 as our
final embedding dimension as larger embedding size would
increase training time and space.
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TABLE 3. Performance comparisons on tag ranking task in terms of Recall@N and NDCG@N on LastFm dataset.

TABLE 4. Performance comparisons on tag ranking task in terms of Recall@N and NDCG@N on Movielens dataset.

2) EFFECT OF HYPERPARAMETERS
PMLT introduces an additional two hyperparameters γ and
ϕ that control the magnitude of the angular margin and
the strength of the angular margin regularizer respectively.
We demonstrate here how these two hyperparameters affect
the performance and illustrate to set them. Due to space
constraints, we report the display results of Recall@5 and
NDCG@5 on Movielens and LastFm.

First, we fix ϕ at 40 on the Movielens dataset and 50 on
the LastFm dataset. Subsequently, we change the value
of γ in different datasets, which is shown in Figure 3(a)
and Figure 3(b), and the optimal values are around γ =

0.6 and γ = 2 for the Movielens and LastFm datasets
respectively. Furthermore, we observe that continuing to
increase γ , after γ > 2 leads to a gradually decreasing
performance for both datasets, which indicates that the larger
the value of γ will disrupt the learning process. Therefore,
it is suggested that γ should be set to a value of 2 or
lower.

Secondly, we fix γ to the default values of 0.6 and 2 in the
Movielens and LastFm datasets respectively, and change ϕ.
According to the results of Recall@5 andNDCG@5 shown in
Figure 3(c) and Figure 3(d), we observe that the optimal val-
ues for Movielens and LastFm are approximately 40 and 50,
respectively. As the value of ϕ continues to increase, the per-
formance of PMLT gradually improves. The results indicate
that the angular margin provides additional constraints on
the distance of entity pairs to ensure that dissimilar tags can

be separated from users and items. Furthermore, the angular
margin will not be able to distinguish the distance relationship
of entity pairs when ϕ is too large (e.g., ϕ > 50), and the
performance starts to degrade. Therefore, we recommend that
ϕ takes values between 30 < ϕ < 50.

F. ABLATION EXPERIMENTS
To clarify the impact of different components of PMLT on
performance, we analyzed the contribution of each compo-
nent of PMLT, including considering separately the relation-
ship between user and tag UT, the relationship between item
and tag IT, and the pairwise distance relationship among
user, item and tag CMLT. And AugularMLT represents the
model that only considers the constraint relation of angular
margin, while PMLT is the total model. While keeping all
hyperparameters are optimally set, the results on different
data sets are as follows.

As shown in Figure 4, UT and IT perform relatively
poorly on both datasets, which indicates that the opti-
mal performance cannot be obtained by considering only
2-dimensional relationships for user-tag or item-tag. How-
ever, CMLT and PMLT consider the pairwise distance rela-
tionship of user-tag and item-tag at the same time, which
is conducive to capture the relationship among user, item
and tag. Comparison of AugularMLT and CMLT, PMLT
shows that combining pairwise metric learning and angular
margin is more advantageous than using one or the other
alone.
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TABLE 5. The different embedding dimensions in terms of Recall@N and NDCG@N on LastFm dataset.

TABLE 6. The different embedding dimensions in terms of Recall@N and NDCG@N on Movielens dataset.

FIGURE 3. The performance of PMLT with respect to different values of γ and ϕ on two datasets.

G. RECOMMENDATION PERFORMANCE WITH DIFFERENT
FIXED MARGINS AND DIFFERENT ITERATIONS
1) RECOMMENDATION PERFORMANCE WITH DIFFERENT
FIXED MARGINS
To explore the effect of fixed margins on the recommended
performance, our experiments on real datasets quantitatively
demonstrate the recommendation results on LastFm and
Movielens for different fixed margins.

As shown in the Figure 5, we investigate the performance
of different values of the fixed marginm in CMLT and PMLT
onMovielens and LastFm under the previous 1000 iterations,
where the value of m increases by the step of 0.1. It can
be seen that as the value of m changes, the value of CMLT
at Recall@5 and NDCG@5 reaches the optimal value near

m = 0.2, and then drops significantly after it is greater than
0.2. This indicates that if the fixedmarginm is too small or too
large, it will be difficult to distinguish the distance between
user-tag and item-tag, so that the tags close to the user and
item are unlikely to be included in the Top-N tag recommen-
dation list, which has an adverse impact on the accuracy of
recommendation. Then PMLT makes the user-tag distance
and item-tag distance with high similarity closer by applying
the constraint of Angle ϕ to contrast with CMLT in this way.
Comparing PMLT and CMLT under different values of m,
the accuracy of PMLT is increased by 4.2%, 2.7%, 3.1%,
3.9%, 2% and 6.6%, 3.4%, 4%, 3.3%, 2.5% on the Movie-
lens dataset accordingly for Recall@5 and NDCG@5. The
corresponding improvements in Recall@5 and NDCG@5 on
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FIGURE 4. The different components performance of PMLT for Recall@5 and NDCG@5 on two datasets.

FIGURE 5. The impacts of the m in terms of Recall@5 and NDCG@5 on the two datasets.

FIGURE 6. The iterative performance of PMLT and CMLT for Recall@5 and NDCG@5 on two datasets.

the LastFm dataset are 1.2%, 3.5%, 3.1%, 4.2%, 4.3% and
2%, 3.7%, 3.1%, 4.3%, 4.7%. The results indicate that the
proposed PMLTmethod improves the performance of recom-
mendation by dynamically adjusting the distance of different
entity pairs to a certain extent through the angular margin
approach, which can effectively distinguish the irrelevant tags
of users and items, compared with the CMLT using only the
metric learning method.

2) RECOMMENDATION PERFORMANCE WITH DIFFERENT
ITERATIONS
To further illustrate the effectiveness of the PMLT method,
we investigated the comparative performance of CMLT and
PMLT in 1000 iterations under optimal parameter settings.

As shown in Figure 6, according to the recommendation
performance on LastFm and Movielens datasets, it can be
found that with the increase of iterations, the recommendation
performance of PMLT in different iterations is much higher

than that of CMLT in terms of Recall@5 and NDCG@5. This
indicates that on the basis of CMLT, by imposing user-tag and
item-tag angular margin constraints, it has a significant posi-
tive effect on adjusting user-tag and item-tag distances. PMLT
can determine more stable prediction results, and the method
can enhance the computational advantage of metric learning
methods, which has significant performance improvement in
tag recommendation.

V. CONCLUSION
Tensor factorization based approaches have received wide
attention in tag recommendation, and these methods predict
scores by the inner product among the user × item × tag
triplet. And the main problem of inner product is that it
does not satisfy the triangle inequality and cannot capture
the fine-grained preference information, which reduces the
recommendation performance. In addition, metric learning
methods tend to distinguish positive and negative samples
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with a fixed margin. However, different entity pairs have
different intra-class variations and the fixed margin does not
change with the entities, which limits the expressiveness of
the model. In this work, a pairwise metric learning method
with angular margin is proposed for tag recommendation.
Firstly, the distance relationship among user × item × tag
triplets is modeled using metric learning method. In the pro-
posed method, Euclidean distances regarding user-tag and
item-tag can be considered at the same time, which can
reduce the distance between similar data of user-tag and item-
tag through pairwise loss, and expand the distance between
different data. All the tags can be included in the Top-N tag
recommendation list. Secondly, aiming at the problem that
the fixed margin is difficult to distinguish between positive
and negative samples, an entity pair relationship based on
the angular margin constraint is proposed to dynamically
adjust the user-tag and item-tag distance changes. In addition,
based on the original pairwise loss, a new objective function
combining angular margin is established, and an angular
margin regularization is added, which can control the angular
margin of user-tag and item-tag respectively, and improve the
stability of the model by adjusting the angular margin. In the
end, extensive experiments are conducted on real datasets,
LastFm and Movielens. The results show that the proposed
PMLT is better than other baselines in terms of Recall@N
and NDCG@N. And the influence of different parameters
and components on tag recommendation performance is also
analyzed. It can be found that the proposed pairwise met-
ric learning method with angular margin has competitive
performance.
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