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ABSTRACT Online social networks(OSNs) facilitate their users in real-time communication but also open
the door for several challenging problems like hate speech and fake news. This study discusses hate speech on
OSNs and presents an automaticmethod to identify hatemessages.We introduce an attentional multi-channel
convolutional-BiLSTM network for the classification of hateful content. Our model uses existing word
representation techniques in a multi-channel environment having several filters with different kernel sizes to
capture semantics relations at various windows. The encoded representation from multiple channels passes
through an attention-aware stacked 2-layer BiLSTM network. The output from stacked 2-layer BiLSTM
is weighted by an attention layer and further concatenated and passes via a dense layer. Finally, an output
layer employing a sigmoid function classifies the text. We investigate the efficacy of the presented model
on three Twitter-related benchmark datasets considering four evaluation metrics. In comparative evaluation,
our model beats the five state-of-the-art and the same number of baseline models. The ablation study shows
that the exclusion of channels and attention mechanism has the highest impact on the performance of the
presented model. The empirical analysis analyzing the impact of different word representation techniques,
optimization algorithms, activation functions, and batch size on the presented model ascertains the use of
their optimal values.

INDEX TERMS Multi-channel deep learning, data-driven cyber security, hate speech, online social
networks.

I. INTRODUCTION
Online social media users utilize them to communicate,
share life events, exhibit opinions on news and trending
events, and connect with friends and celebrities [1]. The
user interaction and activities over these OSNs generate a
large amount of multi-model content, which are utilized by
researchers for social network analysis [2], event detection
[3], socialbot detection [4], [5]. The open nature, anonymity,
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and real-time communication also facilitate the adversaries
to perform their malicious activities. Sometimes, interaction
with OSNs leads to heated arguments like hate speech and
abusive responses. Controversial content generally receives
higher responses from users. These reactions can contain
abusive, bullying, or harassing content depending on the
political and ideological inclination. The offensive content
on OSNs sometimes harms offline worlds like physical
violence and riots.1 The existing literature depending on

1https://www.washingtonpost.com/technology/2021/10/22/jan-6-capitol-
riot-facebook/
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the intent and target classifies the derogatory content as
racism, sexism, hate speech, trolling, and abusive. The hate
speech includes content to intimidate with the intent to
physically harm or promote violence against an individual or
community [6]. However, various platforms and researchers
define hate speech with subtle differences. Twitter policy
states that any tweet that directly/indirectly threatens or
attacks a person/community based on race, religion, ethnicity,
gender, religion, or disability, will be considered hate speech.

Social media platforms generally have a content moder-
ation team to track and filter offensive content. However,
manual moderation is inefficient and infeasible due to
the volume of content generated every second [7]. The
researchers also analyzed the various aspect of the hate
speech problem and presented categories of approaches for its
detection [8], [9], [10]. However, the existingmethods are still
not comprehensive and require improvement. The literature
has machine learning models to solve a range of applications
like health informatics [11]. Likewise, researchers applied
machine learning toward modeling and detecting toxic
content on online social networks. Broadly, hate detection
models are of two types: classical machine learning models
and deep learning models, wherein the first category of
methods generally uses hand-crafted features. They also use
the bag-of-wordsmodel for text representation, which doesn’t
incorporate the semantic relationship among the words.

A. OUR CONTRIBUTION
The deep learning methods employing the word embeddings
capture these semantics and show promising results. The
existing deep models have extensively exploited recurrent
neural networks (RNN) [12], [13] and convolutional neural
networks (CNNs) [14], [15] towards detecting different
categories of offensive content. Both RNNs and CNN
are good at capturing the semantic relationship between
words. This study investigates the hate speech issue on the
OSN as a binary-class problem. Most of the existing hate
speech detection approaches use convolution neural networks
as a single channel. Researchers have used multi-channel
neural networks for sentiment analysis, comment toxicity
prediction, and stance prediction [16], [17]. To the best of
our knowledge, this is the first study that presents a multi-
channel convolutional network with attention-aware stacked
BiLSTM to detect hate speech in OSNs. The presented
model replicates a CNN model with different kernel sizes.
It creates three parallel networks, each having the embedding
layer as the first layer populated using GloVe embedding.
Next, a convolution layer with different kernel sizes after
each of the three embedding layers is embedded to extract
local features using multiple filters. The convolution output
is passed through a 2-layers stacked BiLSTM network to
learn sequential representation. The learned encoding from
the BiLSTM network is assigned weight using an attention
layer to give higher weight to vital features. Next, our model
integrates the encoded representation from three parallel

networks employing a concatenation layer. The integrated
output passes through a fully connected layer. Further, the
dense layer transfers the encoded representation to a sigmoid
layer to classify it into the desired classes: hate speech and
non-hate. Briefly, the main contributions are as follows:
• Introduce a novel multi-channel attention-aware
convolutional-BiLSTM network for efficient represen-
tation learning toward detecting hate speech.

• Perform and evaluate the efficacy of our model toward
hate speech detection on three Twitter-related bench-
mark datasets compared to 10models, including 5 SOTA
and five baseline methods.

• Perform the empirical analysis to observe the impact of
various deep learning hyper-parameters on the presented
model and to identify their optimal values.

We organize the remaining paper as follows. The existing
approaches toward hate speech detection are briefly discussed
in Section II. Next, we discuss our model and constituting
layers in section III. The description of the dataset, experi-
mental evaluation, and comparison with SOTA and baseline
is performed in Section IV. Section V evaluates the impact of
different deep learning hyperparameters values on the model
efficacy. Finally, we conclude the manuscript in Section VI
along with a brief description of the potential extension of
our model.

II. RELATED WORKS
Researchers have examined hate speech in OSNs from differ-
ent perspectives. The researchers employed the advancement
in representation learning toward detecting various categories
of hate speech. The existing approaches generally use
machine learning-based modeling, including pattern mining
and statistical analysis-based methods. Feature engineering
and deep learning-based methods are two significant cate-
gories of machine learning methods.

The feature engineering approaches extract content, pro-
file, template, network, and other features to represent each
instance. Further, support vector machine, random forest,
Naive Bayes, and other ML models are trained and validated
over the test dataset. Warner and Hirschberg [7] employed
word-gram, template, and part of speech-tag-based features
and trained the SVM light to detect hate speech in OSN. The
authors investigated that the model performs poorly with
bigram and tri-gram features. In [18], authors used one-
gram, bigram, tri-gram, and sentiment features to train the
Naive Bayes model for racist content classification. In similar
approaches, authors used n-gram and typed dependencies-
based attributes, and further trained logistic regression, voted
ensemble, random forest, and other classifiers for hate speech
detection [8], [19], [20]. In [8], authors trained training
logistic regression over n-gram features for classification.
They also annotated 16k tweets into hate and non-hateful
categories. Davidson et al. [21] discussed various classes
of offensive languages and defined their difference. They
also used the n-gram feature with the sentiment and other
linguistic features to train logistic regression for hate speech
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classification. Malmasi and Zampieri [22] employed both
character and word n-gram for classification model training
and found that the character-gram model outperforms the
word-gram model.

Recently, researchers have introduced numerous neural
network models for different classification problems because
traditional machine learning models require manual devising
of features, which is a tedious job [1], [4], [23]. Similarly,
researchers also employed various neural network compo-
nents to propose deep learning models to automatically detect
hate speech [12], [15], [24], [25], [26]. In [24], authors
represented and classified aggressive comments employing
the paragraphIIvec language model [27]. Vignal et al. [25]
used SVM and LSTM models employing syntactical, sen-
timent, and embedding-based features to represent hateful
content for classification. Park and Fung [26] presented
a CNN-based model using pre-trained word embedding
at the embedding layer for abusive content detection.
Zhang et al. [12] proposed a CNN-GRU incorporating
hybrid network to detect hate speech. In [14], the authors
employed a deep CNN network, outperforming the existing
SOTA approaches toward hate speech detection. Recently,
Khan et al. [10] integrated the CNN, BiLSTM with a
capsule network for hate speech. In [28], authors introduced
BiCHAT, a deep learning model integrating deep CNN,
BiLSTM, and attention mechanism with BERT-based word
representation learning. The author empirically showed that
the integration of deep CNN improved the performance for
hate speech classification. In [29], Rezaeinia et al. introduced
a multi-block convolutional highways network and evaluated
it for text classification. Quan et al. [30] proposed a multi-
channel CNN for biomedical relation extraction frommedical
logs. Yoon and Kim [31] introduced a hybrid network
integrating CNN and BiLSTM network with multi-channel
lexicon embedding to classify the sentiment. In [16], the
authors introduced another multi-channel network employing
CNN and LSTM networks to classify sentiment in texts,
outperforming the baseline methods. In another similar
model, Li et al. [17] used a two-channel network to predict
stance in texts. Recently, Kumar et al. [32] introduced amulti-
channel model to detect toxic comments in a multi-label
setting. The model employs the convolutional gated recurrent
unit network. In summary, researchers have used multi-
channel neural networks for sentiment analysis, comment
toxicity prediction, and stance prediction [16], [17]. To the
best of our knoledgem this is the first study that presents
a multi-channel convolutional network with attention-aware
stacked BiLSTM to detect hate speech in OSNs.

III. PROPOSED MODEL
The work flow of the proposed model is shown in
Figure 1. In brief, it contains three parallel attention-aware
convolutional stacked BiLSTM networks. The following
subsections describe various components of the introduced
model.

A. DATA GATHERING AND PREPROCESSING
The efficacy of the presented model is evaluated on
three Twitter-related benchmark datasets provided by
Founta et al. [33], Davidson et al. [21], andMathew et al. [34].
This section pre-processes the raw datasets to filter useless
content. In the pre-processing, we filter Twitter-centric and
other noisy content such as URL, Hashtag (#), retweets (RT),
and mentions (@). We also filter the username because it is
not informative. We also remove alphanumeric characters,
such as numbers, non-ASCII symbols, ampersands, and other
special characters. We also filter the stop words. In the end,
it converts the cleaned text to lowercase.

B. INPUT LAYER
The input layer accepts the pre-processed tweets and splits
them into words (tokens). Further, it creates a set of unique
words and assigns each one a number, called an index. This
procedure creates a dictionary with key as word and index as
value. After this, the input layer tokenizes each tweet of the
corpus and maps the words to the underlying index values
from the constructed dictionary. This procedure converts each
input tweet into a numeric vector. For example, an input
tweet T is tokenized into n words (tokens) and each word
is replaced with an index value such that T is mapped into
an n dimensional vector T∈ℜ1×n. In the mapping process,
the maximum length of the numeric vectors is fixed. Further,
padding (this paper uses post-padding) is applied to fix the
size of the numeric vector, i.e., for each tweet T∈ℜ1×p.
Finally, the input layer maps the corpus into an input matrix
M∈ℜN×p where N represents the number of tweets in the
corpus.

C. MULTICHANNEL CONVOLUTIONAL RECURRENT
NEURAL NETWORK
This section describes in detail the proposed multi-channel
convolutional recurrent neural network. A multi-channel
environment replicates a convolutional networkwith different
kernel sizes to extract the semantic relationship at various n-
gram levels. In the proposed architecture, the multi-channel
convolutional network contains a convolution layer, a pooling
layer, a dropout layer, a 2-layer stacked BiLSTM layer, and
a final dropout layer. This network architecture is replicated
thrice in parallel to capture 1-, 2-, and 3-gram semantics.
In the existing literature, researchers have generally used up
to 3-gram to capture word-level contextual semantics [22].
Therefore, the proposed model uses up to 3-gram. The
following subsections present further discussion of each
component of the network.

1) MULTICHANNEL WORD EMBEDDING
In the embedding layer, preprocessed and cleaned text is
parsed and converted to a numeric matrix wherein each row
corresponds to a numeric vector for the underlying word.
To this end, it repaces each word with a vector using the pre-
trained 100-dimensional representation of GloVe [35] word
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FIGURE 1. Architecture of our multi-channel model.

embedding. As shown in the figure, we generate the word
embedding matrix for the three channels to extract features
in parallel from the same data.

2) MULTICHANNEL CONVOLUTIONAL NEURAL NETWORK
Initially, CNN was designed to process image data and per-
form image classification [36], but later researchers applied it
in NLP& other text processing-related applications [37]. The
proposed model applies a convolution layer to each network
with different kernel sizes starting from h = 1 up to h = 3.
The proposed model uses a 1-D convolutional layer with
several filtersW in amultichannel environment. For example,
for channel i, filters with kernel size h will be W i

∈ Rhd ,
where d is the embedding dimension. The embedding matrix
for channel i usingmaximum sequence lengthN isM i

∈ RNd .

3) POOLING LAYER
The CNN-extracted feature map is passed to a pooling
layer. In a CNN network, the pooling layer extracts the
key features from the feature map. As a result, the pooling
operation significantly reduces the feature map size. The
pooling layer can apply strategies like max and average for
feature selection. This study uses max pooling to select the
key feature.

4) ATTENTION-AWARE STACKED BiLSTM NETWORK
The pooling layer passes the extracted key features to a
dropout layer before sending it to a 2-layer stacked BiLSTM

network. Bidirectional LSTM is an advanced version of
LSTM and contains a memory block to process sequential
information. Consequently, unlike simple RNN, it does not
suffer from the vanishing gradient problem. The memory
block gives LSTM the required competency to decide what
to forget and what to remember. It also enables it to learn
long-distance contextual dependencies. Figure 2 depicts an
example LSTM cell consisting of its components: input gate,
forget gate, output gate, and a memory cell state. In an
LSTM cell, the input gate controls the flow of information
by computing its value at time t using equation 1. Equation 2
computes the information which will be erased at time t .
Similarly, equation 3, 4 and 5 compute the C̃t (candidate
cell state), Ct (current cell state) and value of output gate ot ,
respectively at a timestamp t . Finally, equation 6 calculates
LSTM cell output at time t .

it = σ (Wi · [ht−1, xt ]+ bi) (1)

ft = σ (Wf · [ht−1, xt ]+ bf ) (2)

C̃t = tanh(WC · [ht−1, xt ]+ bC ) (3)

Ct = ft ⊗ Ct−1 + it ⊗ C̃t (4)

ot = σ (Wo · [ht−1, xt ]+ bo) (5)

ht = ot ⊗ tanh(Ct ) (6)

We employ Bidirectional LSTM to capture both left-to-
right and right-to-left contexts. To this end, it processes the
sequential information using a forward LSTM to capture
the left-to-right context and a backward LSTM to capture
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FIGURE 2. An example LSTM cell.

the right-to-left context. As a result, it effectively captures
historical and ahead in sequence contexts. The forward
and backward LSTM cells generate

−→
h i and

←−
h i hidden

representations, respectively using equation 7 and 8. Finally,
the the LSTM concatenates the outputs from the two cells
to generate the final hidden representation hi from the
BiLSTM cell as done in equation 9. The deep RNNs
are effective low-level feature extractors [38]. Therefore,
to exploit the strengths of Bidirectional LSTM and deep
RNN,we use stacked 2-layer BiLSTM in this paper. To assign
a variable weight, stacked BiLSTM output is passed to
an attention layer proposed by Bhadanau et al. [39] to
assign weight to each encoded feature depending on their
importance.

−→
h i =

←−−−
LSTM (fi) (7)

←−
h i =

−−−→
LSTM (fi) (8)

hi = [
←−
h i,
−→
h i] (9)

5) CONCATENATION LAYER
This layer concatenates the encoded representation from
three parallel channels after applying a dropout of 0.5.
The concatenation representation includes the semantic
information computed at 1-gram, 2-gram, and 3-gram.

6) DENSE AND OUTPUT LAYER
The concatenated output is passed to a dense layer for further
encoding. The encoded result is given to the final layer having
sigmoid activation to classify the hate (TH ) from genuine
content (TNH ).

IV. EXPERIMENTAL EVALUATION
The efficacy of the presented model toward hate speech
detection is established by evaluating it on three Twitter
datasets. To this end, this section describes the experimental
setting, dataset, and experimental results, including compar-
ative evaluation with 10 comparison approaches.

TABLE 1. Dataset statistics.

A. DATASETS
We employ three twitter-related datasets to examine the
effectiveness of the presented model. The first dataset,
DS-1 [33], consists of 80000 tweets, where each belongs
to one of the four categories: abusive, hateful, spam or
normal. The proposed approach is a binary classification
problem, so we only consider hateful (TH ) and non-hateful
(TNH ) tweets to construct the final dataset, consisting of
43, 015 tweets. The second dataset, DS-2 [21], consists
of 24802 tweets, each labeled as either hateful, offensive,
or neither. Like the first dataset, only the hate (TH ) and neither
(TNH ) tweets are selected to construct the final evaluation
dataset consisting of 5593 tweets to evaluate the proposed
model. The third dataset, DS-3 [34], is a recent benchmark
dataset consisting of 20148 tweets, where each is hateful,
offensive, normal, or undecided. Like the first two datasets,
we again select only the hateful (TH ) and normal (TNH )
tweets to create the final dataset, consisting of 13749 tweets.
Table 1 presents the statistics of evaluation datasets, wherein
the second column shows the statistics of raw dataset,
constructed after the selection of TH and TNH categories of
tweets. The pre-processing step filters the duplicate tweets,
URLs, alphanumeric characters, and other noisy content. The
first sub-column of the third column shows the final statistic
of the resultant pre-processed datasets. The provided datasets
are imbalanced as the number of normal tweets is many
times higher than the hateful class TH tweets. To investigate
the efficacy of the proposed model over balanced datasets,
we create a balanced version of each dataset, wherein normal
tweets are down-sampled equal to the size of the hateful
tweets. In this process, we randomly select the normal tweets.
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TABLE 2. Hyper-parameters of the proposed model.

B. EXPERIMENTAL SETTINGS
We perform all the experimental evaluations over Google
Colab. We implement the model using Keras 2.7 in Python
3.7. In the proposed model, each of the first, second, and
third channels have one convolution layer utilizing 32 filters
of size 1, 2, and 3, respectively. Each channel has 2-layers
stacked BiLSTM, wherein the first and second layers use
128 and 256 memory cells, respectively. The dropout value
of 0.4 is used to avoid over-fitting. We analyze the efficacy
of model training and evaluation using five-fold cross-
validation, which ensures that every instance of the dataset is
involved in the training and validation. During the experimen-
tation, all the training has been conducted using 10 epochs
employing binary cross-entropy and Adam as a loss function
and optimization method, respectively. The experimental
evaluation processes 16 instances at a time. Table 2 presents
all the hyper-parameters and their underlying optimal
values.

C. EVALUATION TECHNIQUES
In the existing literature, researchers generally evaluate the
efficacy of a classification model using accuracy and fscore.
Likewise, we analyzed our model using precision (Pr), recall
(Rc), fscore (Fs), and accuracy (Acc). Pr is the percentage of
accurately categorized positive class instances (hate tweets)
from the set of all the tweets classified as the hateful tweet
(true positives (TP) + false positives (FP)) as shown in
equation 10. In this study, Rc is the portion of accurately
classified hate tweets (true positives (TP)) out of total hateful
tweets (true positives (TP)+ false negatives (FN)), as defined
in equation 11. Equation 12 computes the Fs as the harmonic
mean of Pr and Rc. Finally, Acc is the portion of accurately
classified tweets out of all input tweets (NT ), as defined in
equation 13.

Pr =
TP

TP+ FP
(10)

Rc =
TP

TP+ FN
(11)

Fs =
2× Pr× Rc
Pr+ Rc

(12)

Acc =
TP+ TN

NT
(13)

D. EXPERIMENTAL RESULTS
We evaluate the presentedmodel on balanced and imbalanced
categories of the datasets. We also establish our model by
comparing it with ten methods, including five SOTA and five
baseline approaches considering four discussed evaluation
metrics. The first row of table 3 shows the underlying
empirical results over the imbalanced datasets. Likewise,
the first row of table 4 shows results on the balanced
datasets. The comparison of experimental results from the
two tables reveals that the presented model outperforms
over imbalanced dataset for DS-1 and DS-2. However,
it shows better results on the balanced version of DS-3. The
better performance over the imbalanced dataset is significant
because it is a real-life scenario. Interestingly, the result on
the balanced version of DS-1 goes down significantly.

1) COMPARATIVE EVALUATION
The efficacy of our model is compared to five SOTA and five
baseline models. The following paragraphs present a brief
description of comparison models.

• Mossie and Wang [40]: In the paper, authors used
two recurrent neural networks: GRU and LSTM layers,
to detect hate speech. They also identified vulnerable
communities on Facebook and Twitter.

• BiCHAT [28]: The authors presented a hierarchical
attention-based deep model using a 6-layer deep
convolutional network and Bidirectional LSTM for
text representation learning. The model used BERT,
a transformer-based SOTA language model, for input
representation.

• Ding et al. [41]: The authors presented a hybrid deep
learning model by integrating a stack of Bidirectional
GRU with the capsule network for text representation
learning for detecting hate speech in OSNs.

• Roy et al. [14]: This model presented an automated hate
speech detection method employing a deep convolu-
tional neural network using GloVe embedding.

• BERT [42]: It is the latest language model based on
transformer architecture to encode the text.

• ANN: We also build an artificial neural network as
a comparison baseline method. This simple ANN has
2 hidden layers having 64 and 16 neurons.

• CNN: The second baseline is a simple convolutional
neural network to perform a comparison with the model.
This CNN model contains 128 filters of size 3.

• LSTM: We also construct a simple LSTM network
with 128 neurons as the third baseline to compare its
performance with our model for detecting hate speech.

• BiLSTM: It is an advancement of the LSTM network,
incorporating the context in left-to-right and right-to-
left directions. We construct a simple BiLSTM network
having 128 cells to compare its performance with our
model.

• GRU: The fifth baseline for comparison is a GRU
network having 128 neurons.
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TABLE 3. Experimental results over the imbalanced datasets.

TABLE 4. Experimental results over the balanced datasets.

The experimental results of the comparison models
over the balanced and imbalanced dataset are given in
Tables 4 and 3, respectively. We present the comparative
evaluation considering accuracy, precision, recall, and fscore.
The best performance considering an evaluation metric
among all the models is in bold typeface. Table 3 results
show that our model beat all the comparison approaches
except in three instances where BERT performs best. BERT
also demonstrates comparative performance over DS-3.
Table 3 also exhibits that BERT and BiCHAT models
show relatively good performance among the SOTA models,
whereas BiLSTM performs best among baseline models.
By contrast, table 4 demonstrates that our model performs
poorly on the balanced dataset. The table also indicates that
the presented model performs best in 6 instances, whereas
comparison approaches perform best in 6 cases. Over DS-
1, the proposed and comparison models exhibit significantly
poor performance. BERT also demonstrates the best results in
terms of Acc and Pr over DS-3. Like the imbalanced dataset,
BERT is again one of the best performers among SOTA
models. However, Mossie and Wang show the best perfor-
mance among the comparison approaches over the balanced
dataset. The baseline models also demonstrate comparative
performance. The presented model is comparable with the
comparison methods [14], [40] considering the complexity.
On the other hand, the comparison methods [28], [41] are
more complex than the presented model.

The investigation of comparison results from tables 3 and 4
indicates that our model shows the best performance.
Additionally, the comparative performance by BERT also
establishes the strength of transformer-based large language
models. The presented model shows better performance
on the imbalanced dataset, which is encouraging because

real-world datasets are imbalanced. Except for BERT,
the proposed model significantly beats the comparison
models with the highest performance difference of 10%.
Interestingly, baseline models show good performance,
which shows the strength of fundamental neural network
components.

2) ABLATION ANALYSIS
This section performs an ablation study to analyze the impact
of different neural network components used in the model.
The ablation analysis is performed only over the imbalance
dataset because it is the real dataset without any sampling.
The presented model consists of three convolutional chan-
nels, stacked BiLSTM, and the attention mechanism. In the
ablation study, we exclude a component from the model
to examine its impact on the performance of the presented
model. In this direction, we first exclude the second and
third channels. The resultant updated model has only one
channel with kernel size = 1. We execute the updated
model to examine the impact of excluded channels on the
model efficacy. Also, we remove the Bidirectional LSTM
network to construct an updated model having all three
channels excluding the BiLSTMnetwork. The updatedmodel
is investigated to analyze the BiLSTM exclusion effect. The
same procedure is repeated for the attention layer. Table 5
presents the evaluation results for the ablation study. The
investigation of results shows that the exclusion of channels
has the highest impact on DS-1 and DS-3 datasets. The
exclusion of the attention layer shows a moderate impact
but highest over the DS-2 dataset. On the other hand, the
exclusion of the two BiLSTM layers shows the least impact
and even improves the performance of the updated model
in some instances. The highest impact for exclusion of the
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FIGURE 3. Experimental results of the proposed model employing GloVe and word2vec embeddings considering
(a) accuracy (b) fscore.

FIGURE 4. Experimental results of proposed model employing sigmoid and softmax considering (a) accuracy
(b) fscore.

channels establishes the efficacy of the presented and justifies
the inclusion of multiple channels in our model towards the
hate speech classification.

V. INVESTIGATION OF HYPERPARAMETERS EFFECT
Deep learning models include various important user-
controlled hyper-parameters, which impact their perfor-
mance. Among these hyperparameters, embedding method,
batch size, optimization algorithms, and activation function
are the most important ones. This section conducts the
empirical evaluation over the three datasets considering
accuracy and fscore to observe the impact of the discussed
hyperparameters on the model performance. We analyze the
imbalanced dataset (original dataset) because it resembles
more of a real-world scenario.

A. EMBEDDING METHOD
The dense numeric representation of content called embed-
ding revolutionized the deep neural network field. The dense
numeric vectors encode the input textual content in a deep
learning model. GloVe [35], word2vec [43], BERT [42]
are the state-of-the-art language models to encode a textual
token(word/phrase/document) by a dense numeric vector.
This dense numeric representation incorporates the contex-
tual semantics of words in the training corpus. The existing
language models differ considering dimension, contextual
enrichment, and out-of-vocabulary word representation. Due

to these characteristics, the performance of deep learning
models using these language models differ. This study uses
GloVe-based distributional representation at the embedding
layer. Therefore, we analyze the efficacy of GloVe and
word2vec language models on our model performance.
Figure 3 presents the underlying results employing the Glove
and word2vec embeddings considering accuracy and fscore.
It depicts that model outperforms on all three datasets
while using GloVe embedding, and its performance degrades
when using word2vec input representation. However, in one
instance, the accuracy of the presented model improves over
DS-2. Figure also indicates that the impact of word2vec is
most significant over DS-1 and least over DS-3. Therefore,
the empirical analysis justifies the selection of GloVe
embedding for the representation of input textual content at
the embedding layer.

B. ACTIVATION FUNCTIONS
It determines the activation of a neuron. In other words,
it computes the output of a node (neuron) based on the given
input. The existing literature has various activation functions
like sigmoid, softmax, and tanh to compute this output.
However, only softmax and sigmoid are used at the output
layer in a classification problem. Therefore, we investigate
the impact of sigmoid and softmax activation functions
on our model in detecting hate speech. The underlying
empirical results over the three datasets are shown in figure 4.
It demonstrates that the proposed model outperforms using
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TABLE 5. Experimental results for ablation study over the imbalanced version of the three datasets.

FIGURE 5. Experimental results of the proposed model using various batch sizes considering (a) accuracy
(b) fscore.

FIGURE 6. Experimental results of the proposed model using Adam, Adagrad and Adadelta considering
(a) accuracy (b) fscore.

sigmoid, considering both accuracy and fscore. It is because
sigmoid is for binary-class problems, while this study also
models hate speech detection as a binary-class problem.
Therefore, the proposed model also uses a sigmoid at the
output layer due to the superior performance using a sigmoid.

C. BATCH SIZE
The batch size in a deep learning model is the number of
training samples given to the model at a time. It also affects
the quality and training speed of the model. The larger batch
size trains a model fast but adversely affects its performance.
Assume the training dataset has 100 samples and batch size
is 10, then the model will process 10 samples at a time. As a
result, the 100 data points will be processed in 10 batches.
To investigate the impact of batch size, we experiment
using four different batch sizes: 16, 32, 64, and 128. The
underlying experimental results using four batch sizes over
three datasets are shown using the line graph 5. The line graph
demonstrates that the model performance degrades as the
batch size increases. However, there is no impact or adverse

effect in certain instances. The analysis of results shows that
the impact of batch size is higher considering accuracy than
fscore. Figure also exhibits that the impact is higher over
DS-2 than DS-1 and DS-3 datasets. Thus, the experimental
results ascertain the processing of 16 instances by the model
at a time.

D. OPTIMIZATION ALGORITHMS
It is another principal parameter that affects the efficacy of
a deep neural network. An optimization algorithm updates
the network parameters during the training. We analyze
the impact of Adam, Adagrad, and Adadelta on the model
performance. Figure 6 shows the experimental results of
underlying evaluation considering accuracy and fscore over
the three datasets. It exhibits that the model performs best
using the Adam optimization algorithm and worst with the
Adadelta algorithm. However, the proposed model performs
best in two instances, employing the Adagrad algorithm.
Figure also shows that the performance degrades higher
considering accuracy than fscore. Therefore, the empirical
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analysis using different algorithms ascertains Adam as the
best optimization in our model.

VI. CONCLUSION AND FUTURE DIRECTIONS OF WORK
In this study, we introduced a multi-channel attention-
aware CNN-BiLSTM model for representation learning.
In the multi-channel, the presented model has three parallel
convolutional networks using filters with different kernel
sizes. Further, the convolution-encoded representation is
passed to a stacked BiLSTM network to encode sequential
information, which is further passed to an attention layer
to assign an importance score. We evaluated the model
over the three twitter-related benchmark datasets considering
precision, recall, fscore, and accuracy. The comparative
evaluation establishes the efficacy of the proposedmodel over
the five state-of-the-art and five baseline models. We also
performed the ablation analysis to examine the contribution
of various neural network components. The examination
of the hyperparameter effect on the model performance
ascertains the use of their optimal value in our model.

The proposed model has not used content, network,
and profile-related features, which can be vital. Further,
the experimental evaluation of the proposed model over
multilingual text is another dimension of further research.
The comparison with various transformer-based language
models is another good future direction.
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