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ABSTRACT In recent years, the focus of human emotion analysis has gradually shifted towards not only
using visible information, but also thermal infrared (IR) information. This requires a great deal of facial
emotion data both in visible and thermal IR information. However, most existing databases contain either
visible information or posed thermal IR information only. For these reasons, we propose and establish a
multimodal facial emotion database including both natural spontaneous visible and thermal IR videos. Beside
updating more thermal infrared information, the built dataset in this study also enhances the information of
intensity emotions. In which, each emotion is classified into three levels (low, medium, and high). Seven
spontaneous emotions from thirty subjects are recorded in the database. Audio and visual stimuli were
used to elicit emotions during the experiment. After the standard procedure of collecting data finished,
the database has been through the careful annotation and verification procedure. Furthermore, the built
database is analyzed by using modern machine learning models such as CNN, ResNet50, YOLO, and using
a combination of different models to analyze the dataset. The obtained results are feasible and show that this
dataset is useful for use in practice. The results of thermal data analysis provide us with a promising idea for
future research on estimating human emotion.

INDEX TERMS Facial expression, facial emotion, thermal image, visible image, spontaneous database,
KTFE database.

I. INTRODUCTION
Although human emotion plays a central part in our lives and
there is much research focused on facial emotion analysis
since the work of Darwin in 1872 [1], There is no clear
explanation for how the human brain analyzes facial emotions
and how computers can achieve the same accuracy rate of
automatic facial emotion analysis as humans. Progress in the
field of human emotion analysis is significant for the devel-
opment of psychology as a scientific discipline. In another
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way, the research of facial emotion relies on knowledge about
human emotional experience, as well as the relation between
emotional experience and affective expression [2].

Besides, according to the temperature, everything emits
infrared energy, called heat. The heat signature of an object
is the infrared radiation it emits. In general, an object emits
more radiation the hotter it is [3]. A thermal image, com-
monly referred to as a thermal camera, is essentially a heat
sensor that can pick up on even the smallest temperature
variations [4]. The apparatus gathers infrared radiation from
nearby objects and builds an electronic representation of the
scene using data on temperature differences [5]. For example,
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for classifying facial emotions, skin temperature variation is
useful [6] and facial expressions are good behavior related to
emotions [7].

Nowadays, there are a few data containing both expres-
sion and emotion which were revealed from real experi-
ments. Moreover, to study human emotional experience and
expression in more detail and on a scientific level, and to
develop and benchmarkmethods for automatic facial emotion
analysis, researchers are in need of rich sets of data. There-
fore, to overcome the related gaps and to contribute to the
need of emotional databases, we have recorded a multimodal
database which contains the participant responses via thermal
infrared (IR) camera. The database is freely available to the
academic community.

In recent years, There are many researches focused on
facial expression analysis [36], [37], [38], [39], [40], [41],
[42], [43], [44], such as Mohan et al. [36] proposed deep con-
volutional neural networks (DCNN) have two branches, the
score-level fusion technique is adopted to compute the final
classification score on five benchmark available databases
consisting of seven basic emotions. The obtained results
demonstrate that the proposed method outperforms all state-
of-the-art methods on all the databases. The study in [37]
proposed FER-net, which is a convolution neural network to
distinguish efficiently. In this architecture, features are fed
into a softmax classifier for identifying facial expressions.
This method achieved high performance comparable to some
of the state-of-the-art methods. Due to the tremendous atten-
tion from researchers of facial expression analysis innumer-
able natural databases have been built.

However, those databases do not meet criteria for applica-
tion in the practice. USTC- NVIE database, which was col-
lected by Key Laboratory of Computing and Communication
Software of Anhui Province (CCSL), labeled many emotions
ofmore than 200 objects [8]. Each emotion only has one level,
thus it does not describe practical human emotion clearly.
KTFE database was collected from thermal Facial Emotion
Recognition (FER) pairs [9]. Nonetheless, the thermal file in
that dataset is a specification file which only can be read by
a copyrighted software coming with the camera. Thus, it is
very difficult for users to use that dataset.

In this study, the details of materials, methods to design
and collect data, data annotation, and data verification are
given. This paper proposes a standard method for collecting
the multimodal facial emotion database. This database, called
KTFEv2, includes both natural spontaneous visible and ther-
mal videos, the increasing number of collected objects. Addi-
tionally, the KTFEv2 database improves the information
about emotional intensity; in which, each emotion of an
object is classified into three levels: low, medium, and high.
These improvements help the collected database to satisfy
requirements to apply in the real-world. Besides, The built
dataset has been analyzed by modern models of machine
learning for emotion recognition, such as CNN, ResNet50,
YOLO, and combined models and obtained effective results
for using it. KTFEv2 database is simple to use, it contains

the temperature matrix CSV file, the visible, and thermal
images have been annotated. The results on thermal data show
that this dataset allows research on facial expressions and
emotions to have more realistic approaches.

II. REVIEW OF EXISTENT NATURAL AND INFRARED
DATABASES
Emotion analysis and human-machine interaction are
increasingly attracting interest, the number of databases
created to serve the research on emotion recognition is
increasing such as The Japanese Female Facial Expres-
sion (JAFFE) [10], CK [11], CK+ [12], FER2013 [13],
DFEW [14]. However, most common visual databases are
often created in the laboratory, so emotions are most likely
to be posed and over-expressed such as JAFFE. The JAFFE
(Japanese Female Facial Expression) database is a collec-
tion of 213 images of 7 facial expressions (happiness, sur-
prise, sadness, anger, disgust, fear, and neutral) performed
by 10 Japanese female models.

With FER2013, and DFEW database is built to collect
facial expression images or videos from the Internet. Data
collection often conflicts with privacy or ethics, and it both
time consuming and error in the labeling process. The images
in the FER2013 database vary in resolution, lighting, and
other factors. The DFEW database contains a variety of
difficult interferences, including intense lighting, occlusions,
and erratic pose changes, which can affect the performance
of facial expression recognition algorithms. The information
and brief comparison of those data are shown in several
comprehensive surveys [15], [16], [17], [18], [19].

The temperature distribution over faces and the vein
branches are captured using infrared thermal images, are not
sensitive to imaging conditions. Thus, thermal facial emotion
estimation is widely used in biomedical applications. There
are very few thermal facial databases developed to support
research on human facial expressions and emotions. Only a
very small number of thermal face databases are available in
the literature as compared to the number of visible databases
that already exist. Additionally, those databases only contain
a small number of spontaneous thermal data and a few posed
thermal data. In this document, the current popular databases
of infrared facial expressions are listed and compared. The
information used in comparison includes the name, the num-
ber of subjects, the wave band of thermal camera, elicitation,
and expression description as Table 1.

In addition, there are several other thermal databases such
as [22], [23], and [24]. However, the availability of thermal
image face databases is limited: there is a lower demand for
thermal images than for 2d databases, and thermal images are
significantly more difficult to obtain [15].

The USTC-NVIE database is one of the most commonly
used. However, their data collection procedure for inducing
emotions contains an error. The gaps between each emotion
clip in their video clips to elicit emotion are 1-2 minutes
long, which is too short for participants to establish a neu-
tral emotion status. They make no mention of the recording
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TABLE 1. Current popular thermal facial database.

time before the end of each emotion clip. Human tempers
change later than emotions. As a result, the time remaining
before the end of each emotion clip is very important [9].
The KTFE database is also one of the most commonly used
databases. However, the number of participants is 26 and
thermal information files are SVX files not widely supported.
These reasons motivated us to propose and build up another
natural visible and infrared facial emotion database.

TABLE 2. Participant information.

III. MATERIALS AND METHOD
A. PARTICIPANT RECRUITMENT AND PREPARATION
Thirty participants ranging in age from 11 to 32 years old
were recruited. They come from Vietnam, Japan, China, and
Thailand. The majority of those chosen were JAIST students
(Japan Advanced Institute of Science and Technology). See
Table 2 for the breakdown of participants gender, nationality,
educational level, glasses wearing status and age.

Participants were given the consent forms upon arriving
at the data collection site and were asked to provide written

consent after fully reading the form indicating that they are
willing to participate in data collection.

After being given a date and time to participate in data
collection, all participants were instructed to rest, keep a
positive attitude for two hours prior to the measurements,
and refrain from applying any cosmetics to their faces during
the experiment. Before taking the data, they were explained
carefully about the data collection procedure and its purpose.

B. MEASUREMENT DEVICES AND ENVIRONMENT
1) ROOM SETUP
The experiment room is located on the eighth floor of an
isolated area. It has L shaped with 8m × 12m × 3.5m and
the omitted area is about 6m2. The room was always kept
silent to prevent any effect from evoking the participant’s
emotions. Due to the facial surface’s sensitivity to the ambient
temperature, the room’s temperature is kept between 24 and
26 degrees Celsius throughout the experiment. The air condi-
tioning system of the building is used to regulate the room’s
temperature and humidity. The flow of air conditioning was
not directed to the testing area. Both the door and the curtains
were closed throughout the experiment to maintain the con-
stant lighting between day and night. In addition to an infrared
camera, the experiment space was furnished with a laptop,
desk, chair, LCD screen, mass storage disk, headphones, and
two unique curtains. Two curtains divided the participant
from the experimenter, making the participants feel more
at ease and less shy, which made it simpler to elicit their
emotions [6].

2) CAMERA SETUP
An Infrared Camera NEC R300 is utilized to capture the
visible and thermal videos. The infrared camera has a long
wavelength infrared (LWIR) camera that operates from 8 to
14 m in the infrared spectrum and a visible camera with
3.1 megapixels and 5 frames per second. The thermal sensi-
tivity is 0.030C at 300C. Thermal infrared imaging data were
captured at 5ft/s. In front of the participants, the camera was
positioned 0.85 meters away and 1.5 meters above the floor.
Before each experiment, a calibration was established, and
it was updated automatically once every minute to get the
participants’ accurate temperatures. The NS9500 PRO and
NS9500 STD are used to view, enhance, analyze, and extract
the thermal data respectively and NS9500 PRO is used to
capture both visible and thermal data.. It also supports a real-
time monitor.

C. PROCEDURES
1) STIMULI
In this experiment, we use carefully chosen emotional
video clips to arouse the participant’s emotions. Four peo-
ple obtained the online video clips, which the authors
then judged. There are four angry clips, four disgusting
clips, four fearful clips, four fearful games, six happy
clips, seven sad clips, three surprised clips, and two neutral
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clips. Additionally, each emotion class is divided into four
subclasses based on the intensive levels.

2) DATA ACQUISITION
During data collection, there was only one experimenter
and one participant in the laboratory. the Participant was
seated comfortably in a chair in front of a laptop screen.
The data acquisition procedure fixes the former database
mistake. Depending on the participants, we did not ask them
to keep their glasses on or take them off. In order to capture
spontaneous emotions, we did not also demand that they
maintain a fixed angle of gaze. Prior to collecting data, the
participants received an explanation of the experiment’s goals
and steps, and theywere then instructed to put on headphones.
Instrumental music was played before and after each session
to assist the participant in regaining a neutral state of mind.
We only tested one emotion per session, paying particular
attention to the time lag phenomenon. We ended this session
to uphold human rights when participants refused to record
some terrified or furious clips. Each person underwent test-
ing, and after that, we requested self-reports from them and
their input for each emotion video clip. The recorded videos
were given labels thanks to these self-reported data.

FIGURE 1. Examples of seven emotions’ thermal and visible images.

D. KTFEv2 DATABASE DESIGN
The second version of KTFE database, called KTFEv2
database, which contains seven spontaneous emotions of
30 subjects, includes 214 gigabytes of visible and ther-
mal facial emotion videos, visible facial expression image
database, thermal facial expression image database, fusion of
visible and thermal database, and thermal sequence database.
To obtain the thermal expression image database, we man-
ually choose the expressions using NS9500STD software.
There are three persons to select manually the suitable frames
for every emotion of each person and extract into thermal
images. The visible image database is alsomanually extracted
and chosen by two persons. Fig.1 shows the sample thermal
and visible images of seven emotions.

IV. ANALYSIS OF EFFECTIVENESS OF ELICITING
In this section, we evaluate a method of emotion elicita-
tion. Using self-report of participants about their emotions,
we estimate the effectiveness of emotion-elicitation video
clips.

A. METHODOLOGY
In the database acquisition process, after each process, par-
ticipants will make a self-report about their feelings. In each
self-report, they will answer some questions which are
designed by us. For example, ‘’Have you ever watched these
clips?’’, ’’What are your feelings (picking up from 7 emo-
tions)?’’, ‘‘In 5-levels of feeling, which scale are you feeling?
and so on. From the most viewed clips, we choose four clips
for sadness, four clips for fear, four clips for disgust, four
clips for happiness, four clips for sadness and three clips for
surprise. We calculate the mean evaluation values of each
emotion as well as the valence and arousal, which reflect
the overall evaluation results for each emotion eliciting video
clips [25].

B. RESULTS AND ANALYSIS
From Fig. 2 to Fig. 7, the mean of participant self-report
data for each emotion are shown. We have some conclusion
from those results: Firstly, according to those pictures, most
of the video clips induce the desired emotions. Therefore, our
clips almost work well and effectively. Another cue to support
the effectiveness of our clips is the means of the valences.
With happiness, surprise, the positive emotions have positive
meanings of the valences, and the negative emotions, sadness,
anger, disgust, fear have negative meanings of the valences.
Secondly, the positive means of arousal prove that all video
clips, induced emotion, are almost successful.

FIGURE 2. Video used to induce anger.

FIGURE 3. Video used to induce disgust.
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FIGURE 4. Video used to induce fear.

FIGURE 5. Video used to induce happiness.

FIGURE 6. Video used to induce sadness.

FIGURE 7. Video used to induce surprise.

From Fig.2 to Fig.7, we can infer that the video clips
used to evoke an emotion could induce multiple emotions.

For example, the clips for anger can evoke some degree of
disgust, fear, and sad emotions. The clips for disgust can
indicate some degree of anger, fear, and surprise. The clips
for happiness can evoke some degree of surprise. This is
consistent with the previous study results described in [25]
and [26]. From those phenomena, we can develop new com-
plex emotions which are not limited to six basic categories.
They also give some prior information to support estimating
human emotion.

V. ESTIMATION OF HUMAN EMOTION
A. DATA ANNOTATION
1) ANNOTATION BY SPONTANEOUS EMOTION (SE)
The database contained seven spontaneous emotions of
30 subjects. The number of objects associated with each
emotion varies. There are 160 videos selected to label each
emotion and obtain a visible image, thermal image, and
temperature matrix CSV files by using an application the
infRec Analyzer NS9500 Professional (NS9500 PRO), it is a
highly functional software that can perform themeasurement,
analysis, and real-time output report of thermal and visible
images. The data extraction process is shown in Fig. 8.

FIGURE 8. Diagram describing image extraction from videos.

The visible image starts at time t=0 and takes 1 frame,
then every 20 seconds (corresponding to 100 frames) we take
1 frame.

The thermal image starts at time t=0 and takes 1 frame,
then every 10 seconds (corresponding to 50 frames) we take
1 frame.

After extracting image data from the original database
video, we proceed to assign labels for the database evaluation
experiment (Fig. 9).

For training the YOLO network, we use input images
and an annotation file in .txt format. The YOLO annotation
file will have a structure of <id-class><center-x><center-
y> <bbox-width><bbox-height>. Therefore, for visible
images, we use Viola-Jones algorithm to recognize faces and
then save the bounding box values.

We did the above calculations to get the result
of <center-x> <center-y><bbox-width><bbox-height>
which matches the correct YOLO annotation file format. The
result is shown in Fig. 10.

However, for thermal images, it is difficult to use Viola-
Jones algorithm or face detection algorithms on visible
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FIGURE 9. Archive data that have been extracted from videos.

FIGURE 10. File ∗.txt with the same name is generated for each image file.

images, so we have performed manual labeling by Roboflow,
as shown Fig. 11.

FIGURE 11. The image is labeled in Roboflow.

2) ANNOTATION BY SPONTANEOUS INTENSITY
EMOTION (SIE)
In addition to the facial emotion dataset, with KTFEv2 emo-
tions are expressed with various intensity. With a large-size
database, it is difficult to experiment with feature extrac-
tion, classification, and ranking, so we divided the videos
into smaller segments, extracting the highest intensity frames
(apex) from the image data. visible and then get the corre-
sponding frame from the thermal image data. Continuing the
same process with varying degrees of intensity, labeling of
emotion type and intensity was performed for each frame
of all data. The process of performing the above labeling
involves the participation of members of the research team
and the use of software that supports NS9500 PRO. Fig. 12,
shows an example of a labeled happiness emotional intensity.

FIGURE 12. Example of of spontaneous intensity emotion - SIE (From left
to right, the level of happiness is low, medium, and high) [33].

An average of 48 minutes and 32 seconds is the runtime
of each video. We divided the video into sections (Fig. 13).
The length of each section is 2-4minutes. There are breaks for
the subject in between segments of emotions; each break lasts
about 20 minutes and is highlighted in black (in this period,
the difference between emotional intensities is very low).

FIGURE 13. Design of the experimental procedure.

We store videos in folders after separating them into seg-
ments of varying intensities. First, we separate the segments
according to the emotions of the subjects: happy, angry, and
sad. Second, within each emotion folder, we continue to
divide the segment into three categories: low, medium, and
high. Finally, we separate the segments for thermal and fusion
segments. Images with both thermal and visible frames are
referred to as fusion segments. We categorize our segments
into three folder layers, which are emotions, intensity, and
image type.

B. VALIDATION
In order to ensure objectivity and high reliability for labeled
data, the survey subjects were teachers, students, staff of
universities, and educational centers aged from 19 to 25 years
old. For one emotion, we selected 3 candidates in the database
and took their pictures to question in the survey. Each can-
didate has 3 pictures in one emotion, therefore, we ask the
volunteers to observe the images, and emotional validation,
and rank the rate of that emotion based on their opinions. The
sample results of this survey are displayed in Fig.14.

We developed a survey and invited various individuals
to judge and offer opinions based on their experience and
observation in order to evaluate the SIE database. We provide
the survey participants with a list of inquiries based on the
emotion-segmentation images. Based on their observations,
the volunteers’ opinions serve as the basis for the questions’
answers. In order to create the survey questions, we select
three candidates from the database for each emotion and take
their pictures. We ask the volunteers to view the images and
rank the rate of each candidate’s respective emotion based on
their assessments because each candidate has three images
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FIGURE 14. Survey answers for SE.

representing that emotion. Fig.15 displays a sample of the
survey’s result.

The findings of the survey led to some of the following
conclusions:

• SE database: The results show the percentage of sur-
vey participants who totally agree with the assigned
label for happiness and neutral emotions. Besides these
2 feelings, the surveyor said that the remaining emotion
labeled is not really true from their point of view. They
predicted another emotion during the survey. There-
fore, using visible images to identify emotions is not
enough information, it is necessary to have other sup-
porting data sources such as thermal images.

• SIE database: angry emotions are difficult to dis-
cern the intensity through image, it’s more confusing
between levels than sadness and happiness. Happiness
has the highest percentage matching the level label. For
sadness, the results are slightly less accurate than for
happiness.

C. ESTIMATION USING SPONTANEOUS EMOTION
DATABASE (SE)
To evaluate the feasibility of the labeled dataset, we design
four experiments on deep learning models such as CNN
and ResNet50, and YOLO for data sets divided by emotion.
Besides, the t-ROI, HOG feature extraction method, and
SVM, SVM+ classificationmodels are also used. In addition,
the experiment combines two types of data: visible image and
thermal image.

1) CONVOLUTIONAL NEURAL NETWORK AND ResNet50
MODEL
The dataset is extracted from a small part of the image
database above, and the dataset of images is shown in Table 3.
The training dataset will be divided into 2 parts, 80 training,

FIGURE 15. Survey answers for SIE [68].

TABLE 3. The number of images of each emotion in the dataset.

and 20 testing. Besides, to increase the data source, we apply
the data augmentation technique through basic transforma-
tions such as horizontal inversion (Flip) and image rotation
in many angles (Rotation).

In this experiment (Exp-No.1), we propose a simple
Convolutional Neural network (CNN), and pre-train model
ResNet50 to train the model. CNN is a deep learning
model that gives good results in classification problems with
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automatic feature extraction.With the CNNmodel, we design
a model consisting of 5 layers CONV-POOL, as shown in
Fig. 16 with an input image normalized to 120 × 120.

FIGURE 16. Emotion estimation by the CNN model.

ResNet50 [27] is a deep convolutional neural network with
50 layers that aims to solve the vanishing gradient problem.
Connect a shortcut that ‘‘skips’’ some layers, converting the
regular network to a residual network. It trained on over
a million images from the ImageNet database. Therefore,
we also use the ResNet50 network to experiment with the
dataset using transfer learning. The data is normalized to
224 × 224 size to fit the input of the ResNet50 network.

TABLE 4. Experimental results with CNN.

TABLE 5. Experimental results with ResNet50 model.

Table 4, Table 5, Table 6 shows that the CNN andResNet50
models on the thermal image dataset have higher accuracy
than the visible image. RestNet50 that model gives better
results on both visible and thermal images.

From the experimental results Exp.01, we continue to
experiment (Exp02) with the manual feature extraction
method and apply the combinedmodels technique. The t-ROI
method [28] extracts features for thermal images. Then we
use the SVMmodel for classification. For visible images, the
HOG method is used to extract features and classify them by
the SVMmodel. The SVM+ method [29] is used to combine
the two models. The temperature information is privileged
information, used only during model training.

In Table 7, Table 8, the accuracy of the results was on
average 77.2 for visible images, 94.9 for thermal images, and
86.8 for combined models.

TABLE 6. Compare the results of the CNN model with ResNet50.

FIGURE 17. Model fusion using t-ROI, HOG feature with SVM+.

TABLE 7. Experimental results with HOG, t-ROI, SVM, and SVM+.

TABLE 8. Compare the results in Exp02.

Although the accuracy estimation ratio of the Fu_SVM+

model is low compared to the thermal image, it is higher than
that of the visible image. It has been proven that temperature
and emotion are closely related. Using temperature improves
estimated results on normal images.

2) YOLO MODEL
For the dataset labeled for the YOLO model, to evaluate this
dataset we use YOLOv5 and YOLOv7 network models to
perform emotional training and classification from visible
images and thermal images, and then perform fusion from
these two models (Fig.18).

In this experiment (Exp.03), the dataset is extracted a small
part from the image database above, the dataset of images is
shown in Table 9. We divide the data into 2 random parts: the
training dataset and the test dataset.

After training the model, the system will give the results
including a bounding box and a confidence score.

17818 VOLUME 11, 2023



H. Nguyen et al.: KTFEv2: Multimodal Facial Emotion Database and Its Analysis

TABLE 9. The number of images of each emotion in the dataset.

FIGURE 18. Model YOLO for emotion estimation using visible and
thermal images.

Since the training process of the YOLO model uses NMS
(Non-max suppression) so it has filtered out the final pre-
dicted value, therefore, we have reduced the IOU index, from
the default 0.45 to 0.25 to display the bounding boxes of the
layers.

To determine the best emotion, we fuse two models trained
from visible and thermal images using a linear formula with
parameters specified based on the confidence score of each
class.

With θv and θ t as random weights, in this experiment,
we use θv = 0.4, θ t = 0.6, fv and ft as confidence scores
of each class. Finally, the emotion E is selected based on the
maximum value of fi.

E = arg max(f i) (1)

Table 10 shows the experimental results of the YOLO
model.

D. ESTIMATION BY SPONTANEOUS INTENSITY EMOTION
DATABASE (SIE)
In this section, a basic evaluation method is applied to vali-
date the usability of the SIE database. Emotions Happiness,
Sadness, and Anger had the most significant changes in facial
temperature [6]. Therefore, in this study, we concentrate only
on these three emotions for acquiring and estimating the
different intensities.

TABLE 10. Experimental results on the YOLO model.

The dataset has a capacity of 22.2 GB with 10 visible and
10 thermal videos of 10 participants respectively. The number
of basic emotions included: happiness, anger, and sadness.
In each emotion, there are 3 levels of expression in ascending
order: ‘‘low, medium, high’’, and assign the corresponding
value 1, 2, 3. Fig. 19, describes the emotion distribution of
the number of frames in the SIE dataset with 3 levels for each
emotion: happy, angry, and sad.

FIGURE 19. Frames distribution in the database (SIE).

The face in the thermal image is hard to detect, so we
use the t-ROI to determine the region of interest. A ranking
method proposed is a ranking framework (Fig. 20) with input
data as the SIE dataset to estimate emotional intensity. The
intensity values of SIE are discrete (low, medium, high),
so the threshold model of the ranking learning approach is
somewhat more optimal. Shashua and Levin [30] propose
a ranking model that applies the principle of large mar-
gins combined with a threshold model. The solution of this
approach is to find a set of parallel hyperplanes that divide the
data in a certain monotonous order. Li and Lin [31] extend the
above solution in the context of taking into account the sen-
sitive cost value to improve the performance and convert the
ordinal ranking problem into binary classification. Inheriting
the results of [31], we apply the RED-SVM algorithm as a
level estimation framework.
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FIGURE 20. Overview of the model to estimate emotional intensity
t-RankingSIE.

TABLE 11. Compare between datasets.

Experimental results of the t-RankingSIE model to esti-
mate the emotional level made with dimensionality reduction
by the PCA method have the number of main components in
order: 50, 100, 150, 200, 250, and 300, shown in Fig. 21.

VI. DISCUSSION
There are many datasets for facial emotions. However, the
collected data lacked natural spontaneous visible, and thermal
videos. They do not notice the time lag phenomenon. Because

FIGURE 21. Experiment with PCA method with a number of principal
components: 50, 100, 150; (b) Experiment with PCA method with a
number of principal components: 200, 250, 300.

emotion and expression are not synchronized, the time to
stimulate emotion takes some time after expression occurs.
This section compares the collected data and our dataset
based on these criteria:

• Centralization of objects: In fact, each kind of object,
such as children, teenager, young, middle age, older,
will perform their emotions differently. if the objects of
the dataset tend to a determined kind, the dataset will
describe emotions for this object kind more clearly and
it can be used to analyze discerningly.

• Multi-levels of emotions: An emotion has many lev-
els. The dataset needs to be classified through those
levels of emotions. From that, it can be effective to
apply in the practice.

• Thermal information: A thermal camera can detect
items since they are rarely exactly the same temperature
as the objects around them, and they will appear as
distinct in a thermal image. Hence, the dataset has to
store information caused by heat or temperature which
is useful to detect objects in the practice.
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• Usability: This criterion is the completeness criterion
for dataset requirements specification standards. The
built dataset has to be used easily. It supports users to
do their tasks fastly.

Table 11 compares current datasets and the built dataset in
this study based on those criteria:

Despite our databases overcoming some limitations com-
pared to other databases, KTFEv2 also has limitations that
should be considered:

• KTFEv2 has a limited diversity of participants, which
may reduce its generalizability and limit its ability to
capture the full range of human emotions. The more
participant, the better database.

• The diversity of participant control is not high enough.
There is a lack of Europe and American participants.

• The education level is pupil and students only.

VII. CONCLUSION AND FUTURE WORK
In this research, the KTFEv2 database for expression and
emotion recognition is proposed. This dataset includes both
natural spontaneous visible and thermal IR videos. It is built
based on standards of data collection and contains seven
spontaneous emotions of thirty subjects. Besides, this dataset
is spontaneous of human emotion with various intensities
containing both visible and infrared videos; in which, each
emotion is classified into three levels (low, medium, and
high). It is also easy to use with the temperature matrix
as a CSV file, the visible, and thermal images have been
annotated.

KTFEv2 database is also compared with other databases
based on applicability criteria. The built dataset has been
analyzed by modern models of machine learning for emotion
recognition, such as CNN, ResNet50, YOLO, and combined
models. The acquired results are feasible and show that this
dataset is effective to apply in the practice. The built database
is more useful and potential to apply in the real-world. The
database is freely available to the academic community and
is easy to access available at there.1

In the future, the dataset will be continuously updated to
develop, especially the thermal data for contributing better
results. Besides, the dataset can be combined with facial
features [32] as prediction rules of human emotions to be
more useful in the real-world. Moreover, the technique of
combining thermal infrared information can be applied in the
processing of medical images [34], [35].
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