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ABSTRACT With the significant research and advancements in technologies, arose new applications such
as autonomous driving and augmented/virtual reality. These applications required massive computational
resources for the execution of various tasks. Utilizing vehicles resources in a distributed manner and
collectively with the help of volunteer computing for various computational tasks is an emerging research
area. The appropriate and intelligent decision in selecting a volunteer vehicle is crucial in this opportunistic
network where information is exchanged between vehicles. In this paper, we propose Intelligent Volunteer
Computing-based VANETs architecture to fulfill the computational requirements of vehicles applications
intelligently. We propose selection criteria to select volunteers’ vehicles capable of the execution of the
computationally intensive task. In this study to rightly identify the volunteer vehicle for task execution,
we use a machine learning approach that predicts the capability of certain vehicles in completing the task.
Extensive experimentation is conducted for the prediction of the computing capability of optimal volunteer
vehicles. We used nine different regression techniques on publicly available datasets. The results show these
techniques can efficiently predict the capability of volunteers. By comparing the regression techniques, the
results indicate that the ridge regression and support vector regression can significantly reduce the mean
square error, relative absolute error, and root mean square errors. Simulations are conducted to compare the
proposed scheme with the existing one.

INDEX TERMS Internet of Vehicles, machine learning, regression models, VANETs, volunteer computing.

I. INTRODUCTION
INTERNET of Intelligent Vehicles (IoIV) is one of the major
enabling technologies for intelligent transportation systems
(ITS). It can enable a wide range of intelligent applications,
such as real-time navigation, dynamic road safety applica-
tions, autonomous driving, customer privacy, and auxiliary
driving [1].

The increasing vehicular applications initiate the exponen-
tial rise in the demands of computational resources. In addi-
tion, due to the limited computing and storage resources,
they are unable to accomplish efficient and real-time execu-
tion. Consequently, to assist these application’s necessity, the
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concept of computation offloading arosewhere vehicles share
a task with another vehicle for processing and execution [2].

In this study, the proposed Intelligent volunteer computing-
based VANETs architecture (IVCBV) exploits volunteer
computing in vehicles intelligently with help of machine
learning approaches.When resources are underutilized in cer-
tain scenarios such as vehicles in congestion, traffic signals,
parking lots, and smooth road. The vehicles resources can be
jointly used for computation purposes. The machine learning
techniques used predict the capability of vehicles to choose
suitable volunteers for computation.

Volunteer computing is a distributed computing approach
that allows users to share their idle computing resources to
help execute computationally intensive tasks. The goal of
volunteer computing is to provide reliable, low-cost, robust,
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and scalable computing to users where large tasks are divided
into smaller chunks for execution [3]. Specialized infras-
tructure is not required for volunteer computing. The rapid
deployment and less economical computing infrastructure are
highly encouraging to support future generation distributed
computing systems. The significant advantage is to utilize
the computing resources that are being wasted, which are
relatively cheap computing infrastructures for the applica-
tions [4]. Therefore, volunteer computing can be applied for
utilizing surplus resources in connected computing devices
such as onboard units of vehicles. When vehicles are jammed
in traffic or delayed in traffic signals for an extended period,
accessing remote servers simultaneously by many vehicles
causes remote servers for task offloading. The idea proposed
in the Volunteer Computing Based VANETs (VCBV) is a
new paradigm used for resource utilization and task execution
in VANETs [5]. The main idea of the VCBV is to use the
surplus resources of the vehicles and use them to perform
joint computation tasks. Consider a scenario where there are
50 vehicles stopped at a traffic signal. Each vehicle is smart
and can serve as a computing node. Similarly, if there are road
closures, 100s of vehicles are stuck for hours. In this case, the
surplus resources of these vehicles (such as CPU, RAM, and
network antenna) can be used to perform computation tasks.

Edge computing is an architecture that allows substantial
storage and computation resources at the proximity of the
user edge [6]. It can meet the demands of delay-sensitive
applications by reducing latency, and the size of data trans-
fer through the network [7]. The vehicular edge computing
(VEC) environment enables the computational offloading by
offloading tasks to the VEC servers to acquire efficient com-
putation that helps to increase the quality of service (QoS)
for vehicular applications [8]. However, in comparison with
cloud servers, VEC servers are resources more constrained
by bounded resources due to the scalable deployment and
economic factors. Therefore, the VEC server’s resources are
no longer sufficient to meet the needs of computationally
intensive vehicular applications.

Vehicular Cloud Computing (VCC) is the promising
paradigm that enables vehicles to share computational capa-
bilities in the pattern of the cloud. The various vehicular
application such as infotainment services, augmented reality,
and self-driving car requires high-rate communication, low
latency, and an enormous amount of computing resources [9].
However, Cloud servers, on the other hand, are located far
away from vehicles, resulting in high latency and failing to
meet the needs of these new promising applications. Sub-
sequently, the provision of real-time service for these appli-
cations is challenging for VCC. Furthermore, offloading to
remote clouds is not feasible for applications and services that
are exclusively dependent on time, and location [10].

Fog computing, an extension of cloud computing, also
provides intelligence and processing closer to the end-users.
It reduces the latency and improves the response time of
many applications. Vehicle fog computing (VFC) is also
similar by integrating conventional vehicular ad hoc networks

(VANETs) and fog computing. Fog nodes can be set up
at the edge of the vehicular network to collect efficiently
and process real-time traffic data and location-aware net-
work responses. VFC facilitates a wide range of services and
applications based on vehicles such as road safety, entertain-
ment services, and intelligent traffic control systems [11].
Fog is preferable to the cloud by providing services with
low latency to vehicles, computation, and storage. However,
many open research issues exist, such as security, scalability,
dynamic offloading, and a minimum number of fog node
utilization [12].

This work is the extension of our previously published
work [5] with the motivation to use machine learning tech-
niques in VCBV. Decision-making through machine learning
for appropriate volunteer selection in VCBV can enhance
resource utilization and the task execution process.

The main contribution of the paper is summarized as

• An architecture called Intelligent Volunteer Computing
based VANETs (IVCBV) is proposed by integrating
VANETs, Volunteer Computing, and Machine learning.

• Demonstration of proposed architecture with selection
criteria for volunteer vehicles selection.

• Implementation of nine regression techniques on the
vehicular data to predict the computing capability of
vehicles for computation.

• Comparative analysis of different regression techniques
on multiple datasets is presented.

The remaining sections of the article are organized as fol-
lows. Section II provides related work in detail. The proposed
IVCBV architecture is presented in Section III. Section IV
presents the experimental analysis containing the details of
the dataset, data preprocessing, implementation workflow,
results, and analysis. Lastly, we conclude the paper in
section V.

II. RELATED WORK
This section reviews the literature on computation offload-
ing and resource-sharing schemes in various computing
paradigms. We describe the literature on volunteer comput-
ing in VANETs. Furthermore, the different applications of
VANETs in which machine learning techniques are used are
reviewed.

With the advancement in communication systems and net-
work technologies, the number of vehicles is increasing expo-
nentially. The increased emerge new vehicular applications
of high computational and storage needs of execution. The
processing and storage resources available in a single vehi-
cle are insufficient to execute the tasks on time and meet
application requirements. Therefore, computational offload-
ing is performed, which refers to migrating all or parts of an
application to other processing units. These intensive tasks
are shared entirely or partially with other resource-rich vehi-
cles/remote servers for execution [13]. However, the concept
of computation offloading is the decision to offload a task to
another entity and the selection of entity [14].
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MCC is a computing paradigm that combines the power
of the cloud with the portability of mobile devices. It aims to
improve the computational capabilities of mobile devices by
leveraging the cloud’s enormous resources [15]. The efficient
scheme for resource scheduling and dynamic offloading is
used to optimize the consumed latency and energy [16].
The goal of the work is to minimize the completion time
and energy consumption of an application. The experimental
results show that the proposed scheme performs efficiently
over the existing schemes. However, task offloading to the
remote cloud can affect performance, making the scheme
unfavorable for delay-sensitive applications. In [17], Energy-
Efficient Algorithm is proposed to balance the energy tradeoff
in offloading decisions. The algorithm is based on Lyapunov
optimization, which minimizes energy consumption by deter-
mining applications running on local, remote, and nearby
cloudlets.

In VFC, resource allocation is also a vital challenge due
to the geographic distribution of resources. Therefore, it’s
essential to allocate resources to reduce service latency prop-
erly. For such applications having various QoS requirements,
the problem of admission control is tackled using the the-
oretical game method, which achieves scalability and QoS
requirements [18]. The efficient offloading scheme is pro-
posed to minimize latency and energy consumption. The
selection policy is used to select a job for offloading from
an overloaded cloudlet node while minimizing offloading
costs and risks [19]. In [20], a methodology is presented
for reducing base station load by utilizing unused vehicle
resources through an effective incentive mechanism and a
stable matching algorithm based on price. Parallel comput-
ing is an effective approach for completing tasks on time.
Amethod of resource-aware-based parallel computing is used
to select perfect nodes for task offloading [21]. Simulation is
performed to validate the proposed method.

With the increasing amounts of vehicles, researchers
started investigating resource sharing among vehicles. The
idle resources of vehicles are utilized voluntarily for various
applications needs. Resource-sharing strategies based on col-
laboration such as volunteer computing are becoming more
popular to decrease repetitive work, speed up computing, and
encourage the concept of decentralized open-source comput-
ing. In [22], a hybrid volunteer computing model in VANETs
by utilizing spare resources of vehicles. The minimization
of latency and maximization of system utility is taken into
consideration. The coordination model utilizes resources for
the execution of the task in a multi-hop fashion. Volunteer
computing via VANETs was employed by Amjid et al. [23]
to facilitate autonomous vehicles, with resources managed
by a centralized job manager. The algorithms for different
node registration methods were proposed to evaluate the job
completion time and throughput. However, efficient resource
utilization is not considered. Personal devices such as smart-
phones, tablets, and laptops execute computationally inten-
sive tasks called personal volunteer computing. Studies show

that personal devices can be leveraged for tasks such as crypto
mining [24].

Besides the computational requirements, the VANETs
applications need artificial intelligence-based techniques to
improve the safety and intelligent transportation system [25].
Safety applications are types of VANETs application that
focus on improving road safety. Themajor safety applications
are pre-crash detection, U-turn assistance, collision avoid-
ance, accident notification, and traffic sign violation. For
preventing fatalities and traffic accidents, there is a need to
implement safety applications on roads [26].

An intelligent crash prediction system using machine
learning algorithms is used to predict crashes using vehi-
cle data, including coordinates and speed of vehicles. The
algorithms such as Random Forest (RF), Support Vector
Machine (SVM), and Artificial neural network (ANN) are
implemented on traffic data to identify normal and accident
cases. The accuracy of RandomForest was higher than others.
For determining road conditions, the support vector machine
can be used because of its ability to give precise and timely
information [26]. Convolutional Neural Networks (CNNs)
are used to avoid risky moves to predict driver behavior and
actions. The CNNs have higher accuracy and lower loss and
efficiently predict traffic accidents [27]. The rapid growth
and improvements in smart cities increase the number of
challenging traffic issues. The distribution and storage of
traffic sensor data by various individuals and organizations
frequently lack trust, making it difficult for several parties
to share sensor data. This creates a significant privacy risk.
To deal with the issuing locality sensing hashing technique
is proposed to predict traffic flow and protect privacy. The
performance of the proposed technique is evaluated in terms
of accuracy and efficiency [28]. On the basis of a real-
world dataset with urban routes, an LSTMmodel-based speed
forecasting method is presented [29]. The proposed mod-
els are created for univariate and multivariate scenarios and
their accuracy for forecasting speed is evaluated. Simula-
tion results demonstrate that for both short- and long-term
forecasting, the multivariate model performs better than the
univariate approach.

One of the possible uses of machine learning algorithms in
the vehicular context is predicting the speed of vehicles and
varying vehicular densities that frequently changes at differ-
ent times of the day. The traffic management system based
on an intelligent technique proposes reducing traffic issues
like accidents, pollution, congestion, and wastage of fuel. The
inputs for the proposed analysis and prediction model were
historical data, speed, and density, and spatiotemporal corre-
lation data [30]. The KNN technique is used to predict short-
term traffic flow and describes the parameters that affect the
port’s short-term traffic flow as a state vector [31]. To pre-
dict future vehicle mobility for tens of minutes, RNN-based
technique is used [32]. A theoretical analysis is performed
to quantify the predictability of motion. The results indicate
the quality of vehicle prediction is improved. For traffic flow
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TABLE 1. Features that differentiate VEC, VCC, VCBV and proposed IVCBV.

prediction, four prediction models are used [33]. The four
prediction approaches give extremely comparable results.
Among them, the distributed random forest model slightly
outperformed the other three.

In literature, a plethora of research has been done in numer-
ous domains of volunteer computing, VANETs, and machine
learning. However, these three areas are not explored jointly.
In VANETs, the machine learning techniques are in various
areas such as routing, classification of different networks,
congestion detection, traffic prediction, etc. This research
focuses on the usage of machine learning for volunteer com-
puting in VANETs. The fundamental features that distinguish
theVEC,VCC,VCBV, and the proposed IVCBV architecture
are shown in Table.1.

III. IVCBV ARCHITECTURE
The Intelligent volunteer computing-based VANETs archi-
tecture is formed by integrating three conflated domains,
namely volunteer computing, VANETs, and machine learn-
ing. The main focus is to utilize vehicular surplus resources
intelligently and voluntarily for the needy vehicles with inten-
sive tasks. The proposed architecture consists of task initiator
vehicles, machine learning-enabled facilitator vehicles, and
RSU, and lastly, the volunteer vehicles as shown in Figure 1.
The initiator vehicle can be any vehicle looking for com-
putation resources for the execution of the task. The task is
the set of instructions that need resources for execution. The
task varies because of the different needs of the vehicular
application and the heterogeneity of a network. The non-
delay sensitive applications such as infotainment services,
weather forecasting, and vehicles assistance applications to
improve quality of service are considered.

In VANETs, the unavailability of the internet makes it
unsuitable for infrastructure based IVCBV. Vehicles commu-
nicate with each other using dedicated short-range commu-
nication (DSRC) called vehicle to vehicle communication
(V2V). When vehicles are moving or stopped there OBU
resources can be used for computation. In ad-hoc based
there is no RSU so the vehicle can offload the computation
task to volunteer vehicles using V2V. The machine learning-
enabled facilitator vehicles are the central entity and act as a
master vehicle between the initiators and volunteer vehicles.
It receives a job from the initiator and schedules them to
volunteer vehicles. It uses machine learning approaches on
data provided by RSU and coordinates with both initiator
vehicles and volunteer vehicles.

FIGURE 1. Proposed IVCBV architecture.

The communication between vehicles and infrastructure
takes place which is commonly called as vehicle to infrastruc-
ture communication (V2I). The vehicles can communicate
both with each other and with the RSUs through the OBUs.
The OBUs have surplus resources which can be utilized for
the computational requirements. Similarly, machine learning-
enabled RSU also acts as a facilitator between the initiator
vehicle and the volunteer vehicle. Through machine learning
techniques, it can overcome numerous challenges. After the
execution of the task by the volunteer vehicle, it collects
results and submits them back to the initiator vehicles. The
vehicles having surplus resources and willing to donate for
the execution of the task with the collaboration of other vehi-
cles are known as volunteer vehicles. These vehicles are in
the communication range of initiator vehicles and facilitator
vehicles at the time of task coordination and processing.
These vehicles agreed to take part in the volunteer computing
process. The nature of shared resources may vary due to the
heterogeneity of vehicles, network conditions, and resource
availability.

IVCBV considered multiple vehicles scenarios such as
vehicles at a traffic signal, vehicles on smooth roads, and
parked vehicles. When vehicles are waiting in traffic signals,
the OBU resources can be collectively utilized for resource
hunger vehicles. Although the waiting time is very short at
a traffic signal, collectively, many vehicles can execute the
small task in a short time and a distributed manner. Similarly,
a large number of vehicles are parked in the parking lot
for a long duration. Enough amount of pooled resources
of parked vehicles can be sufficient for applications having
higher demand, in smooth roads such as highways where vio-
lation of traffic rules and risk of accidents are less than busy
inside city roads. Vehicles moving in the same direction for a
long duration and can donate resources with each other. The
machine learning-enabled facilitator vehicle behaves intelli-
gently usingmachine learning approaches while coordinating
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FIGURE 2. Features of selection criteria.

with other vehicles. It is probable to divide one task into
various sub task and distribute it among many volunteers
for executions. The main responsibility of the facilitator is
to submit the correct results to the initiator vehicle on time
without any delay and extra energy consumption.

A. IVCBV STEPS
The steps involved in IVCBV are as follow.

• Initiator vehicle sends the task to facilitator.
• Facilitator search volunteers in its premises to offload
the task for execution.

• The facilitator use machine learning approaches for
decision making and offload task to volunteers

• After completing execution the facilitator collects
results from volunteers

• Final result submission to volunteer

B. SELECTION CRITERIA
It is essential to select the right volunteer’s vehicle for task
execution at the right time. The important concept of com-
putational offloading is the decision of the selection of enti-
ties that perform the execution. After selection, the task is
offloaded to the entity and starts executing. In our study,
we defined a selection criterion for volunteer vehicles selec-
tion. The job facilitator will select the vehicle under dynamic
selection criteria and offload the task to selected vehicles. The
vehicular resource is frequently changing; therefore, vehicles
with the highest resources are capable of the volunteer pro-
cess each time. The features of selection criteria are presented
in Figure 2. we have assumed that the selection criteria is
based on the available resources. Certainly, we can think of
incorporating more criteria to be selected as a volunteer node
such as trustworthiness of a node to become volunteer; the
time a volunteer vehicular node will remain available; the
history of a node successfully completing jobs etc. Currently,
the selection criterion selects the vehicle having the highest
resources.

IV. EXPERIMENTAL ANALYSIS
In this section, we explain the datasets used for the predic-
tion of the capability of vehicles. The data preprocessing
and implementation workflow of regression techniques with

TABLE 2. Summary of experimental details.

results are discussed. The experimental setting of experimen-
tation is provided.

Data collection and processing are basic and necessary for
the training machine learning model in the machine learning
pipeline. In this study, we used vehicular onboard unit com-
puting capability dataset.1 The datasets contain the capability
based on different features. All of the datasets include vehicle
id, RAM, storage capability, trust factor, distance, transmis-
sion rate, and eligibility score. The dataset1 contains seven
features and 17800 instances. Dataset2 contains seven fea-
tures and 4600 instances, and dataset3 contains seven features
and 250 instances. The experimental setting are presented in
Table 2.

A. DATA PREPROCESSING
Data preparation is one of the crucial steps in machine learn-
ing. It transforms the raw data into a useful and readable
format before feeding it into the ML model. In our article,
we used three different datasets of different sizes. To make
data normally distributed, standardization is performed by
using the sci-kit learn python library. The Standard Scaler is
applied, standardizing the features by scaling to unit variance
and removing the mean values.

B. IMPLEMENTATION WORKFLOW
Regression techniques are applied to each dataset separately.
After preprocessing, the data is divided into two train and test
sets. The regression techniques used are Linear Regression
(LR), Support Vector Regression (SVR), K Nearest Neighbor
Regression (KNN), Decision Tree Regression (DT), Random
Forest Regression (RF), Gradient Boosting Regression (GB),
XGBoosting Regression, AdaBoost Regression, and Ridge
Regression. All the models are first trained on training data
then test data is passed to evaluate the performance. The
workflow is envisioned in Figure 3.

C. RESULTS
Four evaluation metrics are calculated to evaluate the per-
formance of regression techniques. The prediction was

1Vehicles OBU Computation Capability (VOCC) https://data.mendeley.
com/datasets/6fxbcs3hck/
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FIGURE 3. Machine learning workflow on VOCC datasets.

performed on multiple vehicular data to select the volunteer
with the highest eligibility for computing certain tasks. The
capable volunteer selection is necessary before assigning the
task. The performancemetrics to evaluate the regression tech-
niques model are envisioned with discussion. This section
represents the experimentation results of multiple datasets.
Furthermore, the comparative analysis of multiple regression
models is also presented.

R-Squared is the evaluationmetric that evaluates the fitness
of regression modelling. The higher r-square value indicates
the fitness of the model. The maximum and optimal r-square
values are 1. Mean Absolute Error is the evaluation metrics
that are calculated by taking the mean of the absolute error.
The error is the difference between the actual value and the
predicted value for each instance. Relative Absolute Error is
the ratio of mean residual error to naïve model error. A value
close to zero is considered as good. Similarly, the Root Mean
Squared Error is the standard deviation of predictive error
and is considered an outstanding general-purpose error met-
ric. RMSE is calculated by following steps. First taking the
square of all errors, then take the mean of squared values,
at the last step taking the square root of the mean value. The
lower values represent the best fit of the model.

Figure 4, Figure 5, and Figure 6 shows the four metrics
to evaluate the regression models on dataset1, dataset2, and
dataset3 respectively. On dataset1 and dataset2, the r-squared
of all models is above 90 per cent except for the Adaboost
ensemble algorithm. The linear regressor, support vector
regressor and ridge regressor give the highest and optimal
value on dataset1, indicating these models best fit the volun-
teer data and identifying the relationship between the target
variables and predictors. While for dataset3, the r squared
value of most models is lower than 90. Comparatively, on all
three datasets, the support vector regressor and ridge regres-
sor give the lowest error and optimal value of RAE, MAE,
and RMSE.

The data size of dataset3 is small, which affects the overall
performance of models as shown in Figure 6. The prediction
results of all metrics are comparatively low for dataset3.
The decision tree and XGBoost model a having the lowest
r-squared and highest error among all. The MAE and RMSE
for KNN, RF, AdaBoost, and GB are above three as shown
in Fig.6. Concluding, regression models have been applied

TABLE 3. Summary of simulation parameters.

to predict the capable volunteers in vehicular data. However,
the support vector and ridge regression outperform and more
accurately predict the volunteer eligibility score to select the
right volunteer with the highest computing.

The simulation experiments.2 are also conducted to evalu-
ate the proposed IVCBVmodel with the existing VCBV. The
network simulator 3 is used for simulation [34]. It is a discrete
and updated simulator for a network with rich features. It is an
open-source software mostly used in research and education
for communication models. Table 3 summarized the parame-
ters of simulation performed for this study.

Wireless Access in Vehicular Environments (WAVE) is our
experimental model’s system architecture, which comprises
one RSU and vehicular nodes. This architecture is utilized
in the VANET environment, using standard IEEE 802.11p
which is an extension of IEEE 802.11. This involves data
transmission between vehicles as well as between RSU and
vehicles. Some vehicles are uniformly deployed, with speeds
ranging from 60 to 80 km/h, while some are in static position.
As in our parked vehicle scenario the vehicles are in static
position.

There are several assumptions for this study which are as
follow

• If vehicle receives the hello beacon messages, then it
is volunteer vehicle, and the vehicle is being used for
volunteer computing.

• The physical layer parameter and channel condition are
ideal.

• The hardware requirements for computation and com-
munication are equipped in all vehicles.

• Jobs are compatible with the onboard unit and can divide
into many tasks.

• Security parameters are configured and the network
have no malicious vehicles.

A task is usually done by vehicle utilizing local compu-
tation but it can also offloaded to another vehicles having
excess computation, to reduce job completion time. RSU is
the centralized system that manages task scheduling. The job
initiator is any vehicle. RSU is the job coordinator controlling
the overall process, including initiation, task assignment, and
output result gathering. The performance of IVCBV and
VCBV is evaluated in terms of the time of execution and
tasks. The average completion time of a different number
of tasks is observed. Similarly, the completion time of tasks

2Code https://github.com/Haris-584/code
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FIGURE 4. Performance of regression models on Dataset1.

FIGURE 5. Performance of regression models on Dataset2.

having different sizes is also taken into consideration. The
purpose of these performance parameters is to evaluate the
task execution time and delay of the volunteer node for both
systems.

Figure 7 shows the average execution time of a different
number of tasks. In the scenario, a fixed task size of 1000
Kbits is set while the number is tasks are different. Initially,
the IVCBV takes more time than VCBV because of the
machine learning-based decision. Over time when the tasks
increasing the task replication and task termination increases
the VCBV average completion time. Noticeably, the IVCBV
performs better than the existing one in which the replica-
tion and termination of the task are combated by assign-
ing the task to the right volunteer. As the number of tasks
increasing further there will be a major difference between

both. In Fig. 7, we compare the number of tasks ranging
from 5 to 40, Initially, the proposed IVBVC takes more
time due to the training time taken by the machine learning
algorithm, however, with an increasing number of tasks the
execution time decreases, and the obvious reason is that now
the proposed IVBVC has learned and gained the knowledge
about previous network interactions. This is common with
any scenario employing machine learning approach.

Figure 8 demonstrates the average execution time for a
varied number of task sizes ranging from 300 to 1000 KB.
It can be observed that for the smaller number of tasks the
IVCBV takes higher time while for a higher number of
tasks the performance of IVCBV is good as compared to
the VCBV. The greater input size processing by incapable
volunteer create retransmission which increases the time in
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FIGURE 6. Performance of regression models on Dataset3.

FIGURE 7. Comparison average completion time and number of tasks.

FIGURE 8. Comparision of completion time of different size of task.

VBCV. The reason for the proposed IVBVC taking more
time for smaller tasks, smaller sizes, or smaller numbers of
tasks is that the proposed IVCBV does not assign a task
to a volunteer node randomly. We do not want a situation
where a task is assigned to a volunteer vehicular node and
later that node is unable to complete the job. In this case,
we will have to look for another volunteer node and restart
the same task. Obviously, this will take more time. It is better

FIGURE 9. Comparison of delay and number of nodes.

to look for a suitable volunteer to assign the task which takes
relatively more time, in the beginning, to find the suitable
node. Opposite to this, in the existing VCBV, the task is
directly assigned to a volunteer, therefore, the existing VCBV
takes less time but later if the job is not completed, it will be
reallocated resulting in more time taken.

Figure 9 illustrates the relationship between the end-to-end
delay and the number of nodes. The packet delivery ratio of
IVCBV slowly goes down as compared to VCBV. Initially,
for a few nodes, the delay is same, with the increasing number
of volunteer nodes the delay leads to a decrease. As the
number of nodes rises, the time delay of both algorithms
decreases, However, the IVCBV showed a downward trend
to the increasing number of volunteer nodes and tasks.

The overall result is noticeably improved with time. There
are two reasons for this attribute, one is the history of vol-
unteers. When a volunteer executes a task, the historical data
becomes available for a certain period. Next time, it is easier
to assign a task to a particular volunteer. The results will
surely improve with time. Another reason is that AI and ML
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TABLE 4. Summary of results.

algorithms are deterministic, they learn and improve the result
of training. The more training, the better the results.

Table 4 shows the summary of results of performance
parameters of all regression models applied on three datasets.
The results indicate that the SVR and Ridge regression
outperforms and predicts the volunteer vehicle capability
more accurately predicts the volunteers. The performance of
dataset1 is comparatively better than others due to the training
of models on a large number of data. Similarly, all the errors
of dataset3 are high because of fewer data.

D. DISCUSSION
In the volunteer computing process, the task execution per-
forms on idle devices which are not performing their actual
job. However, if the device needs the resources for its primary
role, this may be creating the termination of the already
running task. If optimal volunteers are selected from the start
when assigning the task, reduce the risk of task termination.
Similarly, to avoid wrong results provided by volunteers, the
task replication method can be used in which the same task
assigns to multiple volunteers. A lot of energy can be wasted
with task termination and task replication and is considered a
major disadvantage. If the job facilitator predicts the optimal
volunteer before offloading the task, it can overcome the
numerous issues discussed above. Those volunteer vehicles
having fewer resources will not be selected for the volunteer
process to reduce the task termination and migration to other
vehicles. Therefore, machine learning approaches signifi-
cantly to resolve the selection of volunteers by predicting the
capability of each vehicle. The evaluation of the regression
technique indicates that overall results are extremely good
with the least errors.

E. LIMITATION OF IVCBV
For delay-sensitive applications, the delay of task offloading,
containing computing delay and transmission delay, is highly
critical. IVCBV aims to entertain non time critical appli-
cations. However, the delay may occur in task offloading,
machine learning algorithms, and task execution. Hence,
minimizing the types of delay for different applications is
also a challenge for IVCBV. Similarly, Machine learning can
be used to analyze historic data to suggest future outcomes.
The more and precise the past data the better results can
be produced and can predict the future outcomes. whereas,
in vehicles due to limited storage, and connectivity the

previous data can be limited, and finite number of records
can be return.

V. CONCLUSION
This study proposed a system that integrates three con-
flated domains: machine learning, volunteer computing, and
VANETs. We illustrate the incorporation of machine learning
for optimal decisions in the vehicles volunteer computing
process. We used nine machine learning techniques to pre-
dict the computing capability of vehicles using publically
available datasets. The techniques are validated through com-
monly used evaluation metrics. The results show that SVR
and Ridge regression gives the most accurate results with
the least errors. We hope that the proposed system and its
premises will provide researchers with new opportunities to
develop better solutions in this domain. In the future, we are
intended to extend the work by examining the potential chal-
lenges like task selection for offloading, idle time prediction,
and minimizing delay for delay-sensitive applications using
machine learning techniques.
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