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ABSTRACT Efficient content caching is essential to address the explosive growth of multimedia contents
and most works on content cache placement have been proposed mainly based on the popularity of content.
Since the priority of content is also an important attribute of content, we consider both popularity and
priority of content together for content caching in information-centric networking (ICN).We defineweighted
delivery cost of content as content delivery cost multiplied by a weighted sum of popularity and priority of
the content. Then, we formulate optimized content cache placement problem to minimize weighted content
delivery cost for all content requests in a hierarchical network architecture with multi-access edge computing
(MEC) and software-defined networking (SDN) controller. Average quality of experience (QoE), i.e.,
average content delivery cost, for contents with each priority is imposed as constraint. The number of content
requests is predicted based on seq2seq long short-termmemory (LSTM)model inMECs and this is delivered
to SDN controller. Then, SDN controller obtains predicted popularity of contents and decides content
placement in MECs and core routers by solving the content cache placement optimization problem based
on binary particle swarm optimization (BPSO). Performance of the proposed content caching scheme is
compared with conventional popularity-based, popularity prediction-based, and popularity prediction-based
optimization schemes, from the aspect of QoE satisfaction ratio, average cost, weighted average cost, total
cost, and weighted total cost. Numerical results show the effectiveness of the proposed scheme at caching
content with high priority efficiently, at the expense of caching content with low priority.

INDEX TERMS Caching, information-centric networking, seq2seq LSTM, BPSO, popularity, priority.

I. INTRODUCTION
Content caching is one of themost important topics nowadays
due to the explosive growth of multimedia content. In content
caching, contents from origin servers are cached in distributed
content cache servers, and requested contents from users
can be retrieved from appropriate nearby servers, instead of
origin servers. Therefore, traffic overhead at origin servers is
alleviated and content retrieval latency is reduced, too [1], [2].

In mobile communication networks, such as 5G, multi-
access edge computing (MEC) can be used efficiently for
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content caching [3], [4], [5]. Since MECs are located closely
with mobile users, contents can be returned to the requesting
mobile users directly, if they have the requested contents,
and content retrieval latency can be significantly reduced,
compared to the case where contents are returned from either
distant origin servers or core routers. Since the resource of
MEC, i.e., buffer memory, is limited, however, it is important
to select appropriate contents to cache in MECs.

Regarding content caching in MECs, popularity of content
is mainly used to select contents to cache in MECs
[6], [7], [8], [9], [10], [11], [12], [13]. This is because if any
content is more popular, it will be requested more often than
others, and thus it should be cached in MECs more actively
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than less popular content. Recently, the popularity of content
is predicted by using deep neural network, such as long
short-termmemory (LSTM) [14] and the predicted popularity
of content is used to decide contents to cache inMECs or edge
servers appropriately [9], [10], [11], [12], [13], [15], [16],
[17].

Software-defined networking (SDN) is also used for
efficient content caching [7], [8]. In SDN, switch or router
sends state information to SDN controller. Then, SDN
controller can have global view of networks using this
information and controls the operation of switch or router
efficiently. In aforementioned works [7], [8], SDN controller
obtains content information, such as cached content and
predicted popularity, from network nodes. Then it uses this
information to decide content cache placement in network
nodes.

Efficient content caching and retrieval in information-
centric networking (ICN) has been proposed, too [18], [19].
In ICN, content name is used as the identifier of content,
instead of IP address [18], [19]. A consumer, i.e., a content
requester, sends an Interest message, which has the name
of the requested content, to its nearby ICN routers. The
interface of the received Interest is stored in pending interest
table (PIT) of the ICN routers. The Interest message is then
propagated to appropriate neighbor ICN routers by using the
information in forwarding information base (FIB), which is
similar to forwarding table in Internet. Finally, if an ICN
router which received the Interest message has the requested
content in its content store (CS), Data, i.e., requested content,
is returned to the requested user through the reverse path of
forwarded Interest by using the stored interface information
of PIT. In ICN, caching is an important issue since the
operation of ICN is basically based on content caching, and
leave copy everywhere (LCE) [20] and leave copy down
(LCD) [21] are basic caching schemes in ICN.

In most of the works mentioned above [6], [7], [8],
[9], [10], [11], [12], [13], [15], [16], [17], however, content
popularity is mainly used to decide content cache placement.
Since priority of content is an important attribute of content
in networks, such as ICN [22], [23], content should be treated
appropriately, based on the priority of content, in order to
satisfy the quality of experience (QoE) of users. For example,
if any content is an urgent content and should be delivered
faster than other contents, it is necessary to cache such high
priority contents more actively at routers which are closely
located with content requesters.

In [24], [25], [26], and [27], which have been carried out
by the same authors, service class of content was considered
also, in addition to the popularity of content for content
caching. The proportion of buffer memory is allocated to each
service class statically, and contents of each service class
are cached in each allocated buffer memory based on the
popularity of the contents, in named data network [24] and
in mobile named data network [25], respectively. In [26], the
proportion of buffer memory is allocated to each service class
dynamically, based on the request pattern of contents. In [27],

the proportion of buffer memory is allocated to each service
class by using the formula based on theweight of service class
and the number of total content requests which is higher than
a threshold for each service class.

In [24], [25], [26], and [27], however, although service
class is considered for content caching, it is only used for
the allocation of buffer memory for each service class and the
popularity of content is still used for content cache placement.

In this paper, we consider both content popularity and
content priority together for content cache placement in
ICN, where content popularity is predicted by using seq2seq
LSTMmodel. Then, we propose an optimal cache placement
scheme by formulating optimal cache placement problem to
minimize the cost of content delivery, while guaranteeing
the average QoE for the content with priority, based on the
predicted content popularity as well as content priority. The
formulated optimization problem is solved by SDN controller
by using binary particle swarm optimization (BPSO) due to
the NP hard property of the formulated optimization problem.

The main novelties and contributions of our paper are
summarized as follows:

• We investigate the problem of content cache placement
at network nodes, such as MEC and core routers, with
limited cache memory by formulating an optimization
problem to place content cache appropriately, while
minimizing the weighted delivery cost of content,
defined as content delivery cost multiplied by aweighted
sum of popularity and priority of the content. Average
QoE of content with each priority, which is defined
as the average delivery cost of the content with each
priority, is imposed as constraint in the formulated
optimization problem. The number of content requests is
predicted at each MEC firstly, based on seq2seq LSTM
model and this is delivered to SDN controller. Then,
SDN controller obtains predicted popularity of contents,
by normalizing the popularity of content at each
MEC into the range [0,1] by min-max normalization.
Content cache placement decision is carried out in
SDN controller, based on the predicted popularity and
pre-defined priority of each content by solving the
optimization problem with average QoE constraint by
using BPSO.

• Performance evaluation has been conducted based on
synthesized data set, from the aspect of QoE satisfaction
ratio, average cost, weighted average cost, total cost,
and weighted total cost, considering contents with low,
medium, and high priority. Simulation results show the
effectiveness of the proposed scheme at caching content
with high priority efficiently, at the expense of caching
content with low priority.

The rest of this paper is organized as follows: Section II
presents the proposed optimal content caching scheme for
ICN, where the proposed cache placement procedure, content
request model, content popularity prediction, content caching
optimization, and algorithm of the proposed content cache
placement optimization scheme are described in detail.
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FIGURE 1. A considered hierarchical network architecture.

Section III presents numerical examples obtained by solving
the optimization problem based on BPSO. Finally, Section IV
summarizes this work.

II. PROPOSED OPTIMAL CONTENT CACHING SCHEME
FOR ICN
A. PROPOSED CONTENT CACHING PROCEDURE
In this paper, we consider a hierarchical network architecture,
as shown in Fig. 1, which consists of edge network and core
network basically, similar to our previous works [28], [29].
In edge network, MECs are co-located with base stations
(BSs) and they cache contents in their buffer memory. In core
network, core routers are connected hierarchically in a tree
topology and they also cache contents. Especially, core
routers which are connected to MECs directly are called as
edge routers, and core router which is located at the top of the
hierarchy is called as root router. Content providers are origin
servers for their generated contents. SDN controller obtains
predicted content popularity from MECs and controls cache
placement in MECs and core routers in a centralized manner.

Since the buffer memory of MECs and core routers is
limited, it is necessary to place contents to either MECs
or core routers appropriately, and this is called as a cache
placement problem. Similar to previous works on cache
placement [6], [7], [8], [9], [10], [11], [12], [13], [15], [16],
[17], we also consider popularity of content to decide cache
placement basically. That is, more popular contents should be
cached more actively than less popular contents. In addition
to popularity of content, however, we also consider priority of
content, too. As reported in [22] and [23], priority is one of the

important attributes of ICN content and thus, contents with
higher priority should be cached more actively than those
with lower priority. Therefore, we consider both popularity
and priority together to decide cache placement.

We note that in current ICN standards, such as named
data networking (NDN) [30] and content-centric networks
(CCNx) [31], the priority of content is not defined in the
packet format of ICN messages yet, to the best of our
knowledge, although the concept of accommodating traffic
specifier in the packet format of Interest message in NDN or
CCNx for QoS has been proposed [32]. In ICN, the name of
content can be used for the identification of content priority
by including priority information in the name prefix [33].
In this paper, we assume that the priority information of
content is additionally included in the Interest message and
thus, network nodes know the priority of content, similar to
the works in [23] and [34]. In [34], the priority of content
as well as content prefix is assigned by content provider by
following a global rule. It is announced by content provider
and this information is recorded in routers. In [23], QoS
information, i.e., QoS classifier associated with priority,
is added to Interest and Data packets of ICN. Contrary
to the work in [34], QoS information such as priority is
pre-defined based on the type of application in vehicular
network environment, and this information is set by consumer
when it sends Interest packet.

Fig. 2 shows the overall procedure of the proposed
optimal content caching scheme in ICN. Whenever content
requests are received at each MEC, it collects the number
of content requests. Based on the collected information,
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FIGURE 2. A procedure of the proposed optimal content caching scheme.

each MEC predicts the number of content requests by using
seq2seq LSTM model [35], [36], which is widely used deep
learning model for time-series prediction [10], [38], [39].
The predicted requests information in each MEC is sent
to SDN controller. Then, SDN controller obtains predicted
popularity by using predicted requests from all MECs and
optimizes cache placement based on the predicted popularity
and pre-defined priority of each content. Due to the NP
hard property of the formulated optimization problem, BPSO
[40], [41] is applied to obtain solution. Now, SDN controller
has updated cache placement information, i.e., cache state, for
MECs and core routers for next period. Also, SDN controller
obtains FIB information for MECs and core routers for
next period based on updated cache state, network topology,
and content delivery cost between nodes. Updated cache
placement information and FIB information are sent toMECs
and core routers. Finally, content cache placement is applied
inMECs and core routers, and content search is carried out by
using updated FIB information. Content requests prediction
in MECs is carried out periodically for each stride time
window by using information during input time window.
Content cache placement in SDN controller is carried out
periodically for each stride time window and results in cache
state during output time window.

The content cache update can be implemented by using
a method, such as ‘‘fake content reques’’ in [38], where
content is retrieved by issuing fake content request, although
it is not asked by a requester originally. If fake content
request is applied to our scheme, either MEC or core router
can retrieve required contents by sending Interest message
to content providers. In order to focus on cache placement

optimization problem, we assume that contents can be cached
in MECs or routers successfully in performance evaluation,
after receiving content cache placement information from
SDN controller, and we do not elaborate content cache
placement method, since it is not the main scope of
this paper. This is because since the traffic overhead for
periodic content retrieval from content provider by using
fake content request can be negligible, compared to that
for actual content delivery by requesters. Updated FIB
information in MECs or routers can be used to forward
Interest message to either MEC or router with minimum
delivery cost for requested content delivery, and content
can be delivered to the requester by using the reverse path
of the forwarded Interest. We also assume that we can
obtain the content delivery cost to either MEC or router
which has the minimum content delivery cost successfully in
performance evaluation, without actually forwarding Interest
message based on FIB information, by using received cache
state information of all MECs and routers. We note that we
obtain performance evaluation results in Section III, without
actually implementing content cache update procedure based
on fake content request and content retrieval procedure based
on FIB, by utilizing cache state information efficiently for
optimization.

B. CONTENT REQUESTS MODEL
We synthesize content requests received in each MEC for
seven days, which consists of six days of training and one day
of testing periods. The number of content requests received
at MEC m at time t , r realm (t), is assumed to follow a Poisson
distribution with parameter λm(t), where the probability mass
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FIGURE 3. Content popularity prediction process in the proposed scheme.

function (pmf) of Poisson distribution is defined, as in (1).

Pr(r realm (t) = k) =
(λm(t))k

k!
e−λm(t). (1)

In (1), λm(t) is defined as a variable λmg′
m(t), where

λm is a random value obtained from a uniform distribution
for each MEC m and is fixed during seven days for each
MEC m. In order to have time-varying characteristics for
the number of content requests received at each MEC m,
g′
m(t) is generated based on Gaussian distribution with mean

µm = 720 (min) and standard deviation σm. The probability
density function (pdf) of the mentioned Gaussian distribution
gm(t) for 0 ≤ t < 1, 440 (min) is defined, as in (2).

gm(t) =
1

σm
√
2π

e−
1
2 (

t−µm
σm

)
, (0 ≤ t < 1, 440). (2)

The g′
m(t) is defined as g̃m(t−µ′

m), where g̃m(t) is periodic
function of gm(t) and µ′

m is a random value obtained from
uniform distribution U[0, 1,440).

In this paper, we assume spatial correlation of content
popularity, similar to the works in [8], [16], [38], [42], and
[43], and contents’ preference inMECm is assumed to follow
Zipf distribution. The pmf of content f is defined, as in (3),

where ξ is skewness factor.

PZipfm (f ) =
f −ξ∑

j∈F
j−ξ

. (3)

By applying Zipf distribution to r realm (t), we can obtain the
number of content f ’s requests in MEC m at time t , r realmf (t).

C. CONTENT POPULARITY PREDICTION
Fig. 3 shows a detailed process of content popularity
prediction. The number of content requests in each MEC is
predicted based on seq2seq LSTM model [35], [36], which
is also called encoder-decoder model. Seq2seq LSTM is a
variant of LSTM,where LSTM iswidely used to predict time-
series data, and is useful to convert one sequence to another
sequence.

As shown in Fig. 3, time-series pattern of content requests
in each MEC is used to predict the number of content
requests based on seq2seq LSTM. More specifically, each
MEC receives content requests rrealm (T iw

k ) = {r realmf (t) |m ∈

M, ∀f ∈ F , ∀t ∈ T iw
k } from requesters during input time

window T iw
k = {t | 10(k − 1) ≤ t < 10(k − 1) + τ in}, where

k ∈ K = {1, 2, . . . ,K } and τ in is input time window size.
The requests rrealm (T iw

k ) is normalized into scaled requests
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rinputm (T iw
k ) = {r inputmf (t) |m ∈ M, ∀f ∈ F , ∀t ∈ T iw

k }

with the range [0,1] by min-max normalization. Then they
are fed into LSTM cells of seq2seq LSTM encoder as input
values, respectively. Encoded state, which is output values
of the encoder such as hidden unit ht+τ in−1 and cell state
C t+τ in−1, as well as r

input
m (t + τ in − 1) are fed into seq2seq

LSTM decoder as input values. Seq2seq LSTM decoder
which partially applied teacher forcingmethod obtains output
values, i.e., routputm (T ow

k ) = {routputmf (t) |m ∈ M, ∀f ∈ F, ∀t ∈

T ow
k }, where T ow

k = {t | 10(k − 1) + τ in ≤ t < 10(k −

1)+ τ in + τ out} is output time window and τ out is output time
window size. Finally, each MEC obtains predicted number of
content requests rpredictm (T ow

k ) by de-normalizing routputm (T ow
k ),

which is the output of seq2seq LSTM with rinputm (T iw
k ) as

input. Adaptive moment estimation (ADAM) optimizer [37]
and mean square error (MSE) loss function are used in our
seq2seq LSTMmodel. Each MEC delivers predicted number
of content requests rpredictm (T ow

k ) to SDN controller and SDN
controller obtains the predicted number of content requests
r(T ow

k ) = {rpredictm (T ow
k ) | ∀m ∈ M} for all MECs. Finally,

r(T ow
k ) is normalized into predicted popularity p(T ow

k ) =

{pmf (t) | ∀m ∈ M, ∀f ∈ F , ∀t ∈ T ow
k } with the range [0,1]

by min-max normalization.

D. CONTENT CACHING OPTIMIZATION FORMULATION
In this section, we formulate optimization problem of content
cache placement, based on both popularity and priority of
contents. We define binary variables xif , for i ∈ V ∪N ∪M
and f ∈ F , to indicate the cache state of router i, i.e., a set of
content providers V , core routersN , and MECsM, as in (4).
We note that we call content provider, core router, and MEC
collectively as a router for notational convenience. xif = 1 if
router i caches the content f . On the other hand, xif = 0, if the
router i does not cache the content f .

xif =

{
1, if router i caches content f ,
0, otherwise.

(4)

The content delivery cost from a router which caches
content f to a requester is defined as in (5).

cmf (x) =

∑
i∈Bm

(γim + γm)xif
∏
j∈B′mi

(
1 − xjf

)
, (5)

where x = {xif | ∀i ∈ V ∪ N ∪ M, ∀f ∈ F} is a set of
caching state. γim is delivery cost from router i to MEC m
and γim = 0 if router i is MEC m itself. γm is the delivery
cost fromMECm to a requester. Bm ⊆ V ∪N ∪M is a set of
routers with an ascending order of content delivery cost γim
from anMEC serving the considered requester.B′

mi, a sub-set
of Bm, is a set of routers which include less content delivery
cost than router i. Since popularity and priority are two
important factors for content caching placement considered
in this paper, we use both of them together for cache
placement decision, where a set of priority level l is defined
L, which includes low, medium and high priority. To do this,
a weighted sum of popularity and priority of content f , i.e.,

αpmf (t) + (1 − α)qf is proposed, where α is a weight
factor between the popularity of content f in MEC m,
pmf (t) and priority of content f , qf ∈ {qlow, qmedium, qhigh}.
We note that a weighted sum is widely used technique to
combine the values with different units and characteristics
appropriately by adjusting the values of weight, as in
reference [7], where a weighted sum of latency and energy
consumption, which have different units, is used for the
formulation of optimization problem to minimize latency
and energy consumption in the proposed caching strategy.
Then, the content delivery cost considering a weighed
sum of popularity and priority of content is defined, as
in (6).

C(x) =

∑
t∈T ow

k

∑
m∈M

∑
f ∈F

cmf (x)
(
αpmf (t) + (1 − α)qf

)
. (6)

With the above definition, the cost minimization problem
for optimal cache placement is formulated as follows:

min
x

C(x), (7a)

subject to

xif = 1, ∀i ∈ V, ∀f ∈ F , (7b)∑
i∈V∪N∪M

xif ≥ 1, ∀f ∈ F , (7c)∑
f ∈F

xif ≤ |Si| , ∀i ∈ V ∪N ∪M, (7d)

∑
m∈M

∑
f ∈Fl

rmf (t)cmf (x)∑
m∈M

∑
f ∈Fl

rmf (t)
≤ Thl, ∀l ∈ L, t ∈ T ow

k ,

(7e)

xif ∈ {0, 1}, ∀i ∈ V ∪N ∪M, ∀f ∈ F .

(7f)

In the above problem, (7a) is an objective function
expressed as the sum of weighted content delivery costs and
(7b)-(7e) are constraints. Equation (7b) is used to guarantee
that the content provider always caches contents generated
by themselves. Equation (7c) is used to guarantee that the
content is cached at least one router. Equation (7d) is a
constraint to guarantee that the total size of cached contents
at each router is less than or equal to the buffer memory of
the router, where Si is a set of contents that router i caches.
Equation (7e) is used to guarantee that average QoE of each
content with priority level l is smaller than Thl , similar to the
work in [11], whereFl is a set of contents which have priority
level l and Thl ∈ {Thlow,Thlow,Thlow} is QoE threshold. QoE
is defined as the content delivery cost, as in [11]. However,
QoE for contents with different priorities was considered
separately in this paper, which is different from the work
in [11], where content priority is not considered.

To solve optimization problem with inequality con-
straint efficiently, we rearrange the optimization problem
as penalty-based optimization problem [45], [46], as in (8),
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Algorithm 1 Content Placement Optimization Procedure

Initialization: Content requests rrealm (t), cache state x, pre-
diction process PRD( ), optimization process OPT ( ),
time t ∈ T , cache placement time index k ∈ K, MEC
setM, content set F and content priority set q

1: for t do
2: for m ∈ M do
3: ifMEC m receives request for content f then
4: MEC m collects content requests r realmf (t)
5: end if
6: if t = T owk then
7: rpredictm (T ow

k ) = PRD(rrealm (T iw
k ))

8: MEC i sends rpredictm (T ow
k ) to SDN controller

9: end if
10: end for
11: if SDN controller receives rpredictm (T ow

k ) from all MECs
then

12: SDN controller initializes x and calculates p(T ow
k )

by normalizing r(T ow
k )

13: Find optimal solution
x = OPT

(
x, p(T ow

k ), q, r(T ow
k )

)
14: end if
15: end for

where ζ is penalty factor and E(x) is penalty function.

J (x, ζ ) = C(x) + ζE(x)

=

∑
t∈T ow

k

∑
m∈M

∑
f ∈F

cmf (x)
(
αpmf (t) + (1 − α)qf

)
+

ζ

2

( ∑
f ∈F

max
{
0, 1 −

∑
i∈V∪N∪M

xif
}2

+

∑
i∈V∪N∪M

max
{
0,

∑
f ∈F

xif − |Si|
}2

+

∑
l∈L

max
{
0,

∑
m∈M

∑
f ∈Fl

rmf (t)cmf (x)∑
m∈M

∑
f ∈Fl

rmf (t)
− Thl

}2)
.

(8)

The formulated optimization problem in this paper is
a mixed integer non-linear programming with inequality
constraints and it is well-known that the problem is
NP-hard [47], [48] and does not scale well. Therefore, we use
BPSO which can solve the complex optimization problem
fast to optimize (8), in order to obtain numerical results,
by using similar method in [45] and [46], and a detailed
algorithm of BPSO is not presented in detail due to limited
space.

E. ALGORITHM OF THE PROPOSED CONTENT CACHE
PLACEMENT OPTIMIZATION
The algorithm 1 shows a detailed algorithm of the proposed
content cache placement optimization. An MEC m collects

requests of content f for all contents from requesters at each
unit time t , i.e., r realmf (t). An MEC m predicts the number of

requests for each output time window T owk , i.e., rpredictm (T owk )
with seq2seq LSTM model, and it sends the predicted
requests rpredictm (T owk ) to SDN controller. SDN controller
calculates predicted popularity p(T owk ) by using predicted
requests rpredict(T owk ) for all MECs. Then SDN controller
decides optimal cache state x for next T owk period by solving
optimization problem based on predicted popularity p(T owk ),
content priority q, and predicted requests r(T owk ), where
q = {qf | ∀f ∈ F}.

III. NUMERICAL RESULTS
In this section, we carry out simulation with simulation
settings, as in Table 1, where the values of input, output, and
stride timewindows are assumed to be 60, 10, and 10minutes,
respectively, to tradeoff between accuracy and complexity.
In this paper, we used Nvidia GeForce RTX 3080 Ti GPU for
simulation. Seq2seq LSTM-based training and testing were
carried out in each MEC, with 6 days (8,640 minutes) and
1 day (1,440 minutes) datasets, respectively. For training,
measured memory usage and execution time for 6 days
of training dataset are 1,941 Mbytes and 35.74 seconds,
respectively. The training was executed before simulation via
off-line. For testing, measured memory usage and execution
time for 60 minutes of testing dataset are 1,869 Mbytes and
11.6 milliseconds, respectively, where testing is executed
periodically for every 10 minutes for 1 day of dataset.
We note that operational overheads for the seq2seq LSTM-
based prediction for testing, i.e., memory usage and execution
time, are not significant, and expect that the overhead can be
accommodated in commercialMEC, without much difficulty,
which supports multiple GPUs with sufficient memory.

We obtain performance evaluation results, from the aspect
of QoE satisfaction ratio, average cost, weighted average cost,
total cost, and weighted total cost as defined in (9)-(13),
where 1 in (9) is an indicator function and x(t) is a cache
state at time t . QoE satisfaction ratio for content with priority
level l is defined the ratio of content requests which satisfy
the QoE constraint for content with priority level l. Average
cost for a content with priority level l is defined as the total
sum of content delivery cost for all the content requests with
priority level l divided by the total number of content requests
with priority level l. In order to show the effect of content
priority on the delivery cost, priority of content with priority
level l is multiplied to the content delivery cost for content
with priority level l for the calculation of weighted average
cost for a content with priority level l. Total cost at time t is
defined as the total sum of content delivery cost for all the
requests at time t . Weighted total cost at time t is defined
as the total sum of weighted content delivery cost for all the
requests at time t .
In (10) and (12), the cost of content delivery does not

depend on the priority of considered content f . However, the
priority of each content f is multiplied to the delivery cost

VOLUME 11, 2023 16837



M. W. Kang, Y. W. Chung: Content Caching Based on Popularity and Priority of Content Using seq2seq LSTM in ICN

of the content f in (11) and (13). It is assumed that higher
value of qf corresponds to higher priority content. This is
becausewewant to differentiate the delivery cost of content f ,
depending on the priority of the content, and thus, delivery
cost of high priority content is treated more importantly to
satisfy the QoE of requesters.

QoE satisfaction ratio(l)

=

∑
t∈T

∑
m∈M

∑
f ∈Fl

1
(
cmf

(
x(t)

)
≤ Thl

)
r realmf (t)∑

t∈T

∑
m∈M

∑
f ∈Fl

r realmf (t)
. (9)

Average cost(l) =

∑
t∈T

∑
m∈M

∑
f ∈Fl

cmf
(
x(t)

)
r realmf (t)∑

t∈T

∑
m∈M

∑
f ∈Fl

r realmf (t)
. (10)

Weighted average cost(l)

=

∑
t∈T

∑
m∈M

∑
f ∈Fl

cmf
(
x(t)

)
r realmf (t)qf∑

t∈T

∑
m∈M

∑
f ∈Fl

r realmf (t)
. (11)

Total cost(t) =

∑
m∈M

∑
f ∈F

cmf
(
x(t)

)
r realmf (t). (12)

Weighted total cost(t) =

∑
m∈M

∑
f ∈F

cmf
(
x(t)

)
r realmf (t)qf . (13)

For performance comparison, we broadly classify works
on content caching as 1) popularity-based caching strategy,
2) popularity prediction-based caching strategy, and 3)
popularity prediction-based optimization caching strategy.
In popularity-based caching strategy, each node calculates
the popularity of content, primarily as the number of content
request received, and if the current popularity reaches
a threshold, it caches the content in its cache. In this
caching strategy, there is no popularity prediction but it uses
currently measured popularity. Works in [21] and [49] can be
regarded as popularity-based caching strategy. In popularity
prediction-based caching strategy, however, popularity is
predicted based on machine learning at each node and
caching is carried out at each node locally based on the
predicted popularity. Works in [8], [9], and [38] fall into
the category of popularity prediction-based caching strategy.
In popularity prediction-based optimization caching strategy,
each node predicts popularity based on machine learning
but predicted popularity is collected by a centralized node,
such as SDN controller, and caching decision is made
by a centralized node globally by solving an optimization
problem to minimize cost, latency, energy consumption, etc.
Work in [7] is an example of popularity prediction-based
optimization caching strategy.

In this paper, three compared schemes for performance
comparison are defined as follows, where the main concepts
of the mentioned caching strategies are used appropriately to
define the compared schemes:

TABLE 1. Simulation settings.

• Popularity-based scheme: In popularity-based scheme,
each node calculates popularity as the number content
requests, and if the value of popularity, i.e., popularity
count, reaches a popularity threshold value, the node
suggests caching the content to neighbor nodes if it
has the content in its cache already [49]. The neighbor
nodes which receive the recommendation caches the
content, and finally, the popularity count is reinitialized
to a popularity count reset value to prevent flooding
of the same content [49]. We assume least frequently
used (LFU) cache replacement strategy [50] in this
scheme.

• Popularity prediction-based scheme: In popularity
prediction-based scheme, popularity is defined as the
normalized value of the predicted number of content
requests based on seq2seq LSTMmodel, and each router
caches contents within top Ntop popularity, similar to the
work in [38].

• Popularity prediction-based optimization scheme:
In popularity prediction-based optimization scheme,
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FIGURE 4. QoE satisfaction ratio.

popularity is defined as the normalized value of the
predicted number of content requests based on seq2seq
LSTM model and predicted popularity is used for
content cache optimization with objective function
C(x) =

∑
t∈T ow

k

∑
m∈M

∑
f ∈F

cmf (x)pmf (t) and constraints

(7b)-(7d), (7f). The work in [7] is similar to this
scheme, in a sense that the number of content requests
is predicted based on machine learning and is used for
content cache optimization.

In this paper, simulation was carried out by using 100 data
sets of contents with different combinations of popularity
and priority. In Figs. 4-8, we consider three sets of ratios
among contents with low, medium, and high priority levels
to show the effect of the ratio among contents with different
priority levels. Fig. 4 compares the QoE satisfaction ratio of
the proposed scheme with three compared schemes. Since the
popularity-based, popularity prediction-based and popularity
prediction-based optimization schemes are irrelevant to the
priority of content, QoE satisfaction ratios of those schemes
for a given priority are not sensitive to the change of the
ratio among different priority levels. However, the QoE
satisfaction ratio of the proposed scheme for a given priority
decreases as the ratio of content with high priority level
increases for all low, medium, and high priority contents.
This is because it is less likely to be able to place content
with high priority in nodes which can satisfy QoE constraint,
if the ratio of high priority content increases. Also, since
more buffer space with less content delivery cost from
requesters is used by high priority content, there is less
buffer space for medium and low priority contents, which
results in the decrease of QoE satisfaction ratio of medium
and low priority contents. The proposed scheme has higher
QoE satisfaction ratio for content with high priority level,
compared to other schemes, although it has lower QoE
satisfaction ratio for content with low priority level, compared
to popularity prediction-based optimization scheme. The
results show that the proposed scheme is very effective at
satisfying QoE for content with high priority level, which is

required for service differentiation in limited buffer memory
environment.

Fig. 5 compares the average cost of the proposed scheme
with three compared schemes. Similar to the results in Fig. 4,
the average costs of popularity-based, popularity prediction-
based, and popularity prediction-based optimization schemes
are not sensitive to the change of the ratio among different
priority levels. The average cost of the proposed scheme
decreases as priority increases, since stricter QoE constraint
is applied to content with higher priority, which results in
less content delivery cost. The proposed scheme has lower
average cost for content with high priority level than other
schemes, although it has higher average cost for content
with low priority level than popularity prediction-based and
popularity prediction-based optimization schemes. This is
because the proposed scheme has smaller average cost for
content with high priority due to stricter QoE constraint.
However, since the buffer memory is limited, more caching
of contents with high priority level in routers which have less
content delivery cost results in less caching of contents with
low priority in nodes which have less content delivery cost.
The performance improvement for content with high priority
level is more significant when the ratio of high priority
content is smaller.

Fig. 6 compares the weighted average cost of the proposed
scheme with three compared schemes, where priority value
of each content is multiplied to the delivery cost of the
content for each content request. The weighted average costs
of four schemes increase as priority level increases but the
rate of increase of the proposed scheme is less than compared
schemes, since the average cost decreases as priority level of
content increases, as shown in Fig. 5, in the proposed scheme.
The proposed scheme has lower weighted average cost than
other schemes when the priority is high. This shows that the
proposed scheme is more effective for caching and delivering
content with high priority than other compared schemes.

Fig. 7 compares the total cost of the proposed scheme
with three compared schemes for varying simulation time,
where average costs of all content requests with different
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FIGURE 5. Average cost.

FIGURE 6. Weighted average cost.

FIGURE 7. Total cost.

priority levels are added together. As expected from the
results in Fig. 5, popularity-based scheme has the largest
total cost. The proposed scheme has a little bit larger total
cost than popularity prediction-based optimization scheme,
since the proposed scheme consider priority in addition to
popularity, which results in less efficient content caching
than the scheme considering popularity only, from the aspect
of content delivery cost. We note that the total cost of the

proposed scheme becomes closer to that of the popularity
prediction-based optimization, when the ratio of high priority
is smaller, due to the less effect of high priority content on the
total content delivery cost.

Fig. 8 compares the weighted total cost of the proposed
scheme with three compared schemes for varying simulation
time, where average costs of all content requests with
different priority levels are added together and priority of
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FIGURE 8. Weighted total cost.

content is considered for cost calculation. Popularity-based
scheme has the largest weighted total cost and the proposed
scheme has the smallest weighted total cost, as can be
expected from the results in Fig. 6. This shows that the
proposed scheme is very effective for caching and delivering
contents with high priority than other compared schemes,
from the aspect of weighted total cost.

IV. CONCLUSION
In this paper, we proposed a content caching network
architecture, which includes edge network and core network,
with SDN controller. The number of content requests was
predicted in MECs based on seq2seq LSTM and it was
sent to SDN controller. SDN controller obtains popularity
prediction based on the received predicted requests from
all MECs and decides optimal content placement by using
content popularity and content priority, where QoE of content
with different priority levels is constrained. A detailed
optimization formulation was presented and the operation
of the proposed scheme was explained in detail. The
performance of the proposed scheme was compared with
that of popularity-based, popularity prediction-based, and
popularity prediction-based optimization schemes, from the
aspect of QoE satisfaction ratio, average cost, weighted
average cost, total cost, and weighted total cost, by using
BPSO. The proposed scheme had higher QoE satisfaction
ratio for content with high priority than other schemes.
Also, although the proposed scheme had higher average cost
and weighted average cost for content with low priority,
it had lower average cost and weighted average cost for
content with high priority. Also, the proposed scheme had
smallest weighted total cost, although it had larger total cost
than popularity prediction-based optimization scheme. These
results showed the effectiveness of the proposed scheme at
caching content with high priority efficiently, at the expense
of caching content with low priority.
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