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ABSTRACT Deep learning-based methods have become an active research area in medical imaging. Malaria
is diagnosed by testing red blood cells. Deep learning methods can be used to distinguish malaria infected
cell images from non-infected cell images. The small number of malaria dataset may limit the application of
deep learning. Moreover, the infected area in the cell images is generally vague and small, requiring more
complex models and a larger dataset to train on. Motivated by the tendency of humans to highlight important
words when reading, we propose a simple neural network training strategy for highlighting the infected pixel
regions that are mainly responsible for malaria cell classification. In our experiments on the NIH(National
Institutes of Health) malaria dataset available in public domain, the proposed method significantly improved
classification accuracy for our four different sized models, ranging from simple to complex including Resnet
and Mobilenet. Our proposed method significantly improved classification accuracy. The result indicate that
approach achieves a classification accuracy of 97.2%, compared to 94.49% for a baseline model. In addition,
we show the superiority of the proposed strategy by providing an analysis on the magnitude of weight
parameters in terms of regularization.

INDEX TERMS Image processing, convolutional neural network, biomedical imaging, image classification,

machine learning, image segmentation.

I. INTRODUCTION

Malaria is a fatal disease caused by Plasmodium parasites
that infect red blood cells (RBCs) [1]. Infected mosquitoes
transmit the parasite through their bites to humans. Nearly all
malaria cases occur in developing countries, primarily in Sub-
Saharan Africa. More than 290 million people are infected
with malaria annually, and more than 400,000 die [2]. Malaria
is diagnosed by testing the red blood cells. In order to deter-
mine the presence of malaria, centrifugal machines are used
to isolate RBC and WBC so that only RBC can be used for
analysis by blood films. Blood smears are used to diagnose
malaria and are a standard laboratory test [3]. Deep learning
methods can be used to distinguish malaria infected cells
from noninfected cells. However, the success of such services
depends on the availability of the dataset used. Moreover, the
difference between normal and defective images is generally
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small (as shown in Figure 1). In such cases, it is difficult to
train a neural network, and the process can be more complex
and take a long time.

Currently, deep learning methods require a large number
of training samples and a significant amount of time to label
the training samples [4]. A DNN is rarely suitable for tasks
with a small amount of training data. The diversity and size
of the data are important factors in improving classification
performance [5]. Typically, large datasets lead to a better
classification performance, and small datasets may trigger an
overfitting [6]. Nevertheless, in the real world, particularly
with medical datasets, there are a relatively small number of
datasets available. It can be expensive or simply impossible
to gather a large dataset. In such cases, it is critical to make
the most accurate predictions possible. Motivated by humans’
tendency to draw attention to important phrases in reading
or writing, we propose a simple neural network training
strategy based on highlighting malaria-infected pixels that are
mainly responsible for classification. Spurred by highlighting
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FIGURE 1. Sample images: (a) infected: The white boundary shows the
infected region. (b) Uninfected red blood cells.

advantage, Serra et al. developed [7] a method to transform
sketched images into real images. This method is in line with
our highlighting strategy, except that it emphasizes the output
layer instead of the input layer.

The current approaches to image classification and object
recognition requires the use of attention models [8]. The intu-
ition behind this can be best explained using human biological
systems. The human brain does not respond to an entire scene.
Instead, humans focus their attention selectively on parts of
the visual space to acquire information while ignoring other
irrelevant information [9], guiding future eye movements and
decision making. Minh proposed a model that uses recurrent
neural networks to extract useful information from an image
by adaptively selecting a sequence of regions and process-
ing only those regions [10]. The use of a self-attention-
based architecture, notably a transformer, has become the de
facto approach for natural language processing (NLP). Vision
transformers have attained excellent results when trained with
larger datasets (14-300 million images). However, transform-
ers lack some of the advantages of a convolutional neural
networks (CNN), such as translation equivariance and local-
ity, and therefore do not generalize well when trained on
insufficient numbers of data [11]. As a result, it is difficult
to apply an attention-based model to small-sized medical
datasets. Highlighting serves the same purpose as attention
models. Attention models, however, emphasize features in
the intermediate layers. Our proposed highlighting strategy
differs in the way important regions are highlighted at the
input rather than the intermediate layer. We propose a method
for guiding a neural network from an input by highlighting
the diseased region. By using the highlighting method, we are
able to use a light model with fewer parameters. Our model
has been tested in four different size modes, including Resnet
and Mobilnet. Resnets are one of the most efficient Neural
Network Architectures, as they help in maintaining a low
error rate much deeper in the network. Hence, proved to
perform really well where deep neural networks are required,
such as feature extraction, semantic segmentations, various
Generative Adversarial Network architectures. We demon-
strate the effectiveness of our approach in the deepest neural
networks. Mobilenet is a lightweight deep neural network
with fewer parameters than Resnet. Mobilenet represents the
deepest yet lightest model in our study. To summarize, our
contributions are as follows:
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1. This paper proposes a simple neural network training
strategy of highlighting motivated by humans high-
lighting important phrases when reading or writing.

2. In this paper, we demonstrate that the proposed method
significantly improved classification accuracy for our
four different sized models, ranging from simple to
complex including Resnet and Mobilenet. The high-
lighting method allows us to use light model of small
number of parameters.

3. This paper also demonstrates that the superiority of the
proposed strategy by providing analysis on the magni-
tude of weight parameters in terms of the regulariza-
tion.

Il. RELATED WORK

In this section, traditional machine learning methods and opti-
mization strategies for deep learning methods are reviewed.
In a traditional machine learning pipeline, the process of
malaria diagnosis involves four steps: image preprocess-
ing, cell segmentation, feature selection, and classification
of infected and non-infected cells. An image preprocessing
method improves the quality of blood smear images. There
are a variety of smothering filters, including median, geomet-
ric mean, and Gaussian filters that can be used to reduce noise
in microscopy images [12], [13]. In addition, a morphological
operator can also improve the cell contours, removing impuri-
ties and suppressing noise by covering holes in the cell [14].
Cell segmentation is the most significant step in traditional
automated malaria detection systems. In [15], the segmenta-
tion of RBCs from enhanced images is achieved using the
Otsu threshold. In malaria detectors such as in [16], a zach
thresholding is applied to microscopic images to segment
cells. In addition, various feature extraction methods have
also been used to extract features from cell images [17], [18].
Feature extraction methods selects the most relevant features
for a model to predict the target variable. Channel selec-
tion [19], [20] and feature extraction [21] are also important in
signal classification. Traditional malaria detection algorithms
have adopted a linear Euclidean distant classifier with a
Poisson distribution [22], a support vector machine and an
artificial neural network [23], and K-means clustering [24]
for classification. In contrast to traditional detection meth-
ods, deep learning (DL) tends to solve problems end-to-end,
bypassing a feature selection step. CNN models [25] can
recognize a pattern in microscopic images with a much higher
accuracy rate than other traditional approaches. Several meth-
ods have recently been introduced to enable a faster and more
stable training in deep learning [26], [27], [28]. In [29], the
authors proposed transfer learning for malaria disease classi-
fication. The use of novel data augmentation techniques [30]
and various CNN schemes have also been investigated for
disease diagnosis in blood smear images [31]. A number of
important considerations must be taken into account, includ-
ing enhancing model weight initialization by transfer learning
and utilizing dropout as a method of regularization in order
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to combat overfitting during model training [32], [33], [34].
There have been Regularization aims to enhance the training
of neural networks by stabilizing the distribution of the layer
inputs [35]. The use of traditional methods as guidance for
deep neural networks has not been sufficiently explored.
Thus, we propose a method for guiding a neural network from
an input by highlighting the diseased region through image
processing techniques.

The possibilities of using traditional methods as guidance
for deep neural networks have not been sufficiently explored.
In this paper, we present a highlighting approach as guidance
to the CNN. Therefore, we highlight the diseased region of
a malaria cell to guide a neural network, enabling a faster
training process.

IIl. PROPOSED HIGHLIGHTING STRATEGY

The main goal of our proposed approach is to guide the neural
network to classify malaria infected cells from healthy non-
Infected cells. Guiding neural network can improve the clas-
sification accuracy [35]. The proposed approach comprises
several stages: The proposed method consist of three parts:
Segment infected region, highlighting the region of interest,
and classification. The details of each stage are described in
the following subsections. Figure 2 shows the architecture of
the proposed system.

A. SEGMENT INFECTED REGIONS

The adaptive threshold is a segmentation method that helps us
to identify the areas of an image corresponding to specific dis-
eases in an easy to understand manner. To distinguish objects
from backgrounds, we use the difference in intensity between
object pixels and background pixels. A thresholding algo-
rithm segments an image according to a certain characteristic
of its pixels (for instance, intensity). Adaptive thresholding
algorithm determines pixel based threshold on a small region
around it. Different thresholds are applied to different regions
of the same image, which gives better results for images with
varied illumination. The dataset contained images of normal
RBCs and images of RBCs infected with malaria. Compared
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Algorithm 1 Highlighting Strategy

Input folder: A path to main folder of malaria dataset

Output: Highlighted image

For (image < input-folder) do
Grayscale_image <— change image to Grayscale
image
Masked image <« apply adaptive threshold on
Grayscale_image
Extracted_image < apply bitwise operation between
image and masked image
Ip, Iy, I; < split image
I’ < add scaler value to r channel to highlight the
selected area of masked image
Highlighted image < merge Iy, I; and I,’.

end

to an image of a healthy cell, an image of an infection displays
darker red anomaly regions, indicating the infection.

B. HIGHLIGHT INFECTED REGIONS

In this study, we propose simple highlighting technique tai-
lored to malaria disease classification. Following the extrac-
tion of the regions of interest, the masked images were used
to highlight the diseased area. Our goal was to increase the
intensity of the Red channel to highlight the diseased region.
H is scaler value and is computed from mean and standard
deviation of the dataset. First, we split the original image into
r, g, and b channels. We add a constraint in the R channel
to highlight the selected area based on the masked image,
as shown in Eq.1. A scale will first be multiplied by the
masked region, then it will be added to the R channel of
the image. A scalar value (S) is added to the red channel of
the image based on the masked area.

Ix (x,y) = Min(g (x,y) + S * M (x,y)), 255) (1)

where Iy (x, y) the highlighted pixel intensity of (x,y) on the
R channel, Ir(x, y) non-highlighted pixel intensity of (x,y) on
the R channel, S is highlighting scale, M(x,y) is segmentation
of infected pixels and Min() represent operator of taking
minimum.

We chose the r channel for adding the scale factor since
the malaria dataset has a red infected region. The scale factor
is determined by the mean and standard deviation. Following
completion of the above steps, we finally merge the b, g, and
r channels (Figure 4). Algorithm 1 shows the entire process
for the highlighting steps.
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FIGURE 4. Example of infected cell images. First row: Infected images, Second row: extracted diseased area and third row:

highlighted image.
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FIGURE 5. Layers of Model-S.

C. CLASSIFICATION

Large deep neural networks have achieved remarkable suc-
cess with a good performance, particularly in real-world sce-
narios with large-scale data and extremely complex models.
However, medical datasets contain relatively small numbers
of data. Moreover, the deployment of deep models in mobile
devices and embedded systems is a significant challenge
because of the limited computational capacity and memory
of such devices. In this study, we guided the neural network
by highlighting the regions of interest. Thus, we were able
to achieve our goal using a shallow network. Categorical
cross-entropy was used as a loss function for our model.

In this study, we developed and employed four different
size models to demonstrate the effectiveness of our highlight-
ing strategy.

1. Small Model of few parameters

2. Medium Model of moderate number of parameters.

3. Resnet of huge number of parameters

4. Mobilnet of light model

1) SMALL MODEL: MODEL-S

The CNN model consists of two components: feature extrac-
tion and classification. Feature extraction is performed by the
convolution layer, while Classification is performed by fully
connected layers. The network consists of only one convolu-
tional layer for feature representation and two dense layers
(Figure 5). The final dense layers serve as the classification
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TABLE 1. The weights and parameter of the Model-S.

layer Output Size  Parameters

Input 3*150*150

Conv(cout=3,k=7,s=a) 3*144*144 444

Maxpool(k=2) 3#72%72

Dense layer(15552—64 64 995392
Dense layer(64—2) ) 130
Total 995966

layers. Categorical cross-entropy was used as a loss func-
tion for our model. Our model was trained using various
hyperparameters, i.e., a batch size of 20, a learning rate of
0.001, 25 epochs, an ADAM optimizer, and categorical cross-
entropy loss.

The small model has three filters in the convolution layer.
After the conv layer, there is a maxpooling layer followed by
two final dense layers as shown in Table 1.

2) MEDIUM MODEL: MODEL-M

Model-M has deeper convolution and maxpooling layers
than Model-S, resulting in a higher number of parameters.
Model-M is composed of three convolutional layers and three
maxpooling layers (Figure 6). Our model was trained using
various hyperparameters, i.e., a batch size of 20, a learning
rate of 0.001, 25 epochs, an ADAM optimizer, and categorical
cross-entropy loss.

The medium model has 64 filters in conv layer, which is
significantly higher than small model. Two dense layers are
added final maxpool layer in which the final dense layer is
used as classification layer. Model-M is slightly more com-
plex than Model-S, but it is lighter when compared against
both Resnet and Mobilenet(as shown in Table 2).
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TABLE 2. Weight and parameters of the Mode-M.

layer Output Size Parameters
Input 3*150*150
Conv(cout=64,k=3,s=1) 3*144*144 1792
Maxpool(k=2) 3*72%72
Conv(cout=64.k=3,s=1) 3*%144*144 36,928
Maxpool(k=2) 3#72%72
Conv(cout=64,k=3,s=1) 3*144*144 36,928
Maxpool(k=2) 3¥72%72

Dense layer(18496—64 64 1,183,808
Dense layer(64—2) 2 130

Total 1,259,586

| Convolution Layer |

| Maxpooling |

| Convolution Layer |

| Maxpooling |

| Convolution Layer |

Maxpooling

| |
| Dense layer |
| |

Dense layer

FIGURE 6. Layers of Model-M.

3) DEEP MODEL: RESNET

In our study, we chose Resnet [37] to represent the deep-
est network. There are several variations of Resnet that are
based on the same concept, but have varying numbers of
layers. We have used Resnet-50 which is a convolutional
neural network that has 50 layers. Images in the medical
domain have different structure than those in the normal
image domain. Thus, the entire model is trained with the
newly added classifier. Resnet was trained using a batch size
of 20, a learning rate of 0.0001, 25 epochs, and RMSprop
optimizer, and categorical cross-entropy loss.

4) LIGHT MODEL: MOBILENET

Mobilenet [38] represents the deepest yet lightest model in
our study. Mobilenet-v2 is a convolutional neural network
that is 53 layers deep. The Mobilenet v2 architecture is based
on an inverted residual structure where the input and output
of the residual block are thin bottleneck layers opposite to
traditional residual models, which use expanded representa-
tions in the input. Mobilenet v2 uses lightweight depthwise
convolutions to filter features in the intermediate expansion
layer.

IV. EXPERIMENTS, RESULTS, AND DISCUSSION
In this section, we provide the results of an experiment con-
ducted to validate the proposed method. Our study involves
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FIGURE 7. Shows process of segmentation. H; = ¢ — o = 35, (b).
Hy, = 1 =113, and (c). Hy = p + 0 = 180.

classifying microscopic images of smeared thin blood that
had already been verified by trained microscopists as infected
or uninfected by malaria. We divided our experiments into
three parts. To begin with, we experimented on how to choose
scale factor, then we demonstrated the speed of conver-
gence in loss slope, followed by the magnitude of weight,
and finally compared accuracy with different models. This
research used 19000 images. We evaluated the predictive
models through a five-fold cross-validation over five different
test sets. We evaluated the predictive models through a five
fold cross validation over five different test sets. The training
data were randomly partitioned into five equal sized subsets,
with one subset used for validation testing, and the remaining
four subsets used for training. The cross validation process
was then repeated five times for the proposed model, with
each of the five subsets used exactly once as the validation
data. The results of the validations were averaged to produce
a single score.

A. DATASET

In this paper, we propose a guided model for malaria parasite
detection that achieves a higher accuracy. Malaria is a fatal
disease caused by Plasmodium parasites that infect red blood
cells (RBC). Our experiment was conducted on images of
parasitized (infected) and uninfected RBCs from the NIH
Malaria dataset [39], which were collected from 201 patients
and is classified into two groups, malaria-infected and unin-
fected, for which there are equal numbers of instances in each
cell. Cells with P. falciparum were placed on a conventional
light microscope at Chittagong Medical College Hospital,
Bangladesh, and photographed using a smartphone.

B. SCALE FACTOR FOR HIGHLIGHTING

Our primary objective with the proposed system is to
guide neural networks by highlighting the diseased regions.
To highlight the diseased areas, we must add a scaler factor
(H) to the diseased region. We experimented on proposed
approach 3 times by varying the scaler factor. We selected the
scaler factor (H) based on the mean and standard deviation
of the dataset. © = 113 and 0 = 78. We experimented on
three values. The highest accuracy was obtained in H3. These
values are added to the diseased area to highlight the region
of interest. Figure 7 shows the highlighted image with respect
to scaling.
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TABLE 3. Training accuracy and test accuracy in Model-S with different
scale factor.

Highlighting scale Training Test
Accuracy% Accuracy%
Model-S with H=180 98.6+0.5 97.21+£0.3
Model-S with H=130 98.0+ 0.6 96..49+ 0.5
Model-S with H=35 96.7£0.6 94.88+ 0.9
Model-S w/o Highlighting ~ 96.3+0.8 94.49+ 1.1
TABLE 4. Comparison of model.

Model-S ~ Model-M  Mobilenet Resnet
Total Parameter 995,966 3,504,872 3,504,872 25,608,258
Parameter size 3.8 4.88 13.37 97.69
(MB)
Estimated Total ~ 4.53 18.85 20.96 177.85
Size(MB)

We highlighted or marked the diseased regions on the
cells. By doing so, we made the problem easier and the
network is guided to focus on the most significant regions
of the image for classification. Then, with each approach,
we trained our network. First, the accuracy of each high-
lighted dataset with a different scale factor is compared.
The highest accuracy was obtained in H3 (Figure 8). For
the rest of the experiment, we will use H3 for our pro-
posed approach unless stated otherwise. We compared our
results with baseline in order to validate our method. The
test accuracy of the proposed approach was 97.21%, which
was significantly higher than that of the baseline(Model-
s w/o Highlighting) 94.8% (Table 3). We demonstrated
the importance of our model by comparing it with base-
line. In all aspects, our proposed approach outperforms the
baseline.
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TABLE 5. Accuracy of the model-S, model-M, mobilenet and Resnet.

Highlighting ~ Model-S Model- M Mobilenet Resnet
% % % %
With 97.21+0.3 97.56+ 0.4 97.9+0.32 98.07+ 0.8
W/O 94.49+ 1.1 95.8+ 0.6 97.1+£0.5 97.4+ 0.6
TABLE 6. Precision, Recall and F1 score of the Model-S.

Highlighting scale Precision% Recall% F1
measure%

Model-s with H=180 99.53+£ 0.2 94.90+ 0.3 97.0+ 0.2

Model-s with H=130 98.8+ 0.4 93.60+ 0.5 96.1+0.25

Model-s with H=35 96.02+0.6 93.51+£0.5 94.7+0.4
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FIGURE 9. Confusion matrix.

C. ACCURACY WITH DIFFERENT MODEL

The accuracy and parameter values of our 4 models were
compared. The Model-S has the smallest parameter and
depth. The Model-M is more complex than Model-S. The
weight values for models is described below. We have used
Resnet to represent complex models, while Mobilenet is used
to represent complex light models. The Model-S has the
smallest parameter while Resnet model have largest parame-
ter (as shown in Table 4).

The weight values for models is described below. To show
efficiency of our proposed approach, we show compar-
ison test accuracy over the complex models as well.
We obtained 97.21% using the proposed method, outperform-
ing models-s without highlighting at 94.49% and models-
m without highlighting at 95.8%. Additionally, the pro-
posed approach with Resnet and Mobilenet models outper-
formed the respective baseline model (as shown in Table 5).
With all models representing different parameters and
depths.

D. PRECISION, RECALL AND F1 SCORE

We further evaluated the proposed approach by computing
the recall, precision, and F1 scores. Precision refers to the
proportion of positive predictions that were actually correct
(true positives). Recall measures how many positive cases
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were correctly predicted by a classifier, compared to all
positive cases in the data. F1-Score combines precision and
recalculation into one measure. For Model-S, optimal results
were achieved by using scale factor 180 and F1 measure rate
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of 97, recall rate of 94.9%, precision rate of 99.21%, while
the lowest was achieved in Model-S with scale factor of h-
35, F1 score of 96.02%, precision rate of 93.5%, and recall
rate of 94.7% (Table 6).
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E. CONFUSION MATRIX

The confusion matrix result for the proposed system in
Model-S is demonstrated in figure 9. A predicted class can
be either infected or uninfected. Out of 3780 predictions,
the classifier correctly predicted “infected”” 1822 times and
“uninfected” 1882 times.in reality, 1890 cells are “infected”
and 1890 cells are “uninfected”.

F. LOSS CONVERGENCE

To investigate the effect of the highlighting in the model,
we report the loss behavior for different scenarios. The loss
by highlighting approach, in overall, is better than the one
obtained by baseline. The highlighted approach achieved
the lowest loss and reached convergence much faster than
the baseline. Loss graphs of the proposed and conventional
approaches are shown in Figure 10. We can observe that the
slope of the proposed approach is steeper than that of the
baseline.

To further proof of our idea, we add our strategy to complex
model, Resnet and Mobilenet. Loss difference between the
proposed approach (highlighted images) and baseline (non-
highlighted image) is clearly visible in Model-M and Model-
S. We demonstrate that highlighting approach reaches conver-
gence faster and have steeper slope. The proposed approach
still results in lower losses for Resnet and Mobilenet. Given
how powerful these models are, it is reasonable to expect
that baseline can also achieve comparable performance with
the proposed approach. Overall, we found that our proposed
strategy can speed up training and reach convergence faster.

G. MAGNITUDE OF WEIGHT COMPARISION
Representative regularization techniques are the weight
decay [34] and dropout [40]. Adding all the parameters
(weights) to the loss function would be one way to penalize
complexity. This process of regularization is often referred
to as weight decay because it reduces the weights. Our high-
lighting approach also reduces weights. Therefore, it can be
considered a regulation approach. The goal of regularizations
is to avoid overfitting by penalizing weights in order to fit
the function appropriately. The baseline weight norm grows
more steadily than the proposed approach, resulting in a
larger weight. Regularization encourages the weight values
to decrease. Our highlighting method reduces the weight
parameter, which can be regarded as regularization. We can
state that the proposed approach is superior to the baseline
and generalizes well. Figure 11 Shows the norm of weight of
Mobilenet and Resnet.

V. CONCLUSION
In this work, we present a new training strategy based on high-
lighting infected regions to improve classification accuracy.
The advantage of the proposed method is verified on NIH
malaria dataset.

To show the efficiency of proposed approach, we have
tested our approach on four different sized models, ranging
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from simple to complex models (Resnet). The result showed
that the classification accuracy of proposed method is higher
than baseline, especially with the smaller model (Model-S),
obtaining 97.21% compared to the baseline of 94.49%. More-
over, our approach consistently outperformed the baseline
independent of the model size. We further showed superiority
of the proposed approach by analyzing weight parameters in
terms of the regularization. The proposed approach reduces
the weight and improves generalization. The limitation of
the proposed approach is that it is customized specifically
for these malaria datasets. In the future, we plan to develop
a novel method for automatically highlighting a region of
interest in complex images, or any images in general and
also expand the study to include application of detection,
segmentation and scene analysis by highlighting the detection
area.
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