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ABSTRACT Anomaly detection (AD) is a challenging problem in computer vision. Particularly in the field
of medical imaging, AD poses even more challenges due to a number of reasons, including insufficient
availability of ground truth (annotated) data. In recent years, AD models based on generative adversarial net-
works (GANs) have made significant progress. However, their effectiveness in biomedical imaging remains
underexplored. In this paper, we present an overview of using GANs for AD, as well as an investigation
of state-of-the-art GAN-based AD methods for biomedical imaging and the challenges encountered in
detail. We have also specifically investigated the advantages and limitations of AD methods on medical
image datasets, conducting experiments using 3 AD methods on 7 medical imaging datasets from different
modalities and organs/tissues. Given the highly different findings achieved across these experiments, we
further analyzed the results from both data-centric and model-centric points of view. The results showed
that none of the methods had a reliable performance for detecting abnormalities in medical images. Factors
such as the number of training samples, the subtlety of the anomaly, and the dispersion of the anomaly in
the images are among the phenomena that highly impact the performance of the AD models. The obtained
results were highly variable (AUC: 0.475-0.991; Sensitivity: 0.17-0.98; Specificity: 0.14-0.97). In addition,
we provide recommendations for the deployment of AD models in medical imaging and foresee important
research directions.

INDEX TERMS Anomaly detection, artificial intelligence, machine learning, deep learning, unsupervised
anomaly detection, generative adversarial networks, medical imaging, biomedical image processing.

I. INTRODUCTION or previously unidentified aspects in the captured context [2].
The primary aim of anomaly detection (AD) is to identify data In medical imaging, AD where the aim, in general, is to find
samples that do not fit the overall data distribution (out-of- structural and functional abnormalities in exposed organs and
distribution samples) [1]. Anomalies can occur for a variety tissues, challenges rise due to the fact that gathering annota-
of causes, including noise in the data capture method, or new tions (labels) is frequently time-consuming, expensive, and
frequently impossible without a confident ground truth [3].

The associate editor coordinating the review of this manuscript and As aresult, unsupervised and semi-supervised methods have
approving it for publication was Sudipta Roy . received a great deal of attention in recent years in medical
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imaging. Generative adversarial networks (GANs) [4] as a
recent branch of unsupervised learning methods can learn to
model the distribution of highly complex medical imaging
data. Hence, ideally, these methods do not suffer severely
from imbalanced datasets, which is a well-known barrier
in the field of medical imaging [5]. These characteristics
made GANSs to be an established solution for developing AD
methods in medical imaging applications.

GAN-based AD has become one of the most popular
unsupervised AD methods [6]. The main capability of GANs
is the ability to learn the distribution of a dataset in order
to generate new samples based on the learnt distribution of
the original dataset to be hard to tell from the real data by
the discriminator. However, the role of the discriminator as
well as structural changes in GAN architectures for detecting
anomalies is more prominent than the generator. Many works
have developed GAN-based AD [7] on medical images and
natural datasets.

Although recent unsupervised AD methods, especially
GAN-based AD, have partly succeeded and reported promis-
ing results, deciding whether these methods are reliable on
medical images with different abnormalities, pathologies,
modalities, and resolutions is very difficult and challenging.
On the other hand, it is difficult to compare the perfor-
mance of these methods in detecting various abnormalities
in medical images and choosing the best method. This is
because most of these methods have been tested on natu-
ral datasets or some kind of medical imaging with specific
pathology, modality, and resolution. This study is an attempt
to show and compare the performance of recent unsuper-
vised AD, especially GAN-based AD for medical image
datasets.

Therefore, we present a comparison of three unsupervised
ADs for 7 different medical image datasets. The datasets
differ in terms of the number of samples, the type of abnor-
mality and pathology, and the imaging modality. Also, the
models differ in architectural complexity and loss functions.
Therefore, it is possible to provide insights into the impact
of different factors in terms of model-centric and data-centric
issues and to highlight the main challenges in using them in
medical imaging.

The remaining sections of the paper are organized as fol-
lows: in section II, we briefly explain the whole concept
behind the AD task and its approaches. Then, in section III
we go into details of GANs and more specifically the state-
of-the-art GAN-based AD methods, and address the strengths
and challenges they face. In section IV, we explain the
methodology of our experiments containing datasets, models,
and settings. Afterward, in section V, we show the findings
from our experiments where we examined the performance
of three different DL-based AD methods on 7 medical image
datasets and discuss the results. Finally, in section VI, based
on the merits and shortcomings of these methods, we then
provide some recommendations for enhancing GAN-based
AD on medical imaging data.

VOLUME 11, 2023

Il. ANOMALY DETECTION

For decades, discovering data outliers (i.e., anomalies, nov-
elties, out-of-distribution data) has been an active research
area attracting scientists in statistics and data mining [1], [8].
This mainly owes both to the challenges in the AD process as
well as the valuable insights and information achievable from
anomalies in datasets [9].

Technically speaking, anomalies are data points that do not
fit in the distribution of the majority of the dataset that are
known to be normal [9]. Also, anomalous data samples are
usually rare and unknown, making it difficult to fit into the
definition of normal data samples. That is to say, it is assumed
that normal samples all follow roughly the same distribution,
while anomalous samples come from different distributions.
This assumption may not necessarily be accurate for many
datasets such as medical images. In medical imaging, given
the large variety of normal instances, discovering abnormal
data is indeed a challenging task. More specifically, an AD
model suffers from both cases of a high number of false posi-
tive samples which results in low sensitivity of the model, and
also a high number of false positive samples, which leads to
lower specificity of the model. But despite all the challenges,
having a model to be able to detect anomalies/novelties in
medical images can play a significant role in providing a
decision support system for the diagnosis of unknown or rare
diseases [10].

Traditional AD such as Support Vector Data Description
(SVDD) [11] and One-Class Support Vector Machines (OC-
SVM) [12] are conventional unsupervised methods. These
methods try to find a hyperplane including normal training
samples to find rich normal features [13]. However, their
performance is reported to be degraded on complex high
dimensional datasets [14]. In order to reduce data dimen-
sionality, one approach is selecting features based on expert
opinion, while it is not necessarily the most optimal approach
[15], another approach is through applying various feature
selection and extraction techniques such as deep auto-encoder
networks, principal component analysis (PCA) [16] and mul-
tidimensional scaling (MDS) [17].

Deep learning (DL)-based AD methods can be used in
an end-to-end fashion, to learn more discriminative fea-
ture representations during training, from the normal input
images without any prior knowledge imposed by human
experts. Because of these fundamental properties, DL-based
AD approaches are more generalizable and robust [15]
particularly, in datasets with high dimensionality like med-
ical images, where the manually designed feature engineer-
ing pipelines is highly time-consuming, labor-intensive, and
inadequate.

In medical imaging, Image Biomarkers (IBs) are identified
as statistical subclinical or clinical characteristics that can be
derived from one or more modalities such as magnetic res-
onance imaging (MRI), computed tomography (CT), X-ray,
ultrasound, positron emission tomography (PET), and sin-
gle photon emission computed tomography (SPECT) [18].
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The process of identifying, validating, and defining a well-
defined subset of IBs requires rigorous statistical and clini-
cal studies [19]. Despite the high potential of using IBs as
abnormality indicators, only some of them have been adopted
in clinical decision making. To mitigate this drawback in
using hand-crafted image biomarkers, deep AD strategies can
alleviate the limitations by automating this process.

The most popular deep AD approach relies on learning
the distribution of normal images and extracting latent rep-
resentations from them to be able to reconstruct normal
images well [20]. Methods such as autoencoders (AEs) [21],
[22], variational autoencoders (VAEs) [23], [24], [25], and
GANSs [26], [27], [28] are widely used to reconstruct normal
images only. Therefore, anomalous images are expected not
to be reconstructed well. Hence, the reconstructed error can
be considered as the anomaly score [29], also information
from latent space [30], [31] and discriminator [32] can help
to better detect anomalous samples.

Although reconstruction-based AD methods are widely
used and intuitive as well, they can be plagued with chal-
lenges such as computational cost for image reconstruction,
mode collapse, non-convergence, and instability [33].

A recent approach, instead of learning representations of
normal images from scratch, applies the representational
power of pre-trained deep networks to learn the distribu-
tion of normal images [34]. Methods such as SPADE [35],
PaDiM [36], Multi-KD [37], and PatchCore [38] use Ima-
geNet [39] pre-trained features to extract meaningful repre-
sentations describing an image or a patch image. The learned
representations of normal images carry the different abstrac-
tion levels of information that capture from various inter-
mediate layers [36], [40]. Therefore, the extracted feature
representations of anomalous images are expected to result
in a significant discrepancy with representations of normal
images.

Ill. OVERVIEW OF GAN-BASED ANOMALY DETECTION
Generative modeling is an unsupervised ML-based process
that automatically discovers and learns the inherent pat-
terns in the source dataset to generate new samples that
acceptably seem to come from the same (source/input)
dataset [41]. GANs are essentially a branch of generative
modeling approaches implemented based on deep neural net-
works or convolutional neural networks. A GAN model [4]
reformulates the training process of a generative model as a
supervised learning task using two sub-modules: a generator
network “@” and a discriminator network “9”. The gener-
ator module generates new samples while the discriminator
module attempts to classify the generated samples as Real
(coming from the source data domain) or Fake (generated
samples) (Fig. 1).

During training a GAN model, these two modules
are trained together in form of an adversarial zero-sum
game [42]. That is, in a competitive scenario, the generator
network competes against its adversary, the discriminator
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FIGURE 1. Generative adversarial network (GAN) architecture; It consists
of two sub-modules - a generator network G and a discriminator network
D - that are simultaneously trained. Using a latent vector as input the
generator tries to produce realistic images. These, along with real images
are then fed to the discriminator. The discriminator tries to differentiate
between real and fake and outputs a probability for the image being real.
Then both of them adapt their parameters to improve the generation and
discrimination processes.

Uk

network. The generator network constantly produces fake
samples, while its rival, the discriminator network, tries to
differentiate between these generated samples and the sam-
ples that come from the training dataset [43].

The ultimate goal of a GAN is to generate new (Fake)
samples from the observed data that are indistinguishable
by the discriminator network from the real ones that are
coming directly from the input dataset. During the training
of a GAN, the generator network G learns in form of a latent
vector, a projection of the real data distribution into a latent
space. Then after the training is successfully done, it uses this
learnt latent vector in order to generate new images with a
similar distribution of the input dataset. In addition, during
the training, generator network G constantly receives signals
from discriminator 9 based on whether the generated samples
are close enough to the samples from the source dataset, and
updates its parameters. As such, the learnt latent vector is
known as a compression of the observed input data during
training in a way that these projected points in the latent space
can be used by the generator module in order to produce
new samples close enough to the distribution of the input
samples [44].

Therefore, GANs can capture the high-level concept of
the majority of the given input dataset, particularly in com-
plex datasets. Assuming that the majority of the input data
correspond to the Normal samples, it is expected that the
normal instances can be generated better than abnormal ones
by a well-trained generator. This property of the generator
and discriminator modules in GAN can be used to detect
abnormal instances in a dataset. This is normally done by
measuring an anomaly score [28]. By now, many GAN-based
AD approaches are widely used in different areas such as
industry, infrastructure, medicine, and other areas [45].

GANSs in general are designed to generate realistic-looking
synthetic data, regardless of being normal or anomalous.
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As such, the challenge here is to find a way to employ GANs
directly to AD. As mentioned earlier, latent space in the
generator module of a trained GAN contains a high-level
conceptual representation of the training data it is trained
on. However, the main challenge in applying GAN on an
AD task is to find the optimal latent space for the sample
test image during the inferencing. This is mainly because
conventional GAN architectures do not have mechanisms for
inverse mapping from the image space to the latent space.
Radford et al. [46] showed that there is a strong correlation
between the latent space and the image space. In other words,
the differences between normal and abnormal images are
among the high-level properties of the data transferred to
the latent space [28]. As such, there is a surge of efforts in
addressing the inverse mapping from the image space to the
latent space [47].

One of the first attempts at implementing GAN-based AD
on medical images was AnoGAN [48]. In this work, they
applied a Deep Convolutional Generative Adversarial Net-
work (DCGAN) [46] along with a feature matching mech-
anism [49] to address the GANSs’ instability in AD. They
applied AnoGAN on optical coherence tomography (OCT)
image patches of healthy retinas. After the training, by solv-
ing an optimization problem, AnoGAN finds the optimal
latent space and reconstructs the target image accordingly.
They defined an anomaly score, consisting of the discrimina-
tor loss (Adversarial loss) and pixel-wise reconstruction loss
(Contextual loss), in order to measure both the low dimen-
sional and high dimensional dissimilarities between the gen-
erated image and the given input image. ADGAN [50] utilizes
a Wasserstein GAN (WGAN) [51] to stabilize the training of
the AD model. After the training phase, the anomaly score
is calculated using the mean reconstruction loss of k latent
points that are mapped to the image space while simultane-
ously adapting the generator parameters. As discussed earlier,
here again the authors mentioned the tedious inverse mapping
mechanism as the main challenge.

Many studies have tried to optimize the inverse mapping
process by modifying the GAN’s architecture and adding an
auxiliary sub-module to simultaneously learn reverse map-
ping. Efficient-GAN [52] has been proposed to alleviate the
computational complexity of the inference. It utilizes a vanilla
GAN upon a bi-directional architecture proposed in [53],
[54], which incorporated an encoder branch in order to do
inferencing. The encoder alongside a generator and a discrim-
inator simultaneously learns to infer underlying latent space.
In the proposed approach, the discriminator separates two
joint distributions; the given sample and the corresponding
latent space (the output of the encoder) versus the original
latent space and its generated synthetic sample (the output
of the generator). In a follow-up study, ALAD [55] tried to
improve the previous works, by incorporating two more dis-
criminators by employing an architecture called ALICE [56].
They achieved more stable training and more accurate image
reconstructions.

VOLUME 11, 2023

GANomaly [31] is developed to learn both image and
latent representations jointly. The proposed model consists
of an adversarial auto-encoder (Encoder-Decoder) as a gen-
erator to learn real image representations, followed by an
encoder to learn the latent space representations, and a
discriminator sub-module to classify fake and real images.
GANomaly is based on a DCGAN architecture and feature
matching to solve the problem of learning instability. The
model is trained based on three different losses; an adversar-
ial loss, a contextual loss, and an encoder loss to generate
realistic looking images and optimize the encoding process.
Here the anomaly score is defined based on the encoder
loss. f-AnoGAN [32] is another proposed GAN-based AD
model that uses a WGAN to capture more smooth represen-
tations, by employing an encoder for inverse mapping which
is trained using the generator and the discriminator after the
training phase was done.

Although employing additional networks like encoders or
decoders for GANs may lead to a more efficient reconstruc-
tion of images, this may pose challenges including the need
of training more networks and consequently having more
parameters to be learned, hence, the well-known issues such
as overfitting, or data memorizing problems [47].

GAN has proven to be effective as an unsupervised
anomaly detection technique. It has overcome various
challenges, such as a lack of adequately labeled datasets,
unbalanced datasets, and a lack of anomalous data. These
limitations are especially difficult to overcome in the field
of medical imaging. However, the success rate of GAN-
based AD approaches on medical images still needs to
be investigated. To this end, in the next section, we con-
ducted a number of experiments on using GAN-based AD
approaches for anomaly detection on various publicly avail-
able medical imaging datasets in order to further investigate
their power and address their challenges in medical imaging
anomaly detection. More specifically, we applied 3 different
GAN-based AD approaches on 7 public imaging datasets,
namely a head hemorrhage CT images dataset, two different
brain tumor MRI images datasets, a mammographic images
dataset, a retinal OCT Images dataset, and a blood cancer
images dataset.

IV. METHODS

In this section, we present the detail of our experiments on
comparing three DL-based AD methods on seven publicly
available medical image datasets. We investigated the per-
formance of these three models from two main perspectives:
model-centric and data-centric points of view. These seven
datasets are picked each with different characteristics in order
to have a fair comparison between the methods. The target
datasets differ in terms of the number of samples, the image
sizes, the interested organ or tissue, disease type, modality
type, and the characteristics of the abnormality to be detected.
On the other hand, three state-of-the-art AD models are
picked for the purpose of comparison, each with different
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FIGURE 2. Examples of augmented images in the Br35H-MRI dataset [59].

structural and conceptual characteristics. In providing these
comparisons, our goal was to highlight the challenges that
AD approaches could face in the medical imaging area, from
different points of view.

A. DATASETS

For this work, we gathered 7 medical imaging datasets from
different modalities and focused on different organs/tissues.
These datasets and their specifications are briefly described
as follows:

1) HEAD HEMORRHAGE CT IMAGES (HEAD-CT)

This dataset [57] consists of 100 normal head CT single 2d
slices together with 100 2d CT image slices each with a
visible hemorrhage in the brain area. Each 2d slice belongs
to a different patient. The hemorrhage abnormality is visually
observable in each of the 100 slices. These images come in a
range of dimensions and pixel sizes.

2) BRAIN TUMOR MRI IMAGES

This dataset [58] consists of 98 normal brain MRI images
along with 155 images with brain tumors. These tumors are
from a variety of sizes and locations. However, regardless of
their variable size and distributed locations, they are visually
observable. These images have a diverse range of spatial
dimensions.

3) BRAIN TUMOR MRI IMAGES (BR35H-MRI)

Similar to the aforementioned dataset, these data [59]
are a collection of 1500 normal brain MRI images and
1500 images that contain tumors. Again, the dataset contains
variable-sized images with abnormal images that are visually
detectable. The advantage of this data set compared to the
previous one is the higher number of samples while being
balanced in terms of normal or anomalous samples. However,
it should be noted that the higher number of samples in this
dataset is partly due to the use of data augmentation methods
such as flipping vertically and horizontally and changing
contrast (Fig. 2).

4) MAMMOGRAPHIC IMAGE ANALYSIS SOCIETY
(MIAS-MAMMO) & MIAS-PATCHES-MAMMO

This collection [60] is composed of mammographic images
divided into three classes normal, benign, and malignant.
So, in order to formulate the dataset for AD, we considered
both benign and malignant classes as abnormal, while the
rest are remained as normal classes, resulting in 207 normal
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images and 115 abnormal images with dimensions 1024 x
1024. The abnormalities in the images are relatively subtle,
making this dataset different from the above-mentioned in
terms of visual observability. To form the MIAS-PATCHES-
MAMMO dataset, a part of the original image with 120 x
120 dimensions as an image patch was extracted per each
sample from the MIAS-Mammo dataset based on the given
coordinates of the region of interest. That is 207 patches of
normal images and 117 patches of abnormal samples.

5) RETINAL OCT IMAGES

This dataset [61] consists of four classes of images being
normal, Choroidal neovascularization (CNV), Diabetic mac-
ular edema (DME), and Drusen. There are 26315 normal
images for training and 242 images for testing per class. The
dataset contains images with a variety of dimensions. The
abnormalities range from those with subtle appearances to
ones that are visually recognizable.

6) BLOOD CANCER DATASET (C-NMC-LEUKEMIA)

This dataset [62] consists of 3389 normal cell images for
training and 648 normal cell images and 1219 images
with Acute lymphoblastic leukemia (ALL) for testing. The
images’ dimensions are 450 x 450. Anomalous cells in the
images are hard to distinguish visually. Characteristics of all
these seven publicly available datasets are summarized in
TABLE 1.

B. MODELS

We trained three unsupervised AD methods on the seven
medical image datasets mentioned in the previous section.
These AD methods were trained solely on normal samples
and then validated on a portion of the data containing both
normal and anomalous samples. TABLE 2 outlines the main
characteristics of the AD methods used in this study. Also,
Fig. 3, Fig.4, and Fig.5 show the architecture of the models.
These AD models are detailed as follows:

1) F-ANOGAN

f-AnoGAN [32] is a GAN-based AD model. At first,
f-AnoGAN trains a generator G and a discriminator D same
as the ones employed in WGAN, to capture a more smooth
representation of the input samples. Then, in the second
phase, an encoder E is trained by the trained G and D to map
the images to the latent space, then reconstruct them (Fig.3).
For this purpose, in the GAN training phase, the objective
function is the adversarial loss based on feature matching
(Lady—fm) which are defined as:

Ladv—n = IIf (¥) = f(G (E@)I*,

where f (x) shows the output of an intermediate layer of D
for input x that leads to fooling D with generated images, and
in the encoder training phase, the objective function is the
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TABLE 1. The characteristics of the medical image datasets.

Dataset Image size Number Numb.er of normal Numbe‘r of abnormal Modality
of classes images images
Different image Normal: 100 .
Head-CT [57] sizes 2 Train: 80, Test: 20 Hemorrhage: 100 CT
. Different image Normal: 98 .
Brain Tumor MRI [58] sizes 2 Train: 80, Test: 18 Tumor: 155 MRI
Different image Normal: 1500 .
Br35H-MRI [59] sizes 2 Train: 1200, Test: 300 Tumor: 1500 MRI
Normal: 207 Abnormal: 115
MIAS-Mammo [60] 10241024 3 Train: 167, Test: 40 Benign: 64, Malignant: 52 Mammography
Normal: 207 .
MIAS-Patches-Mammo [60] 120x120 3 Train: 167, Test: 40 Abnormal: 117 Mammography
. . N CNV: 242
Retinal OCT Images [61] Different image 4 Train: 26315 DME: 242 oCT
sizes Test: 242
Drusen:242
. Train: 3389 . .
C-NMC-Leukemia [62] 450%450 2 : ALL: 1219 Microscopic images
Test: 648
izi encoder training
- . I > L, G(E(x)) izig only
EncoderE G D
G(z X '
@) Real
image x K
D(x, x)
A) GAN training B) Encoder training
FIGURE 3. The architecture of f-AnoGAN [32].
combination of Lgy—f» and image reconstruction loss (Li;)
1 2
Li;i = - lx — GE ) .. . -
Lene = Lizi + kLadvffm-
The anomaly score is then measured based on the combina-
1) ' ]
tion of Lygy—fm and Li;; losses. X GE(X) z Gp (Z) X E(X ) Z
2) GANOMALY
Similar to f-~AnoGAN, GANomaly [31] model is also a GAN-
based AD. During the training phase, the model learns the
distribution of both normal images and their correspond-
ing latent spaces jointly through an encoder-decoder-encoder D(X, X')

architecture (Fig. 4). To achieve this, an adversarial auto-
encoder as a generator Gg and Gp, followed by an encoder
E, and a discriminator D are trained simultaneously. Through
the encoder and decoder networks, the generator learns the
representation of the input data, z = Gg(x), and reconstructs
the input image, x' = Gp(z). The second sub-network is the
encoder network that compresses the reconstructed image,
7 = E(x") from the previous step. Contrary to other auto-
encoder-based methods, where the bottleneck features are
used to reduce the latent vectors, this sub-network expressly

VOLUME 11, 2023

FIGURE 4. The architecture of GANomali [31].

learns to minimize the distance which later is used to do
AD during the test time. The last sub-module — the discrim-
inator network — aims to categorize the input sample and
the corresponding reconstructed one as real or fake D(x, x'),
respectively. The objective function in this process is the com-
bination of three loss functions; adversarial loss (Lagy—fin),
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contextual loss (Lco,), and encoder loss (L.,.) which are
defined as:

Ladv—fm = “f () _f(G (x))||2 s

where f (x) shows the output of an intermediate layer of D
for input x that leads to fooling D with generated images.

Leon = llx =G @)y,

that shows the distance between the input x and its recon-
structed image x’ in the image space, and

Lene = |GE (x) — E(G (X)]l2,

that shows the distance between the input x and its recon-
structed image x’ in the feature space.

As assumed that the generator is trained to encode fea-
tures of the generated image for normal samples. Therefore,
the generator minimizes Lepe, SO Leye 1S considered as the
anomaly score.

3) MULTI-KD

Multi-KD [37] utilizes a knowledge distillation technique
to detect anomalous data by transferring the intermediate
knowledge of a pre-trained VGG-16 as a source network S
to a smaller network as a cloner C (Fig. 5). S is pre-trained
on the ImageNet dataset, and C is similar to S’s structure but
smaller. C is trained to learn the knowledge of the S model on
the normal samples at pixel and semantic levels from different
critical intermediate layers CP. The notion of knowledge is
defined as the value and direction of all activation values that
transfer from selected layers of S to C. Therefore, based on
this definition, two loss functions L, and L ;, are defined as:

Nep 1 Ni CP; CP; 2
Liat = 2y 3 Dy (@70 = a7 G
where N; represents the number of neurons in layer CP;,
a®Pi(j) is the value of the j-th activation of layer CP;, and Ncp
shows the number of critical layers.

CP; T CP;
vec | ag .vec |ac

(a™) [ Jvee (™) |
vec (ay vec (ac

where the result of vec(x) function is a 1-D vector of x.

Hence, the discrepancy of the intermediate behavior of S
and C is formulated by a combination of two loss functions
Lya and Lg;; as Lsysar, then used to detect anomalies at the
testing time.

Lagir =1 —

i

C. EXPERIMENTAL SETTINGS

In all experiments, the training set only contains normal
images and the test set contains normal and abnormal images.
For all seven datasets, the number of training and test samples
is shown in TABLE 1. Additionally, all images of datasets are
resized to 128 x 128 pixels and normalized to the range [0,1].

17912

A publicly available unofficial implementation of
f-AnoGAN! and official implementations of GANomaly”
and Multi-KD? via PyTorch [63] were employed. In all
experiments, the batch size was set to 32 and the learning
rate for f~AnoGAN and GANomaly were set to 0.0002 and
for Multi-KD was set to 0.001. Other parameters were fixed
as default values while training.

The f-AnoGAN and GANomaly models were imple-
mented using PyTorch 1.8.14cul02 and Python 3.8.1,
and the Multi-KD model was implemented using PyTorch
1.6.0 and Python 3.6.12. All experiments were performed
using an NVIDIA GeForce RTX 2060 GPU with CUDA
11.2 and CUDNN 8.0.3.

V. RESULTS AND DISCUSSION

Here we report the obtained results of the experiments carried
out using three AD methods on the datasets. To evaluate the
performance of the AD methods, we computed Precision,
Recall or Sensitivity, Specificity, F1-Score, the area under the
curve of the Receiver Operating Characteristic curve (ROC
AUC), and the area under the curve of the Precision-Recall
curve (PR AUC) using True Positive (TP), False Positive
(FP), True Negative (TN), and False Negative (FN) for each
experiment which are defined in the following equations:

Precision = TP/(TP + FP),

RecallorSensitivity = TP / (TP + FN),

Specificity = TN /(TN + FP),
(Precision x Recall)

(Precision + Recall)’
TruePositiveRate = Sensitivity,

F1 — Score = 2 %

FalsePositiveRate = 1 — Specificity.

TABLE 3 presents the results of three AD methods
obtained on each of the 7 medical image datasets in terms of
Precision, Recall, F1-Score, ROC AUC, and PR AUC. For
a more accurate comparison of the results, the Sensitivity
and Specificity were also calculated and shown in Fig. 6 and
Fig. 7. The ROC curve and PR curve of all experiments are
shown in Fig.8.

The first thing that can be observed from the results sum-
marized in TABLE 3 is the significant difference in the
performance of an AD model on different datasets as well
as the different performances of different models on the same
dataset.

The success of a DL-based AD model in grasping the
concept of normality from the training set significantly affects
its performance, which is in fact related to both the supplied
dataset’s properties and the model mechanism used for this
purpose. The higher the variation of the image dataset, par-
ticularly the medical images, makes defining the concept of
normality more difficult. Therefore, the challenges of AD in

Uhttps://github.com/A03ki/f-AnoGAN
2https ://github.com/samet-akcay/ganomaly
3 https://github.com/Nioushal2/Knowledge_Distillation_ AD
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FIGURE 5. The architecture of Multi-KD [37].

TABLE 2. Summary of the unsupervised AD models.

Training phase Testing phase Anomaly score

e The trained WGAN and encoder are | As the GAN and encoder were
utilized to map the given image x to the | trained on normal images, it is
latent space 2z, then the generator | expected the generated sample was
generates X' as a reconstruction of x | more similar to normal images.

e Two-stage training: GAN training &
Encoder training

e First, a WGAN was trained on normal
images.

f-AnoGAN, . using z. Therefore, the combination of
Schleal et al. 132 e Second, an encoder was trained by the . L d Lo i idered
chiegl et al. [32] trained WGAN to map images to the | * The adversarial loss Lay_fm and | Laav—rm and Ly 15 considered as
latent space with the combination of deviation of x and x' as the | anomaly score. Abnormal images
adversarial loss L and reconstruction  10ss  Limg_rec  are result in a larger amount of
. adv—fm Iculated deviation and normal images result
reconstruction loss L;,; calculated. : o
izi: in a smaller amount of deviation.
e One-stage training on normal images.
e An adversarial autoencoder (Encoder-
Decoder) as a generator, followed by an
encoder, and a discriminator are trained | ® The trained adversarial autoencoder is H i d that th
simultaneously to learn the distribution of utilized to map the given image x to the ore, tl s ?ss'un(lie " & de
both normal images and  their latent space z, then generate x’ as a ferierra or filsl ra:lnf " doimencofi
GANomaly, Akcay corresponding latent spaces jointly. reconstruction of x using z. Afterward, catures of the generate age 1o
.. L . . R Lo ;| normal samples. Therefore, the
etal [31] e The objective function in this process is the trained encoder is utilized to map x encrator minimizes the encoder
the combination of three loss functions; to the latent space z'. lgoss (Lonc), 80 Ly is considered as
adversarial loss based on feature matching | e The deviation of z and z' is calculated anomalencsc’ore enc
(Lagy-fm), contextual loss (Lcopn), and as the encoder 10ss Lgpc. Y ’

encoder 1oss (Lgpe)-
e The generator and discriminator are based

on a DCGAN.
e Based on the knowledge distillation
technique.
e A pre-trained VGGI6 network on As S only transfers knowledge of
ImageNet is utilized as a source network | ® The given image x is fed to the trained | normal images to C, C's behavior
. . S. Also, a cloner network C is trained on SandC. with abnormal images is different
Multi-KD, Salehi . . . - . L .
etal [37] normal images  using transferre?d . The dlsc.:repancy gf their important from'S s. Therefore, this distance is
knowledge of intermediate layers of S in intermediate layers is calculated as L,,;; | considered as anomaly score that is
various abstraction levels with calculating and L, a a combination of two loss
the discrepancy of their intermediate functions L, and Lg;y as Leoeqr-

behavior based on L,y and Lg;, that is
formulated by a total loss function.

Abbreviations: Lggy—sm: Adversarial loss based on feature matching; L;,;: Image reconstruction loss; Loy Contextual loss; Lepc: Encoder loss; Lyg:

Activation values loss; Lg;,-: Activation directions loss.

medical imaging datasets necessitate more thorough concerns The loss functions for the GAN-based AD method during
regarding both the data-centric and model-centric points of training as well as the training loss function of the Multi-KD
view. method are shown in Fig. 9.
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TABLE 3. Results of Precision, Recall, F1-Score, ROC AUC, and PR AUC for the AD methods on the medical image datasets. We highlight the best results in

blue color and the lowest results in red color.

Precision Recall F1-Score ROC AUC PR AUC
Ml M2 | M3 | mi M2 | M3 | wmi M2 | M3 | mi M2 | M3 | wmi M2 | M3
Head-CT | 0.861 | 0.840 | 0.855 | 0.990 | 1.000 | 1.000 | 0.921 | 0.913 | 0.922 | 0.761 | 0.739 | 0.698 | 0.918 | 0.921 | 0.885
B’“’LZ’”‘” 0.917 | 0.896 | 0.934 | 1.000 | 1.000 | 1.000 | 0.957 | 0.945 | 0.966 | 0.729 | 0.704 | 0.727 | 0.953 | 0.950 | 0.935
Br3sH-MRI | 0.913 | 0.939 | 0.960 | 0.974 | 0.988 | 0.989 | 0.942 | 0.963 | 0.974 | 0.922 | 0.905 | 0.974 | 0.982 | 0.966 | 0.994
MIAS-
Mo 0.742 | 0.742 | 0.742 | 1.000 | 1.000 | 1.000 | 0.852 | 0.852 | 0.852 | 0.526 | 0.596 | 0.578 | 0.781 | 0.800 | 0.814
MIAS-
Patches- | 0.745 | 0.770 | 0.758 | 1.000 | 0.974 | 0.991 | 0.854 | 0.860 | 0.859 | 0.490 | 0.585 | 0.628 | 0.714 | 0.773 | 0.843
Mammo
CNV-OCT | 0.746 | 0.867 | 0.967 | 0.909 | 0.917 | 0.963 | 0.819 | 0.892 | 0.965 | 0.886 | 0.922 | 0.991 | 0.863 | 0.851 | 0.992
DME-OCT | 0.689 | 0.785 | 0.942 | 0.905 | 0.831 | 0.934 | 0.782 | 0.807 | 0.938 | 0.842 | 0.842 | 0.981 | 0.808 | 0.778 | 0.982
Drusen-OCT | 0.544 | 0.600 | 0.871 | 0.921 | 0.905 | 0.897 | 0.684 | 0.722 | 0.884 | 0.663 | 0.718 | 0.934 | 0.659 | 0.649 | 0.938
C-NMC-
Lowkomia | 0:665 | 0.805 | 0.654 | 0.988 | 0.916 | 1.000 [ 0.795 | 0.857 | 0.791 | 0.475 | 0.824 | 0.481 | 0.609 | 0.851 | 0.614

Abbreviations: M1: f-AnoGAN; M2: GANomaly; M3: Multi-KD; ROC AUC: The area under the curve of the Receiver Operating Characteristic curve;

PR AUC: The area under the curve of the Precision-Recall curve.
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FIGURE 6. The sensitivity of the AD methods on the medical image
datasets.

A. HEAD-CT, BRAIN TUMOR MRI, AND BR35H-MRI
DATASETS

The achieved results show that the performance of the mod-
els on two datasets of Head-CT and Brain Tumor MRI are
more or less similar, and relatively low, mostly owing to the
similarly small number of samples in both datasets. When
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FIGURE 7. The specificity of the AD methods on the medical image
datasets.

the training dataset is not large enough with respect to the
capacity of the AD model, during training, the discriminator
module tends to simply memorize the training data, resulting
in overfitting. Hence the model will collapse. Consequently,
the quality of the generated images deteriorates [64]. This
could be an important setback, especially in the medical
imaging area where data collection is an expensive process.
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A: ROC Curve for f-AnoGAN

D: Precision-Recall Curve for f-AnoGAN
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FIGURE 8. ROC curves for A) f-AnoGAN, B) GANomali, and C) Multi-KD, and Precision-Recall curves for D) f-AnoGAN, E) GANomali, and F) Multi-KD.

One possible solution to address this challenge to improve
GANs’ performance and robustness is data augmentation.
Studies demonstrated that data augmentation; if done for both
real and generated images, can boost GANs’ performance.
Whereas it could not be the same effect if it has been done
only for real images [65], [66]. Our results however on the
Br35H-MRI dataset which contains augmented brain MRI
images (Fig. 2) show much higher performance compared to
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the Brain Tumor MRI dataset with a lower number of sam-
ples, regardless of the fact that data augmentation has only
been done on the input data, indicating that data augmentation
can help to improve the AD models performance, even if it
is done solely on the input data and not on the constructed
data.

In GANs, the quality of images generated from both
normal and abnormal samples could be taken as a clue for
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o A: The adversarial loss for f-AnoGAN training

D: The adversarial loss for GANomali training
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FIGURE 9. Graph of loss functions during AD models training. A) The adversarial loss and B) the encoder loss for f~AnoGAN training, C) the total loss for
Multi-KD training, and D) the The adversarial loss, E) the encoder loss, and F) the contextual loss for GANomali training.

evaluating the performance of the AD model and conse-
quently explaining the final decision made by the model.
Fig. 10 and Fig. 11 present some normal and abnormal
samples of Head-CT, Brain Tumor MRI, and Br35H-MRI
datasets along with their corresponding reconstructions using
two examined GAN-based AD models. MRI modality in
general depicts anatomy in higher detail and provides better
contrast and sharper image, especially for the soft tissues;
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in contrast, CT gives a better holistic picture of the cortical
bones with higher contrast [67].

As discussed earlier, it can be observed that with a lower
training size, GANs might fail in learning the details and as
a result, it only provides the general shape of the brain. For
instance, in the case of CT images (Head-CT dataset), the
cortical bone is well reconstructed, especially due to the high
contrast of the region, while in MRI images (Brain Tumor
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FIGURE 10. Examples of the Head-CT dataset (the first row) and their reconstructed images by f-AnoGAN (the second
row) and GANomaly (the third row) along with their predicted labels. We marked labels with green if the predicted

label matches the true label, and red otherwise.
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FIGURE 11. Normal and abnormal examples of the Brain Tumor MRI and
Br35H-MRI datasets (the first row) and their reconstructed images by
f-AnoGAN (the second row) and GANomaly (the third row) along with
their predicted labels. Labels are marked green if the prediction matches
the true label, and red if it does not.

MRI dataset) it is not the case. Notably, by applying data
augmentation only on real samples (Br35H-MRI dataset),
GAN was able to learn and reconstruct images with more
details, especially normal samples.

We should mention that the results obtained by the
Multi-KD method on all three brain datasets are almost sim-
ilar to what we achieved using GAN-based AD methods.

B. MIAS-MAMMO AND MIAS-PATCHES-MAMMO
DATASETS

Results show that all three AD methods performed relatively
poor on the MIAS-Mammo dataset despite the uniform and
high resolutions of the images. Moreover, given the high reso-
lution of the images in this dataset, we extracted patches from
the regions of interest in the images, to better cope with the
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dispersion of abnormalities in the breast tissue. We prepared
the patches dataset aiming at increasing the accuracy of the
AD models, yet, the obtained results remained still relatively
low. One possible explanation could be the fact that feeding
the AD networks with extracted patches as opposed to feeding
the whole slice to the model during training limits the model’s
ability to comprehensively model tissue composition and
global information might not be considered. The performance
of the Multi-KD method has been slightly better than the
GAN-based methods on the MIAS-Patches-Mammo dataset.
Similar to what has been reported in [37] regarding the high
performance of this method in texture AD on the MVTecAD
dataset [68]. Some image samples of the MIAS-Mammo and
MIAS-Patches-Mammo datasets and their reconstructions are
illustrated in Fig. 12.

Unlike brain abnormalities that are mostly detectable,
breast cancer anomalous tissue detection using mammogra-
phy images is prone to errors [69]. The variability in lesion
morphology makes breast cancer detection and its charac-
terization challenging [70], [71]. There are important factors
affecting cancer detection including size, shape, density, mar-
gins, subtlety, and also location of the lesions [70]. Overall,
due to the complexity of the breast cancer lesions’ abnormal-
ity and their similarity to the normal tissue, these methods
have failed to detect the abnormality well.

In these cases, anomalies are semantically close to a normal
distribution and are not far from the concept of normality.
In fact, the different definition of abnormality here does not
correspond to the general premise of most AD methods.
Recently, some studies [72] have addressed to this challenge
as “near novelty” detection.

C. C-NMC-LEUKEMIA DATASETS

Similarly, the results obtained on the C-NMC-Leukemia
dataset show the inability of the methods, except for the
GANomaly method, in detecting abnormalities in histolog-
ical images, where similar to the mammography images,
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FIGURE 12. Normal and abnormal examples of the MIAS-Mammo, MIAS-Patches-Mammo, and
C-NMC-Leukemia datasets (the first row) and their reconstructed images by f-AnoGAN (the second row)
and GANomaly (the third row) along with their predicted labels. We marked labels with green color if the
prediction label matches the true label, and red if it was not the case.

the abnormalities are very subtle. The diagnosis of Acute
lymphoblastic leukemia (ALL) requires the evaluation of a
variety of morphological and histological parameters, includ-
ing the shape, size, and heterogeneity of cells, the volume of
cytoplasm, and the number of nuclei [73]. The complexity
of the abnormality and its similarity to normal cells could
be one of the effective factors in the failure of distance-
based AD methods. However, the acceptable performance
of the GANomaly method on this dataset, compared to its
performance on the MIAS-Mammo dataset as well as the
lack of details in resulting reconstructed images, needs further
investigation. Fig. 12 shows some normal and abnormal sam-
ples of the C-NMC-Leukemia dataset and their corresponding
reconstructions.

D. RETINAL OCT DATASETS

The best results were obtained on the Retinal OCT dataset,
which has a large number of training samples, especially
compared to other datasets. GAN-based methods provide
almost similar performance over all three different types of
anomalies (CNV, DME, and Drusen), while the performance
of the Multi-KD method is constantly better on all three afore-
mentioned subsets. However, results on the Drusen anomaly
sub-type are relatively less than the others, presumably due
to the subtler nature of this type of anomaly.

E. FUTURE DIRECTIONS

After manually inspecting the images and comparing the
correctly and incorrectly detected samples by the models,
there are cases that do not seem to be hard for the models to
detect but were not correctly detected by the models, even the
ones with higher performances. In fact, there are images that
contain very obvious abnormalities, or normal images that are
visually normal but have not been identified properly. On the
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other hand, there are images that contain very subtle and
hardly visible abnormalities, or normal images that are noisy
and/or suspicious but have been correctly detected. These
observations suggest that the black-box nature of DL-based
models is an important barrier to their adoption, mitigating
expert users’ trust, especially in highly critical-safety settings
such as in the healthcare ecosystem [74], [75]. Explaining
the inference process and final decision of the models by
explainable AI (XAI) approaches [76] could be an essential
tool for both end users and model designers.

As an instance in point, diffusion models [77], [78] have
recently received much attention as generative models in
a variety of fields. Diffusion models typically consist of a
forward process aiming at slowly corrupting the input image
using an added noise, and a reverse process to reconstruct
them in a step-by-step manner, in order to learn the distri-
bution of the latent representation of input images. These
non-adversarial generative models are proved to be more
stable and able to model small datasets more effectively [79].
Investigating their ability as AD models is an area of future
research.

Currently, the main obstacle to incorporating Al-based
solutions into healthcare systems is their lack of generaliza-
tion power [80]. Unsupervised AD also suffers from poor
generalization [81]. Overall, numerous factors need to be
considered to enable ‘trustworthiness’ in Al algorithms [82].
Importantly, best practice guidelines for AI model develop-
ment and validation [83], [84] need to be followed. These
include important considerations for study design, data,
model development, model training, model testing, and eval-
uation. For instance, different biases need to be anticipated
and very diverse datasets considered to mitigate such issues.
Proof-of-concept evaluations should also be distinguished
from more technical and clinical evaluations.
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VI. CONCLUSION

This study demonstrated the unreliability of recent unsuper-
vised DL-based AD methods on medical images. For this pur-
pose, we applied 3 unsupervised DL-based AD methods with
different structures and loss functions on 7 datasets of medical
images with different abnormalities, pathologies, modalities,
and the number of samples. Therefore, we established an
almost thorough comparison between these methods and
showed that their performance can be varied in different
medical images, which led to some insights. The existing
challenges were discussed in detail from both model-centric
and data-centric points of view.

All in all, none of the methods performed well enough
to be used in clinical applications. This we attribute to the
diversity of anomalies in the field of biomedical imaging
and challenges with the generalizability of AI methods. Our
experiments showed that the effects of abnormality charac-
teristics should be carefully considered along with the mech-
anisms involved in the selected AD methods. In the design
and development of AD algorithms in medical images, it is
suggested to consider factors such as the subtlety of the
anomaly, the spread of the anomaly, tissue-related anomalies
such as breast cancer in mammography images/blood cell
cancers, as well as imaging modalities in which the contrast
difference between the anomaly regions and normal regions is
relatively similar. Hence, there is a significant need for further
investigations and deployment of more robust, generalizable,
and trustworthy AD models.
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