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ABSTRACT Trading signals forecasting is an interesting but challenging research topic in the field of
financial investment, since the financial market is a nonlinearity and high volatility system influenced by
too many factors, and a small improvement in forecasting performance can bring profits. To realize trading
signals detection, this paper presents a novel method which integrates piecewise linear representation (PLR)
with a deep learning framework to predict the financial trading points. Firstly, we utilize PLR to generate a
number of turning points (valleys or peaks) from trading data and formulate the trading points prediction as
a three-class classification problem. Then, the framework combined a convolutional neural network (CNN)
for spatial features extraction and a long short-term memory (LSTM) network for temporal domain features
extraction (CNN-LSTM) is used to learn the prediction model between the trading points and the financial
time series data. Finally, we conduct a series of experiments among PLR-CNN-LSTM, PLR-CNN-TA and
PLR-LSTM on companies of US, Turkey and daily Exchange-Traded Fund (ETFs) to test the performance of
our establishedmethod. The experiment results show that our proposedmethod has bettermodel performance
and profitability with different investment strategies.

INDEX TERMS Piecewise linear representation (PLR), convolutional neural network (CNN), long short-
term memory (LSTM), trading signals detection.

I. INTRODUCTION
Trading signals forecasting is one of the most attractive but
challenging research topics in the field of financial invest-
ment, since the financial market is an unstable, non-linear
and complex system, and a small performance improvement
in trading point forecasting can be profitable. A lot of
investors and researchers have tried to find the most suitable
trading points, but inevitably made some wrong decisions.
The reason is that the trading points are affected by many
interrelated factors, such as the change of national policies,
domestic and foreign economic environments, political
situations, international situations, psychological variables
of investors and so on [1], [2]. However, maximizing the
benefits and reducing investment risks through reasonable
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and accurate forecasting of trading points has motivated
researchers to develop more effective forecasting techniques.

For the techniques used for decision-making in financial
markets, professional traders employ fundamental analy-
sis, technical analysis and artificial intelligence methods.
Fundamental analysis uses macroeconomic, industrial and
business indicators to make trading decisions [3], [4].
Technical analysis is based on the assumption that past
behavior has an impact on future price evolution, and trading
decisions are made based on historical market prices and
technical indicators such as moving averages, bollinger
bands, stochastic oscillators, and so on [5], [6], [7], [8].
Generally speaking, financial time series data are inherently
chaotic, noisy, and nonlinear, and do not necessarily follow a
fixed pattern. Therefore, fundamental analysis and technical
analysis are not good at predicting trading signals. In contrast,
artificial intelligence methods can handle random, chaotic,
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and nonlinear data in the financial market and are widely
used to predict trading signals and make buying and selling
decisions.

Over the decades, many artificial intelligence algo-
rithms have been developed and applied to financial
market forecasting, for instance, artificial neural network
[9], [10], [11], support vector machines [12], [13], [14],
[15], [16], [17], rough set theory [18], [19], [20], bayesian
analysis [21], [22], [23], [24] and evolutionary learning
algorithms [25], [26], [27], [28]. However, most of the past
researches mainly focus on the accurate price forecast only.
In the field of stock forecasting, the most important goal is
to obtain high and stable profits. Therefore, how to predict
the trading points and provide investors with effective trading
methods to obtain high and stable profits in the financial
practice is particularly important. To achieve this goal, this
research develops a novel intelligent trading signals detection
method to detect the trading points in the financial market
more effectively.

In recent years, the prediction and classification perfor-
mance of deep learning has been getting better and better,
and it has begun to be widely used in various fields,
slowly surpassing the traditional computational intelligence
methods [29], [30], [31], [32], [33], [34]. However, deep
learning models are mainly used in fields such as image
and video recognition [35], [36], [37], speech recognition
[38], [39], [40], natural language processing [41], [42],
and expert systems [43], [44]. In recent years, deep learn-
ing methods have begun to appear in financial research
[45], [46], [47], [48]. However, the application of deep
learning in financial forecasting models is very limited.
Sezer and Ozbayoglu proposed a algorithmic trading model
CNN-TA, which used a 2-D convolutional neural network
through image processing properties [45]. Hoseinzade et al.
presented a framework called U-CNNpred, that used a CNN-
based structure, which was trained in a specially designed
layer-wise training procedure over a pool of historical data
from many financial markets [49]. Kelotra and Pandey pro-
posed a system named Rider-monarch butterfly optimization
(MBO)-based deep-convolutional long short-term memory
(ConvLSTM) model for predicting the state of the stock
market [50].

Convolutional neural networks (CNNs) [51] are good
at dealing with locally related data in adjacent locations
and Long Short-Term Memory (LSTM) is a time-sequential
model [52], which can extract the temporal domain features
from any sequential data. Inspired by the success of deep
learning in various fields, we proposes a new hybrid deep
learning trading signal forecasting framework PLR-CNN-
LSTM.

The contributions of this research are as follows:
(1) We generate numerous trading points (valley or

peak) from the trading data by utilizing PLR method and
formulate the stock trading signals prediction as a three-class
(Buy/Sell/Hold) classification problem. Then, we convert
one-dimensional financial time series data into a two-
dimensional image representation.

(2) We develop a deep learning model, which uses CNN to
extract spatial features and uses LSTM to extract the temporal
domain features, to analyze the nonlinear relationships
between trading signals and various inputs, and to capture the
knowledge of trading signals that are hidden in historical data.
Then, the learned model is used to predict the future trading
signals.

(3) We investigate two different investment strategies,
which are the strategy for investors possessing a lot of funds
and the strategy for investors with limited investment capital
in this study.

As a result of these contributions, we observed that the
proposed prediction model can be applied to forecast the
stock trading signals in the real-world application.

The rest of this paper is organized as follows. In Section II,
we describe the data description, which includes raw data
description, input variable selection, data preprocessing, data
labeling and images generation. In Section III, we briefly
illustrate the technologies of CNN, LSTM, CNN-LSTM,
performance measure and the framework of PLR-CNN-
LSTM. Section IV presents some experiment results to
validate the performance of our proposed method. Finally,
concluding this work and some brief comments are presented
in Section V.

II. DATA DESCRIPTION
A. RAW DATA
In this paper, the datasets utilized for this study involve
companies of US (Developed Markets), Turkey (Emerging
Market) and the daily Exchange-Traded Fund (ETFs) for
experimental purpose.

Let S be the stock or ETfs dataset, described as follows.

S =


s1,open s1,low s1,high s1,close v1
s2,open s2,low s2,high s2,close v2

...
...

...
...

...

sN ,open sN ,low sN ,high sN ,close vN

 (1)

where si,open, si,low, si,high, si,close and vi (i = 1, 2, . . . ,N )
represent the opening price, the lowest price, the highest
price, the closing price and the trading volume of the index
for ith day respectively.

B. INPUT VARIABLE SELECTION AND DATA
PREPROCESSING
In the financial market prediction problem, historical opening
price, closing price, highest price, lowest price and volume
are usually regarded as the input variables. Recently, some
experts and researchers have shown that technical indicators
are important features for modeling in financial market [53],
[54], [55]. They are effective tools to characterize the real
market situation in financial time series prediction [2] and
can be more informative than pure prices [56]. Consequently,
based on the review of domain experts and literatures, many
important technical indicators will be taken into consideration
along with the daily values. These technical indicators are of
any class of metrics whose values are calculated by applying a
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formula to the basic daily values. A brief explanation of each
indicator is provided here.

(i) Kaufman Adaptive Moving Average (KAMA)
KAMA is an intelligent moving average. This powerful

trend-following indicator is based on an exponential moving
average (EMA) that responds to both trends and volatility.
It follows the price when the noise is low, and smoothes out
the noise when the price fluctuates. Like all moving averages,
KAMA can be used to visualize trends.

(ii) Exponential Moving Average (EMA)

EMAn

=

 s1,close if n = 1
2

n+ 1
∗ sn,close +

n− 1
n+ 1

∗ EMAn−1 if n > 1
(2)

EMA is also anweighted average of the fixed subset, which
focuses more on most recent prices rather than on long series.

(iii) Moving Average Convergence / Divergence (MACD)

DIFn = EMAnfast − EMAnslow
DEAn = α ∗ DEAn−1 + (1 − α) ∗ DIFn

MACDn = 2 ∗ (DIFn − DEAn) (3)

MACD is a trend-following momentum indicator, which
is a collection of three time series calculated from historical
prices and shows the relationship between a fast and slow
exponential moving average.

(iv) Simple Moving Average (SMA)

SMAi(n) =
1
n

i∑
j=max{1,i−n}

sj,close (4)

SMA is a calculation that takes the arithmetic mean of a given
set of prices over the specific number of days in the past.

(v) Relative Strength Index (RSI)

RSIn = 100 −
100

1 + EMAnup/EMAndown
(5)

where EMAnup is upward change, EMAndown is downward
change. RSI is an extremely popular momentum indicator
that measures the speed and the change of price movements.
It is usually interpreted as an overbought/oversold indicator.

(vi) Weighted Moving Average (WMA)
WMA puts more emphasis on recent data and considers

older data less important. To achieve this, the mean is
multiplied by the value of each bar with a certain weighting
factor.

(vii) Directional Movement Index (DMI)
DMI is a technical indicator that measures both the strength

and direction of a price movement and is intended to reduce
false signals.

(viii) Triple Exponential Moving Average (TEMA)
TEMA was designed to smooth price fluctuations, thereby

making it easier to identify trends without the lag associated
with traditional moving averages. It does this by taking
multiple exponential moving averages of the original EMA
and subtracting out some of the lag. TEMA uses multiple

EMA calculations and subtracts out the lag to create a trend
following indicator that reacts quickly to price changes.

(ix) Average True Range (ATR)

ATRn = EMAn(max(si,high − si,low, |si,high
− si,close − 1|, |si,low − si−1,close|)) (6)

where si,high, si,low and si,close are the highest, lowest and
closing prices on day i respectively, | . . . | denotes the absolute
value, and n is the input window length. ATR provides
information about the degree of price volatility.

(x) Commodity Channel Index (CCI)

CCIn =
sumt − SMAn(sumt )

0.015
∑n

i=1 |sumt−i+1 − SMAn(sumt )|/n
(7)

where sumt is a sum of the highest, lowest and closing prices
on t th day. CCI is an oscillator used to determine whether a
stock is overbought or oversold.

(xi) Price rate-of-change (ROC)

ROCn =
si,close − si−n,close

si−n,close
(8)

ROC shows the relative difference between the closing price
on the ith day of forecast and the closing price before n days.

(xii) The William’s %R oscillator

Williams_Rn =
100 ∗ (sn,high − sn,close)

(sn,high − sn,low)
(9)

It shows the relationship between the current closing price
and the highest and lowest prices over the latest n days equal
to the input window length.

(xiii) Momentum (MOM)

MOMn =
si,close
si−n,close

(10)

The Momentum is a measurement of the acceleration and
deceleration of prices. It indicates that prices are increasing
at an increasing rate or decreasing at a decreasing rate. The
Momentum function can be applied to price or any other data
series.

(xiv) Average Directional Movement Index (ADX)

ADXn =
ADXn−1 ∗ (N − 1) + DX

n
(11)

The ADX is a Welles Wilder style moving average of the
Directional Movement Index (DX). To interpret the ADX,
consider a high number to be a strong trend, and a low number
to be a weak trend.

(xv)Chande Momentum Oscillator (CMO) The Chande
momentum oscillator is a technical momentum indicator. The
formula calculates the difference between the sum of recent
gains and the sum of recent losses and then divides the result
by the sum of all price movements over the same period.

After adding technical indicators, now the new dataset S is
reformulated as follows (12), shown at the bottom of the next
page.

To avoid variables in greater numeric ranges dominating
those in smaller numeric ranges and numerical difficulties
during calculation, the selected input variables are scaled
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between 0 and +1 by using the standard formula described
as follows.

ŝi,j =
si,j−min sj

max sj−min sj
(13)

where si,j is the current day value, ŝi,j ∈ [0, 1] is the scaled
value, min sj = min{si,j, i = 1, 2, . . . ,N } is the minimum
value of jth feature of S, andmax sj=max{sj, i = 1, 2, . . . ,N }

is the maximum value of jth feature of S.

C. DATA LABELING
A trading signal is a local peak or valley value during a price
movement. A valley can be defined as a buy point, and a
peak can be defined as a sell point. How to generate trading
signals is the first problem that needs to be solved. Based on
the review of domain experts and prior researches [57], [58],
this study applies piecewise linear representation (PLR) to
decompose historical time-series data for stocks into distinct
segments, so that trading signals are junctions between
adjacent segments.

PLR is developed for pattern matching, which is one of
the most commonly used piecewise linear approximation
representations method. In financial time series field, many
researchers and investigators use PLR to generate turning
points [59], which usually represent trading signals. Let
X = {x1, x2, . . . , xN } denote the financial time series data,
which can be decomposed intoM segments by the piecewise
approximation straight lines. The generated segments are
described by as follows.

SPLR = {L1(x1, x2, . . . , xt1 ),L2(xt1+1, xt1+2, . . . , xt2 ), . . . ,

LM (xtM−1+1, xtM−1+2, . . . , xtM )} (14)

where ti(i = 1, 2, . . . ,M ) denotes the end of the ith segment
and also the change of the movement trend. Thus, the end
points from PLR can be the turning points.

Most of the time series segmentation methods can be
divided into three types, sliding windows method, top-
down method and bottom-up method [58]. In this paper,
we use top-down algorithm to segment the financial series
data and generate the trading signals. The reason it that
top-down algorithm can produce a better representation in
any segment where the maximum error does not exceed a
given threshold. However, the threshold value of a piecewise
representation is the key factor affecting the representation
of the segmentation. Figure 1, Figure 2 and Figure 3 shows
the trading signal segmentation graph of DJIA index under
different thresholds, where the time span for DJIA index
is from Feb. 1st 2001 to Jun. 25th 2003. Each segment

FIGURE 1. The turning points obtained by PLR with the threshold value
of 0.1.

FIGURE 2. The turning points obtained by PLR with the threshold value
of 0.2.

in the graph represents a current valley or peak which is
converted into trading signals. As shown in the figure, the
higher threshold value produces fewer segments, while the
smaller value produces more segments. There are roughly
38 turning points for the threshold value of 0.1, while there
are only 12 turning points for a threshold value of 0.3.
However, there is no guarantee regarding to which value
will be better. Therefore, it is important to choose a suitable
threshold for each financial time series data. In this paper,
we utilize algorithm SD [58] to automatically select this
threshold, in which different values for different series data or
different price fluctuations are specified in accordance with
the parameter pct .

The turning points generated by utilizing PLR are divided
into three classes in order to generate the class labels. The

S =


s1,open s1,low s1,high s1,close TI1,1 · · · TI1,m
s2,open s2,low s2,high s2,close TI2,1 · · · TI2,m

...
...

...
...

...
...

...

sN ,open sN ,low sN ,high sN ,close TIN ,1 · · · TIN ,m

 (12)
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FIGURE 3. The turning points obtained by PLR with the threshold value
of 0.3.

turning points with valley is labeled as buying point (BP),
while peak is labeled as selling point (SP). The other points
are labeled holding point (HP). HP, BP, SP are numbered
as 0, 1,and 2, respectively. After generating the class labels
yi ∈ {0, 1, 2}, the dataset S is reformulated as follows (15),
shown at the bottom of the page.

D. IMAGES GENERATION
In order to be able to utilize the power of deep learning for
trading signals forecasting, we generate a two-dimensions
image-like data in our proposed forecasting framework.
Therefore, we select 15 medium and short term technical
indicators related to volatility, and use different parameter
settings for each technical indicator to generate a two-
dimensional image representation. Each row of the x-axis
in the two-dimensional image consists of a sequence of
15 technical indicators at a specific time point, and each
column of the y-axis is generated by 20-day parameter
settings. To satisfy the requirement of locality and provide
a consistent and meaningful image representation, similar
technical indicators are clustered together along the x-axis.
Therefore, a 20 × 15 pixel image is generated for each day’s
data by calculating the technical indicators of 3-23 days span.
The reason why we use the 3-23 days indicator range in our
study is that the volatility trading from 1 week to 1 month
is concentrated in the 3-23 days’ time range. According to
the research of this paper, it is novel to represent financial
time series data as images according to local features, and
use them as the input of CNN to predict financial time series
data. Figure 4 shows the 20 × 15 pixel image representation
created during the image generation phase.

FIGURE 4. Generated images in images generation phase.

III. METHODOLOGY
After the turning points are generated, how to model the
relationship between input variables and trading signals to
realize the detection of trading signals is the most important
problem to be solved. In this paper, we propose a novel
prediction algorithmCNN-LSTM,which integrates CNN and
LSTM to predict financial trading signals.

A. THEORY OF CNN
CNN is currently the most commonly used deep learning
model, which is a feed-forward neural network and the input
is a matrix or vector [60], [61]. Different fromMLP and other
fully connected neural networks, the locality of data within
the input is very important in CNN. Therefore, when we are
solving practical problems with CNN, the neighboring data
points within thematrix should be carefully chosen. CNNwas
initially widely used in image and video recognition, speech
recognition, natural language processing and expert system
due to the correlation on the input data in these fields, which
directly meets the characteristics of CNN [62], [63].

However, not all problems are as easy to be opti-
mized as picture classification problems in deep learning.
In order to better solve financial time series prediction
using deep learning, we do not stack each CNN layer
directly, but make these layers fit residual mapping by
introducing deep residual learning framework as which
can learn the constant transformation more easily by
skip-connections [64], [65], [66].

As shown in Figure 5, suppose H (x) is a fit that will be
mapped through several stacked network layers, where x is
the input of the first layer of these layers, and H (x) and x
have the same dimension. Assuming that multiple nonlinear
layers can asymptotically approximate the complex function
F(x), it is equivalent to assuming thatF(x) can asymptotically
approximate the residual function H (x) − x. So we expect
these stacked layers will approximate F(x) = H (x) − x,
but not H (x). Therefore, the original function becomes
F(x) + x. Although it is possible to asymptotically approach

S =


s1,open s1,low s1,high s1,close TI1,1 · · · TI1,m y1
s2,open s2,low s2,high s2,close TI2,1 · · · TI2,m y2

...
...

...
...

...
...

...
...

sN ,open sN ,low sN ,high sN ,close TIN ,1 · · · TIN ,m yN

 (15)
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FIGURE 5. RESNET structure.

the target function in either form, the difficulty of the
learning may differ. The identity shortcut connection neither
adds additional parameters nor increases computational
complexity and the entire network can still be trained end-
to-end by SGD with backpropagation.

B. THEORY OF LSTM
In this section, a brief introduction of LSTM is provided,
the details of which can be found in [14]. LSTM is a neural
network for processing sequence data. Compared with the
general neural network, it can process the data of sequence
change and extract the temporal domain features from any
sequential data. It can also solve the problem of gradient
disappearance and gradient explosion during long sequence
training. Figure 6 shows the cell structure of the LSTM
model. It consists of a memory block used to contain a
memory cell and three gates, which are the input, output, and
forget gates to control that cell.

1) FORGET GATE
The forget gate is a key component of an LSTM cell that
controls what information to keep and what to forget. It can
also avoid the vanishing and exploding gradient problems
that arise when gradients backpropagate over time. The
formulation is as follows:

ft = σ (wf · [ht−1, xt ] + bf ) (16)

where σ is the activation function, wf is the weight of the
forget gate, bf is the bias of the forget gate, xt is the input
value of the current time, ht−1 is the output value of the last
moment.

2) INPUT GATE
The input gate is used to control how much the current input
data of the network flows into the memory unit, that means
how much input information can be saved. The input gate
consists of two parts. The first part generates the control
signal between 0 and 1 by the input gate composed of
sigmoid, which is used to control the degree of input data.

FIGURE 6. LSTM structure.

The second part generates the current moment through a tanh
layer. The formulations are as follows:

it = σ (wi · [ht−1, xt ] + bi) (17)
~
Ct = tanh(wC · [ht−1, xt ] + bC ) (18)

where wi is the weight of the input gate, bi is the bias of the
input gate, wC is the weight of the candidate input gate, and
bC is the bias of the candidate input gate.

3) UPDATE CELL STATE
Update the old cell state to the current cell state. With the
control signal generated by the forget gate, the candidate
cell state generated by the tanh layer, and the control signal
generated by the input gate, the cell can be updated as follows.

Ct = ft ∗ Ct−1 + it ∗
~
Ct (19)

where Ct−1 is the cell state of the previous moment, it is the

output of input gate for the current moment and
~
Ct is the

candidate cell status at the current moment.

4) OUTPUT GATE
The output value is based on the cell state, but there will be a
filtering process. This also includes two parts. The first part
is used to generate the control signal between 0 and 1. The
second part is that the final output information is multiplied
by the control signal to get the final output value.

ot = σ (wo · [ht−1, xt ] + bo) (20)

ht = ot ∗ tanh(Ct ) (21)

where wo is the weight of the output gate, bo is the bias of the
output gate and Ct is the cell state at the current moment.

C. THEORY OF CNN-LSTM
This section briefly describes the architecture of our proposed
CNN-LSTM model. Figure 7 depicts the overall CNN-
LSTMmodel architecture for predicting financial time series
data. The CNN network structure in CNN-LSTM refers
to the residual learning theory, which is used to extract
spatial features. The input layer produces 20 × 15 images
that is generated by 15 separate technical indicators with
different time intervals. In CNN, we use 3 × 3 convolution
kernel. The reason is that we have relatively small images
(20 × 15), which can have significant changes in intensity.
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FIGURE 7. CNN-LSTM structure.

As the most commonly used and effective convolution kernel
on small images, 3× 3 convolution kernel provides the most
intimate fields in the process of processing the convolution
layer, so drastic changes within the image can be captured.
The CNN also adds a dropout layer to prevent over-fitting.
In the CNN model, more layers are not added for keeping
the simplicity of the network. Without a large training set,
a large and complex network is likely to overfit and reduce the
generalization ability of the model. For future, deeper models
with more processing layers can be designed as more training
data becomes available.

In the sequence learning block, we use two LSTM layers
with 64 neurons each. The return sequence is set to true for
the fisrt LSTM layer so that the network will output the full
sequence of hidden states. Whereas the return sequence is set
to false in the final LSTM layer so that the networkwill output
the hidden state at the final time step. We use the dropout
layer after the final LSTM layer. The output of LSTM layer is
concated with the output of CNN structure, then the concated
output is connected a fully connected layer.

D. PERFORMANCE MEASURE
The overall performance of our proposed model is evalu-
ated using two different evaluation criteria: computational
model performance and financial evaluation. Computational
performance evaluation presents the model performance, i.e.
how well the classifier distinguishes between Buy, Hold and
Sell classes. Financial evaluation shows the performance of
the whole proposed model by implementing the real world
financial scenario. Stocks or ETFs are bought, sold or held
according to the predicted label with the actual prices.

In trading signal prediction, we are concerned about the
recalling situation of Buy and Sell signals. It directly affects
whether the trading system buys and sells at the right time.
In machine learning, there are two categories (positive,
negative) of binary problem samples. Then, there are four
combinations of model predicted results and real labels:
TP,FP,FN ,TN .
(1) TP – the number of positive classes predicted as positive

classes;
(2) FN – the number of positive classes predicted to be

negative classes;
(3) FP – the number of negative classes predicted to be

positive classes;

(4) TN – the number of negative classes predicted to be
negative classes;

The commonly used evaluation for binary classification
problem are precision, recall, F1 score and accuracy. The
definitions are as follows:

precision =
TP

TP+ FP
(22)

recall =
TP

TP+ FN
(23)

F1 score =
2 · precision · recall
precision+ recall

(24)

accuracy =
TP+ TN

TP+ TN + FP+ FN
(25)

The most important target for trading signal prediction
is to make a profit by the algorithm. In order to evaluate
the performance of our proposed PLR-CNN-LSTM method
objectively, we adopt two investment strategies to investigate
the profitability. Let bstock (i) denote the balance number of
stock for ith day, bmoney(i) denote the balance money for ith

day, vmoney(i) denote total investment money until ith day.
Strategy A: We use this strategy to investigate the

profitability for the investors possessing a lot of funds.
(a) Buying strategy: if yi is 1 on ith day, the investors buy

one unit. The balance number, total investment money, and
the balance money are calculated according to (26), (27), (28)
respectively.

bstock (i)

=

{
1 if i = 1
bstock (i− 1) + 1 if i > 1

(26)

vmoney(i)

=



s1,close if i = 1
vmoney(i− 1)
+(si,close−bmoney(i−1))

if 0 ≤ bmoney(i− 1)
≤ si,close, i > 1

vmoney(i− 1)+si,close
if bmoney(i−1)>si,close,
i > 1

(27)

bmoney(i)

=


0 if i = 1
bmoney(i−1)−si,close if bmoney(i− 1) > si,close, i > 1

0
if 0 ≤ bmoney(i−1)≤si,close,
i > 1

(28)

(b) Selling strategy: if yi = 2 and bstock (i) > 0 on ith

day, the investors always sell all their stocks. When all stocks
are sold, the balance money and the balance number are
calculated according to (29), (30) respectively.

bmoney(i) = bmoney(i− 1) + bstock (i) × si,close (29)

bstock (i) = 0 (30)

where si,close is the actual closing price on ith day.
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FIGURE 8. Schematic layout of PLR-CNN-LSTM for financial markets analysis.

Strategy B: We use this strategy to investigate the
profitability for retail investors. The total investment capital
is limited to 100000.

(a) Buying strategy: if yi = 1 and bmoney(i) > 0, the
investors buy stock with the balance money. After buying, the
balance number and money are calculated according to (31),
(32) respectively.

bstock (i) =


100000
s1,close

if i = 1

bstock (i− 1) +
bmoney(i)
si,close

if i > 1
(31)

bmoney(i) = 0 (32)

(b) Selling strategy: if yi = 2 and bstock (i) > 0 on ith day,
the investors always sell all their stocks. The balance money
and the balance number for ith day are updated according
to (29)-(30).

At the end of an investment period, all stocks must be sold
at the closing price of the last day. The profit for strategy is
computed by

profitmoney =
bmoney − vmoney

vmoney
(33)

E. SCHEMATIC LAYOUT OF PROPOSED PLR-CNN-LSTM
This section outlines the trading signal prediction framework
based on PLR-CNN-LSTM. As illustrated in Figure 8, this

framework consists three basic phases: (1) the data collection,
turning points generating by PLR, and image generation
phase (2) partitioning the whole dataset into overlapping
training and testing (3) CNN-LSTM model training and
testing.

In phase 1, the opening price, the lowest price, the highest
price and the closing price are first collected and stored in
the database. Then, PLR is used to segment the financial
series data into the peak and trough to generate the label yi.
Lastly, the images data is generated according to the image
generation method, the images and label yi are added to the
initial dataset.

In phase 2, we divide the whole dataset into some
overlapping training-testing sets. in order to reduce the time-
varying characteristics of financial transaction data, which
are marked as Strain and Stest respectively. Let Ltrain denote
the size of training set Strain, Ltest denote the size of testing set
Stest , LS denote the size of the whole data set S. The whole
data set will be divided into M overlapping training-testing
sets in accordance with M = ⌈

LS−Ltrain
Ltest

⌉, where ⌈x⌉ denotes
the minimal positive integer that is not less than x.

In phase 3, Firstly, we construct a three-class classification
problem for each overlapping training-testing set S i = S itrain∪
S itest , i = 1, 2, . . . ,M . We train CNN-LSTM on the training
data and export the trained model for testing. In the stage of
testing, we firstly classify the testing data using the trained
model and compute model performance. Then, we adopt two
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TABLE 1. Description of stocks data samples and data range.

TABLE 2. Description of ETFs data samples and data range.

TABLE 3. Description of technical indicators.

TABLE 4. The CNN-LSTM model parameters.

investment strategies to evaluate the financial performance of
the proposed model.

IV. EXPERIMENTAL RESULTS AND ANALYSIS
A. DATA COLLECTION AND EXPERIMENTAL SETUP
To investigate the performance of PLR-CNN-LSTM, this
study considers the three performing companies of US
(Developed Markets), Turkey (Emerging Market) and the
four daily Exchange-Traded Fund (ETFs). The collected
stocks datasets are depicted in Table 1, where the time span
for these stocks is from Jan. 1st 2013 to Dec. 30th 2022,
there are about ten years of data. Selected ETFs and their
descriptions are illustrated in Table 2. These six stocks and
four ETFs include emerging markets, developed markets

TABLE 5. The comparison results among PLR-CNN-LSTM, PLR-CNN-TA
and PLR-LSTM for US-based companies.

and the highest trading volumes daily Fund, providing us
with a natural environment to test the robustness of model
performance under different market conditions.

In the experiments, the Keras framework is used. The net-
work parameters are optimized by using stochastic gradient
descent. The learning rate is 0.1, the decay over each update
is 0.001 and Nesterov momentum is 0.9. The size of each
training set is 1000, the size of each testing set is 200. That
means our proposed model is trained with 1000 training data
and tested with 200 out-of-sample data. Then, the network is
retrained with the next 1000 training data which is generated
by moving ahead 200 data and tested with next 200 out-of-
sample data. The parameter pct in algorithm SD is 0.5. There
are 15 technical indicators in total, and the details are shown
in Table 3. These variables are correlated with variations in
stock prices to some degree. The proposed PLR-CNN-LSTM
model architecture and parameters is depicted in Table 4.

B. COMPUTATIONAL MODEL PERFORMANCE
In this section, we discuss the experimental results to
demonstrate the computational model performance of the
proposed model. It have been shown that CNN-TA performs
very well against Buy & Hold and other models over long
periods of out-of-sampletest periods [45] and LSTM is very
good at processing and analysis of time series data. Therefore,
in the experiments, we carry out the comparative experiments
among PLR-CNN-LSTM, PLR-CNN-TA and PLR-LSTM
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TABLE 6. The comparison results among PLR-CNN-LSTM, PLR-CNN-TA
and PLR-LSTM for Turkey-based companies.

separately for each selected stock and ETF. In PLR-LSTM,
we uses two LSTM layers with 64 neurons each. The return
sequence is set to true in the fisrt LSTM layer and the output
is connected to a dropout layer with rate 15% to avoid the
over-fitting. In the second LSTM layer, the return sequence
is set to false. We also use the dropout layer with rate 15%
after the final LSTM layer. Table 5, Table 6 and Table 7 list
the comparison results of recall, precision and F1 score in US-
based companies, Turkey-based companies and ETFs among
PLR-CNN-LSTM, PLR-CNN-TA and PLR-LSTM on the
same testing set respectively.

The results in Table 5 show that the recall values of Buy
class and Sell class in PLR-CNN-LSTM is significantly
higher than these in PLR-CNN-TA and PLR-LSTM for all
three US-based companies. The precision of PLR-CNN-
LSTM is also higher than that in PLR-CNN-TA and PLR-
LSTM. However, classes Buy and Sell have worse precision
values compared to class Hold. In the prediction of trading
signals, the recall of Buy signals and Sell signals is more
valuable than the recall of Hold signals. For stock trading
systems, accurate Buy or Sell signals are very important in
trading algorithms. In the experiments, the PLR-CNN-LSTM
model correctly captured most of the Buy and Sell signals.
However, predictive models can also generate a lot of error
on Buy and Sell signals. This is mainly due to the fact that
the frequency of Buy and Sell signals is much lower than
that of Hold signals, when Hold signals dominate the overall

TABLE 7. The comparison results among PLR-CNN-LSTM, PLR-CNN-TA
and PLR-LSTM for ETFs.

distribution, it is difficult for neural networks to capture Buy
signals and Sell signals. To be able to predict most Buy
and Sell signals (recall), the model balances these signals
by producing misleading predictions for non existent Buy
and Sell signals (precision). In addition, Hold signals are
not as clear as Buy and Sell signals (peaks and valleys).
Neural networks are likely to confuse some Hold signals with
Buy and Sell signals, especially when they are near tops or
bottoms.

FromTable 6 and Table 7, we can see that the performances
among PLR-CNN-LSTM, PLR-CNN-TA and PLR-LSTM
on Turkey-based companies and ETFs are similar to that
in the US-based companies. It illustrates that our proposed
algorithm is effective in Turkey-based companies and ETFs.

Table 8 and Table 9 list the comparison results of
accuracy metrics in companies and ETFs. From the table,
we can see that our proposed PLR-CNN-LSTM model
gives significantly higher forecasting accuracy on all US-
based companies, Turkey-based companies and ETFs than
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TABLE 8. The comparison accuracy(%) results among PLR-CNN-LSTM, PLR-CNN-TA and PLR-LSTM for US-based and Turkey-based companies.

TABLE 9. The comparison accuracy(%) results among PLR-CNN-LSTM,
PLR-CNN-TA and PLR-LSTM for ETFs.

TABLE 10. Evaluation of PLR-CNN-LSTM method.

PLR-CNN-TA and PLR-LSTM. From Table 8, we can see
the average accuracy of companies for PLR-CNN-LSTM is
43.88% while it is 41.41% for PLR-CNN-TA and 40.11%
for PLR-LSTM. Table 9 shows that the average accuracy of
ETFs for PLR-CNN-LSTM is 45.36% while it is 42.52% for
PLR-CNN-TA and 41.28% for PLR-LSTM.

Table 10 illustrates the performance evaluation of the
results for US-based companies, Turkey-based companies
and ETFs. In general, the recall performance of Buy signal
(entry points) and Sell signal (exit points) are much better
when compared with Hold signal, while it reverses in
precision performance, Buy signal and Sell signal have
lower precision rate compared to that of Hold. For stock
trading systems, accurate entry and exit points are one of the
most important factors to the overall success of the trading
algorithm. From the table, we can see that most of the Buy
and Sell points are captured correctly by the proposed model
although some false entry and exit points generated as well.
The reason is mainly due to the fact that Buy and Sell signals
appear much less frequently than the Hold points, and it is
difficult to catch the ‘‘seldom’’ entry and exit points without
jeopardizing the general distribution of the dominant Hold
values.

C. TRADING SIMULATION
In this section, we carry out some trading simulations to
see the relationship between predictability and profitability
with two investment strategies. Table 11, Table 12 and
Table 13 list the comparison results among PLR-CNN-

FIGURE 9. The average profit with strategy A and B.

LSTM, PLR-CNN-TA and PLR-LSTM in the same testing
set for the stocks in US-based companies, Turkey-based
companies and ETFs, respectively.

From Table 11, we can see that in the transaction
with strategy A, PLR-CNN-LSTM wins PLR-CNN-TA
and PLR-LSTM on all US-based companies in the profit.
The average profit of PLR-CNN-LSTM is 44.75%, which
is 23.47% and 27.35% higher than that of PLR-CNN-
TA and PLR-LSTM respectively. The average investment
money, buying times and selling times for PLR-CNN-
LSTM are 1590.15, 668.67 and 284 while they are
3591.37, 668.67 and 219.33 for PLR-CNN-TA and 2380.48,
655.33 and 239.67 for PLR-LSTM, respectively. This means
that this strategy is suitable for the investors that possess a
lot of funds. In the transaction with strategy B, PLR-CNN-
LSTMwins PLR-CNN-TA and PLR-LSTMon all companies
in the profit with the same fund while it needs buying and
selling more times than PLR-CNN-TA and PLR-LSTM. The
average profit, buying times and selling times for PLR-CNN-
LSTM are 320.52%, 290.67 and 284 while they are 189.91%,
223.67 and 219.33 for PLR-CNN-TA and 147.43%, 244 and
239.67 for PLR-LSTM, respectively.

From Table 12, we can see the profitability with two
investment strategies among PLR-CNN-LSTM, PLR-CNN-
TA and PLR-LSTM on the Turkey-based companies are
similar to that in US-based companies. In the transaction
with strategies A and B, the average profits in PLR-CNN-
LSTM are 47.68% and 322.34% while they are 29.00%,
68.58% for PLR-CNN-TA and 28.94%, 119.34% for PLR-
LSTM. From the above results, we can see the average
profits in PLR-CNN-LSTM are higher than PLR-CNN-TA
with 18.68% using strategy A, 253.76% using strategy B and
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TABLE 11. The financial evaluation comparison results among PLR-CNN-LSTM, PLR-CNN-TA and PLR-LSTM for US-based companies.

TABLE 12. The financial evaluation comparison results among PLR-CNN-LSTM, PLR-CNN-TA and PLR-LSTM for Turkey-based companies.

TABLE 13. The financial evaluation comparison results among PLR-CNN-LSTM, PLR-CNN-TA and PLR-LSTM for ETFs.
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higher than PLR-LSTMwith 18.74% using strategy A, 203%
using strategy B, respectively. From the above analysis, it is
clear that PLR-CNN-LSTM achieves the best performance
on all companies.

In Table 13, it can be seen PLR-CNN-LSTM can earn
substantially more profits than PLR-CNN-TA and PLR-
LSTM in the transaction with strategy A and B. The
implication of these findings is that our proposed algorithm
is effective in trading with ETFs.

Figure 9 shows the average profits among PLR-CNN-
LSTM, PLR-CNN-TA and PLR-LSTM utilizing strategy
A and strategy B for US-based companies, Turkey-based
companies and ETFs respectively.

V. CONCLUSION
In this paper, we propose a combined method by integrating
PLR with CNN and LSTM neural networks to predict
the trading signals of the financial market. Firstly, we use
PLR method to decompose the financial data into different
segments for generating the trading points (peaks and
valleys). Secondly, we analyze financial time series data,
convert them into 2-D images and labeled them as Buy,
Sell or Hold depending on the peaks and valleys through
PLR method. Thirdly, CNN-LSTM is used to model the
prediction of trading points from the historical data using
training data, afterwards the trained model is used to forecast
the future turning points using the test data. We compare
the proposed method with PLR-CNN-TA and PLR-LSTM
on US-based companies, Turkey-based companies and ETFs.
The experiment results clearly show that PLR-CNN-LSTM
has highest forecasting performance on all companies and
ETFs and can provide the highest profitability with different
investment strategies.

However, there are still some problems to be studied
further. Future research work will design better learning
models to make the results more accurate. Future research
work will explore other good investment strategies since
different investment strategies have large effect on profits and
an unsuitable strategy can lead to poor returns despite of the
high forecasting performance.
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