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ABSTRACT As people have become accustomed to non-face-to-face education because of the COVID-19
pandemic, adaptive and personalized learning is being emphasized in the field of education. Learning paths
suitable for each student may differ from those normally provided by teachers. To support coaching based
on the concept of adaptive learning, the first step is to discover the relationships among the concepts in
the curriculum provided in the form of a knowledge graph. In this study, feature reduction for the target
knowledge-concept was first performed using Elastic Net and Random Forest algorithms, which are known
to have the best performance in machine learning. Deep knowledge tracing (DKT) in the form of a dual-net,
which is more efficient because of the already slimmer data, was then applied to increase the accuracy of
feature selection. The new approach, termed the optimal knowledge component extracting (OKCE) model,
was proven to be superior to a feature reduction approach using only Elastic Net and Random Forest using
both open and commercial datasets. Finally, the OKCE model showed a meaningful knowledge-concept
graph that could help teachers in adaptive and personalized learning.

INDEX TERMS Deep learning based knowledge tracing (DKT), dual-net, elastic net, feature selection,
knowledge component (KC), least absolute shrinkage and selection operator (LASSO), random forest (RF).

I. INTRODUCTION
As travel and social contact have been restricted because of
the COVID-19 pandemic, not only people’s daily activities
but also the way they work and communicate in society
are rapidly shifting toward a non-face-to-face modality [1].
Inevitably, the field of education has also rapidly adapted
to an Internet-based learning management system (LMS),
which can guide and evaluate student learning online. Prior to
this, the digital transformation of education using online edu-
cation systems was already underway, for instance, through
open online education platforms such as massive open online
courses (MOOCs) that allow students to take courses accord-
ing to their choice, regardless of time and location [2].
In online learning environments, includingMOOC platforms,
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personalization of learning with computing technology may
be considered [3], [4].

Personalized learning is a method of suggesting a learn-
ing speed and process customized according to the charac-
teristics of each learner’s prior experience, knowledge, and
learning pattern; that is, adaptive learning that uses big data
and artificial intelligence technology to recommend the opti-
mal learning path or provide feedback based on individual
learning patterns and results by analyzing a large amount of
educational data in real time. A high level of personalized
learning can be implemented using adaptive learning tech-
niques [5], [6]. The knowledge that learners are required to
acquire in a curriculum can be expressed in a knowledge-
concept graph that consists of key concepts, such as knowl-
edge components (KCs) and their relationships. Learners’
knowledge tracing or learner-specific learning paths can
be recommended based on a knowledge-concept graph [7].
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In general, the structure of knowledge and the learning path of
a subject are defined by the instructor in the curriculum. How-
ever, relationships with other concepts that affect a specific
learner’s acquisition of a certain knowledge-concept might
differ from the structure of the curriculum or show a hidden
aspect. Therefore, if we analyze correlations among KCs
based on the acquisition status of individual KCs correspond-
ing to the knowledge concept structure of the curriculum and
discover neighboring KCs that have a significant influence
on a given KC, we can derive a practical KC graph that
complements the given curriculum and provides precise and
effective coaching to learners.

Bayesian knowledge tracing (BKT), a well-known tech-
nique for tracing learners’ knowledge, uses Bayesian proba-
bility estimation which leaves learners’ question responses in
two states: acquired and non-acquired [7]. BKT has the limi-
tation of matching the learner’s knowledge status to only two
cases based on the response to a question. To overcome this,
DKT technique has emerged, which traces a learner’s knowl-
edge by applying deep learning based on recurrent neural
networks (RNN) [8], which further reflects the precedence of
knowledge elements or context [9].Methods that extendDKT
to apply phase prediction [10] and difficulty levels [11] have
been proposed. If it is possible to predict the learning state of a
concept using the acquisition state of concepts that are highly
related to it in deep learning, performance improvement in
the knowledge tracing model can be expected. Therefore, it is
necessary to introduce a feature selection technique to apply
the deep learning–based algorithm used in the knowledge
tracing model in an efficient and explanatory way [12], [13],
[14], [15]. As a feature selection algorithm for deep learning,
Ambroise and McLachlan [15] devised a dual-net architec-
ture comprising a selector net that selects major features
based on deep learning performance evaluation and an oper-
ator net that evaluates performance by learning the selected
features through deep learning interaction.

In this study, the optimal knowledge component extrac-
tion (OKCE) model is devised to complete the substantial
knowledge-concept graph by selecting valid and optimized
neighbor knowledge components. The OKCE model uses
the Elastic Net with LASSO parameters (hereinafter referred
to as Elastic Net (LASSO)) and the Random Forest (RF)
algorithm to select neighbor KCs that are highly correlated
with each KC from the significant KC pairs. Then, the OKCE
model uses the dual-net-based feature selection method to
obtain the optimal neighbor KCs that have an increased
impact on the learning prediction accuracy. As one of the
components of the dual-net, the operator net calculates the
influence of the neighboring KCs on the learning state of
each KC using DKT. The other component of the dual net,
the selector net, extracts the optimal neighbor KC subset
based on the feedback from the operator net. To verify the
OKCE model, experiments were performed on a dataset
released at the 2010 KDD Cup competition and a dataset of
k6-level mathematics by an educational commercial service
in South Korea.

This paper makes the following main contributions:
• The optimal KC subset extracted by the OKCE model
can complete the KC graph and support finding a mean-
ingful knowledge-concept path for adaptive and person-
alized learning.

• The optimal KC subset can show higher DKT perfor-
mance on a target KC, even when the number of KCs
is limited, because the OKCE model prudently extracts
the important KCs using the dual-net among the highly
correlated relations obtained through the Elastic Net
(LASSO) + RF method.

The remainder of this paper is organized as follows.
Section II examines the characteristics of algorithms that
derive KC relationships, creates knowledge maps that reflect
the characteristics of the educational field, and reviews exist-
ing research on feature selection to screen for KCs that have
an important impact on learning analysis. Section III intro-
duces the structure and experimental data of the proposed
OKCE model to derive a KC subset that constitutes a knowl-
edge map with a high correlation for each KC. Section IV
describes the operating process of the OKCE model in detail.
The results of applying the model to derive the KC relation-
ship proposed in this study to actual KDD Cup data and K6
mathematics level assessment data are analyzed in Section V.
Finally, Section VI concludes the paper.

II. RELATED WORKS
A. FINDING RELATIONS
Associations among concepts can be obtained by performing
association rule mining (ARM) [16] or by analyzing corre-
lations between variables. Chen et al. [9] processed various
types of data into transaction forms using neural sequence
labeling and then performed ARM [16] using KC data. Based
on this, an attempt was made to find a relational map of
KCs. Son et al. [17] proposed a learning path recommenda-
tion model that considered learners’ background knowledge
and goals. This metaheuristic model was developed using a
genetic algorithm (GA) and ant colony optimization (ACO)
algorithm. Lu et al. [18] proposed a model to trace students’
knowledge status using a recurrent neural network (RNN)
[19] that exploits the relationship and topology information
among KCs.

On the other hand, the concept of link prediction offers
a method of discovering the relationship between nodes
using the feature data of the node rather than the test data.
One option is to use the tensor decomposition method and
domain information of entity type from an early model,
as in Chang et al. [20], and the neural network–based link
prediction model of Dettmers et al. [21], as in a recent study.
Dettmers et al. presented a case in which performance was
improved by performing a simple transformation on convo-
lutional 2D knowledge graph embeddings (ConvE) based on
a convolutional neural network (CNN). The hypernetwork
knowledge graph embeddings (HypER) used in [22] provide
an example of using a simple calculation method to solve
sparsity, as well as a mechanism for sharing weights.
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A characteristic of prior studies is that in identifying mean-
ingful relationships, theymoved away frommeasuring simple
correlations and attempted to solve them in the form of super-
vised learning. That is, as shown in ARM [16], the strength
of the association between individual KCs can be determined
using characteristic values such as confidence [23]. However,
if the concept of supervised learning is used, it is possible
to compare it with other relations [24], and their roles as
the basis for using a regularization model [25] related to
regression coefficients can be obtained.

B. FEATURE SELECTION
Many different features of educational data can be identified
by using the KC approach. If the process of finding relation-
ships among concepts is carried out without feature selection,
correlations among features inevitably lead to the creation of
models with less explanatory power, as identified in the Curse
of Dimensionality [26]. Thus, extracting and identifying an
effective feature set is the key to this research.

Feature selection is generally divided into filter, wrapper,
and embedded methods [12]. The wrapper method includes
simulated annealing (SA) [13], which mimics the quenching
process of metals, in addition to the traditional forward,
backward, and sequential selectionmethods and genetic algo-
rithms (GA) [14] used to find combinations of features
that predict optimal responses [14]. Ambroise and McLach-
lan [15] noted that in some cases, the uncertainty arising from
feature selection may be much greater than the uncertainty
inherent in the post-selection model; therefore, selection bias
may appear during feature selection, which may adversely
affect the performance of the model. Kuhn and Johnson [12]
argued that, if the training dataset is small, proper resampling
is essential before performing feature selection.

1) FEATURE SELECTION ALGORITHMS
Ploeg and Steyerberg [27] used the nested bootstrap tech-
nique [28] to develop feature selection and predictive mod-
els for DNA microarrays of 222 Legionella pneumococcal
strains to determine the performance of the classification and
regression trees (CART) [29], random forest (RF) [30], sup-
port vector machine (SVM) [31], and LASSO [32] methods
in terms of AUC [33]. We compared these methods using the
AUC as a criterion. TheAUCvalues for CART, RF, SVM, and
LASSO were 0.937, 0.938, 0.887, and 0.965, respectively.
RF showed the highest AUC value and excellent perfor-
mance. Lu and Petkova [34] performed feature selection to
select items to be analyzed from among questionnaire items
to develop tools for screening mental illness. LASSO, Elastic
Net [25], CART, RF, and two-sample t-tests were consid-
ered as candidates for feature selection algorithms, of which
LASSO and Elastic Net showed excellent performance.

Zou and Hastie [25] explained that when highly correlated
explanatory variables exist, LASSO randomly selects one of
these variables to reduce the coefficient, whereas Elastic Net
groups the highly correlated explanatory variables and selects

or removes them all. Therefore, if there is a high correlation
among multiple explanatory variables, Elastic Net rather than
LASSO is recommended for feature selection.

2) FEATURE IMPORTANCE RANKING FOR DEEP LEARNING
In deep learning, feature importance ranking (FIR) measures
the contribution of individual features (variables) to super-
vised learning performance [35]. FIR is closely related to
the aforementioned feature selection because it calculates the
feature importance from the optimal subset and can be used as
a proxy for feature selection [35], [36]. Wojta and Chen [35]
noted that in machine learning, LASSO and RF are known
to achieve the highest level of FIR but have limited learning
capabilities compared to deep learning and will not always
act on complex dependencies between input values and target
variables.

3) DUAL-NET ARCHITECTURE FOR DEEP LEARNING
Yang et al. [37] proposed a dual-net architecture consisting of
two steps: selecting a feature and then learning the selected
feature to optimize deep learning. The dual-net architecture
considers model quality and training efficiency and is char-
acterized by high learning accuracy and low computational
cost.

Wojta and Chen [35] configured a dual-net comprising a
selector net and operator net. The selector net selects features
that affect the performance of deep learning from a given
feature set and passes them to the operator net, which applies
a CNN (a deep learning technique) with the selected features
to calculate the accuracy, and then passes them back to the
selector net.

Sundara et al. [38] introduced a dual deep learning archi-
tecture (DDLA): a network consisting of a feature extractor
(MobileNet) and a classifier (DenseNet-121). This architec-
ture performs deep learning after machine learning (ML).
Standard (Flavia, Folio, and Swedish Leaf) and custom col-
lection (Leaf-12) data were used as inputs, and theDDLAwas
used to assess the data with 98.71%, 96.38%, 99.41%, and
99.39% accuracy, respectively. The experiment also showed
superior results in terms of computation time compared with
a single deep learning architecture.

C. KNOWLEDGE TRACING
Knowledge tracing (KT), which originated around the time
of Corbett and Anderson [7], traces and predicts students’
changing learning status. Knowledge tracing techniques
include BKT, probabilistic models of dynamic Bayesian
knowledge tracing (DBKT) [39], logistic models such as
performance factor analysis (PFA) [40], and deep learning
models such as DKT [8] with nonlinear model functionality.

In general, the test data for a question included information
about the time the student responded together with KC data
related to the question. For learning data that includes the
dimension of time, there is a trend to apply RNNs [40], [41]
that model how students’ knowledge levels change over time
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TABLE 1. Four datasets with learning logs.

to the concept of basic DKT, which is also characterized
as long short-term memory (LSTM). LSTM is in the RNN
family but compensates for the shortcomings of the vanishing
gradient approach [42].

On the other hand, Şahín and Diri [43] showed that accu-
racy of feature selection can be further improved by applying
regularization and variable selection using Elastic Net as
verified by Zou and Hastie [25] for the DKT model, with
LSTM [44], [45] then showing strong performance in time
series data.

III. PROPOSED METHOD
A. PURPOSE OF THE STUDY
The purpose of this study is to obtain the optimal subset
of KC pairs from the significant relationships among KCs,
considered as knowledge graph nodes, using feature selection
techniques. To this end, we propose an OKCE model that
performs feature selection or FIR using a deep learning–
based dual-net architecture after reducing the number of KCs
that are targeted for feature selection using machine learning
algorithms, such as Elastic Net. In the feature selection step,
DKT applied with LSTM is selected for the operator net of
the dual-net architecture based on the time-series properties
of the training data, thereby improving the accuracy of the KC
relationships extracted through the feature selection process.

To verify that the proposed OKCE model improved the
performance in detecting the optimal subset of KC pairs
compared to the Elastic Net (LASSO)+RFmodel, the subset
of KC pairs obtained by Elastic Net (LASSO)+ RF was used
as an experimental control group. Performance was analyzed
by comparing the measures of the control and OKCE groups.

B. OVERVIEW OF DATASET
To demonstrate the explanatory power of the research model,
the 2020 K-12 Math evaluation data of Korean Company D,
where the KC relationship target exists, and the algebraic
practice data (hierarchy = ‘Unit RATIO-PROPORTION,
Section RATIO-PROPORTION-3’, hereinafter referred to as
‘‘ratio’’ data) from the 2010 KDD Cup data mining contest
were used to test the efficiency of the algorithm. Table 1
presents the data statistics.

The learning accuracy for each KC in these datasets was
defined as the average value of the responses, measured as 0

FIGURE 1. Learning accuracy graph for each dataset for the experiments.

(unlearned) and 1 (learned) for the questions related to each
KC, as shown in Fig. 1.

The four datasets, KDD_RATIO and SSM_11-13, used for
theOKCEmodel were log data generated during the students’
problem-solving attempts. The main pre-processing step is
to transform the log data in the form of transactions into a
matrix in which the KC names for each learner, which are the
target and feature variable names, are stretched horizontally.
Additional pre-processing steps are based on the ‘‘garbage in,
garbage out’’ principle [46].

The process is as follows:

• Delete records with all correct or incorrect answers for
all KCs.

• Remove variables with all correct or incorrect answers
for all learners.

C. STRUCTURE OF OKCE MODEL
The OKCE model is designed as a feature selection step
to list KC variables that are highly correlated with a target
KC variable by applying the Elastic Net (LASSO) + RF
algorithm and a dual-net consisting of an operator net using
LSTM and a selector net that selects the optimal feature set
based on the score of the operator net. The structure of the
proposed approach is shown in Fig. 2.
By applying the Elastic Net (LASSO) + RF algorithm,

m KCs that show a high correlation with the learning state
of a target KC are extracted as a candidate KC subset, where
m is set between one-half and one-third of the total number
of KCs in the dataset. In this study, m is set to 10 considering
the numbers of KCs in the four datasets. Next, an optimal KC
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FIGURE 2. System structure and operating flow diagram of OKCE model.
(a) In the data pre-processing step, the training data for each question is
transformed into training data for each KC. (b) In the feature reduction
step, a meaningful relationship with each KC is extracted by the Elastic
Net (LASSO) + RF algorithm. (c) In the dual-net structure utilizing DKT in
the feature selection step, each KC derives an optimal KC subset that
maintains the performance of DKT at a high level among neighboring KCs
with a significant relationship derived from (b).

subset consisting of n (=m/2) more important KCs is derived
through dual-net from the candidate KC subset.

IV. PROCEDURE OF THE PROPOSED METHOD
This section introduces the workflow of the OKCE model
when applying the Elastic Net (LASSO) + RF algorithm to
select significantly related KCs for each KC in the dataset,
and applying dual-net to extract the optimal meaningful KC
subset from the significant KC subsets derived in the previous
step.

A. FEATURE REDUCTION BY ELASTIC NET (LASSO)+RF
This study extends the task of finding the correlation
between KCs and the problem of using regression analysis
to find related KC pairs based on the mathematical associ-
ation between correlation coefficients and regression coef-
ficients [47]. We applied multivariate regression analysis to
predict a target variable more accurately. KC pairs (a target
variable and a related explanatory variable) can be selected
through Elastic Net (LASSO), which simultaneously consid-
ers multicollinearity [48] and ensemble theory at the same
time. The objective function for determining the regression
coefficients of the Elastic Net (LASSO) is shown in (1). Let

y =


y1
y2
:

yN

,X =


1 X (1)

1 X (1)
2 · · · X (1)

p
...

...
...

. . .
...

1 X (N )
1 X (N )

2 · · · X (N )
p

, β =


β0
β1
β2
:

βp

 ;

Then

β̂ = argmin (y− Xβ)T (y− Xβ) , |β| < t. (1)

In (1), β is a regression coefficient and t is a free parameter
that determines the strength of the regularization. However,
although the significance level is limited to the extraction
of meaningful relationships, the number of relationships that
pass a certain level may be too large. In this study, a random
forest with the function of ordering the importance of features
as a nonlinear model was applied. The importance of the

features is calculated as in (2) [49], [50].

VI (t)(X k ) =

∑
i∈β(t)

(ŷi
(t)

− yi)
2∣∣β(t)

∣∣
−

∑
i∈β(t)

( ˆyi(k)
(t)

− yi)
2∣∣β(t)

∣∣ (2)

where
- i = 1, . . . ,N (N = number of observations),
- β(t) means a tree based on out of bag (OOB) sample,
- Xk is the k th feature (explanatory) variable of the model,
that is, the k th KC variable,

- yi is the predicted value of the ith observation of the target
variable,

- yi(k) is the predicted value when permuted with respect
to Xk , and

- t is the tree generated by the RF algorithm.
In brief, Elastic Net (LASSO) extracts KCs that are

unlikely to correlate with different KCs among the input (i.e.,
feature) variable KCs. Regression with a target KC is then
performed to extract KC pairs that satisfy the 10% signifi-
cance level. Next, the RF algorithm was applied to calculate
the importance of the input KCs. If the importance is within
the top 20%, select KC, which means considering the pair
(target and feature variables) as a significant pair.

In general, 5% is used as the significance level for many
statistical tests, but 10% is considered as the significance level
of Elastic Net (LASSO) for experiments on the performance
of the dual-net architecture and is the accepted significance
level for social science data [51], [52], [53]. Additionally,
in the Random Forest, we selected the top 20% pairs showing
optimal overlap with the number of relations emerging from
the Elastic Net (LASSO). Among the KC pairs derived from
the Elastic Net (LASSO) and RF algorithms, more meaning-
ful relationship pairs should be selected for efficient feature
selection.

The criteria for selecting meaningful pairs are as follows:
• assign ‘‘BOTH’’ if a pair is found to be significant in
both Elastic Net (LASSO) and Random Forest

• assign ‘‘LASSO’’ if a pair satisfies the 10% significance
level.: Among the relationship pairs satisfying the 10%
significance level, if a relationship pair does not match
criterion 1, name it LASSO and select it as a valid
relationship pair.

• assign ‘‘RF’’ if a pair satisfies 20% importance: Among
the relationship pairs satisfying the 20% level of impor-
tance, a relationship pair not satisfying criteria 1 and 2 is
named RF and selected as a valid relationship pair.

• select random pair if insufficient: If the number of pairs
selected through criteria 1–3 does not reach the target
number of relationships, any random pair is selected
from among the pairs not selected in the significance
level or importance criteria.

The above criteria constitute a procedure for applying
Elastic Net (LASSO) and RF to the preprocessed learner data
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FIGURE 3. (a) Pseudocode representing the dual-net operating procedure for the OKCE model. (1) Get m relations selected by Elastic Net (LASSO)
+ RF algorithm. (2) Interact with the operator net based on the DKT learning performance by featuring n neighbor KCs for all candidate KCs. (3)
Repeat this operation for each target KC. Repeat (1)–(3) for 100 epochs. However, if the same KC subset is selected more than three times, consider
an optimal KC subset to be found and perform an early halt. (b) Flowchart presenting the Algorithm 1.

to derive KC pairs and finally select m meaningful relations
among them with priority. Since the procedure was intro-
duced only for one target KC and the data used in this project
included several KCs, the procedure should be repeated for
all possible target KCs.

B. FEATURE SELECTION BY DUAL-NET
Among the m important KCs, we aim to identify n (< m)
core KCs that have an increased impact on the learning state
of the target KC. It can be assumed that the related KCs in the
relationship that have a high influence on the learning status
of the target KC predict its learning state more accurately.
Therefore, the problem of selecting core KCs for a certain
KC is the same as that of selecting neighbor KCs that have
a significant impact on a certain KC through the feature
selection of a deep learning model that predicts the learning
state of a target KC.

1) OPERATOR NET
The DKT model [8] is embedded in a net that predicts which
questions will be answered correctly, based on the learner’s
previous learning status. The DKT applied to the operator net
was LSTM. It receives the KC subset selected through the
selector net and outputs influence scores for the individual
KCs of the KC subset.

2) SELECTOR NET
The selector net interacts with the operator net to select key
KCs when predicting the learning state of a target KC. To this

end, the selector net updates the KC subset according to the
frequency history of the selection and the AUC scores, which
are the performance indicators returned from the operator net.

As shown in Fig. 3, the dual-net built with a cyclic structure
of operator and selector nets finds n (=m/2) optimal KC sub-
sets that have a more significant impact than the m significant
KCs derived from the Elastic Net (LASSO) + RF model.
More precisely, the initial KC subset of the selector net is
determined by the top n KCs extracted from the Elastic Net
(LASSO) + RF, based on importance. Thereafter, the next
KC subset is updated using the judgment algorithm defined
in this study, according to the DKT performance evaluation
results of the operator net. The judgment algorithm compares
the AUC returned by the operator net with the best AUC to
form a new KC subset in the following three cases:
Case 1 When the Current AUC is Higher Than the Best

AUC: If the current AUC is greater than the best AUC, it can
be assumed that an element in the current KC subset that is not
included in the best KC subset plays a role in increasing AUC.
Therefore, the difference set between best_kcs and now_kcs
(the current KC subset) is obtained and included in the subset
new_kcs (the KC subset for the next iteration). Now, we must
select the required number of KCs from the candidate KCs
to complete the n elements that fulfill the target size of the
KC subset. Let k be the number of KCs replenished in this
manner.

new_kcs = now_kcs ∩ best_kcsc,

k = n−size(new_kcs). (3)
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Case 2 When the Current AUC is not Higher Than the Best
AUC but is Higher Than the AUC of the Previous Iteration:
The same criteria as in Case 1 are applied to before_kcs,
the KC subset of the previous iteration, to determine the KC
subset for the next iteration:

new_kcs = now_kcs ∩ before_kcsc,

k = n−size(new_kcs). (4)

Case 3 When the Current AUC is Lower Than the AUC of
the Previous Iteration: If the current KC set does not have
a significant impact on the target KC’s learning prediction
compared to the best set, ignore the current iteration and
restore the picking table to its previous state. The KC subset
has been completely reconstructed. That is, we drop all the
now_kcs and set n to the number of new KCs to be selected.

new_kcs = {empty} , k = n. (5)

If k is greater than 0, refer to the KC picking table to select
k KCs from the candidate KCs and merge them into new_kcs.
The criteria for selecting KCs were as follows:
If k is equal to one:
select one KC randomly from two KCs having upper-
bound pick counts

else if k is larger than one:
select k− 1 KCs randomly from k KCs having upper-
bound pick counts
select one KC randomly from two KCs having lower-
bound pick counts

If new_kcs configured in this manner are the same as
before_kcs, perform the KC selection process for new_kcs
again. When new_kcs is completed, the pick value of the KCs
included in new_kcs increases and is reflected in the selection
frequency history. Fig. 4 shows the process of constructing
new_kcs for Cases 1 and 2. Fig. 5 illustrates the process of
Case 3.

When the selection of a new KC subset is completed
through the selector net judgment algorithm, the operator
net is applied again. The dual net repeats the pairing of the
operator and selector nets 100 times for all target KCs, and
defines the best KC subset as the optimal KC subset with a
high influence on the learning state of the corresponding KC.
If the same KC subset was selected three times as the best
AUC before 100 iterations, it was regarded as the optimal
KC subset, and the feature selection operation of the dual-net
was stopped early. It is assumed that the number of features
selected by the dual-net, that is, the size n of the KC subset,
is greater than three. If index i is the step number out of 100
steps (i.e., epochs), and the number ki of KCs to be newly
selected in the i-th step is 1 while the dual-net is operating,
then the number of KCs to be newly selected in the (i+ 1)-th
step, ki+1, is always greater than 1:

ki+1 = n− ki for case 1 and case 2,

ki+1 = n for case 3. (6)

Therefore, ki cannot always be 1, and even if ki alternates
between 1 and n − 1, it covers all i candidate KCs after at

FIGURE 4. Judgment algorithm of selector net for case 1 and case 2:
current AUC score is better than best AUC or previous AUC and is not
included in the best KC subset or previous KC subset of the current KC
subset.

most 2n iterations. Similarly, as the iteration of the dual-net
progresses, the KCs in the subgroup continue to be shuffled;
thus, no starvation occurs.

In addition, the judgment algorithm recognizes the effect
of new KCs that are not part of the previous before_kcs but
are newly recruited to now_kcs in cases 1 and 2, where the
performance of the current operator net has been improved.
On the other hand, in case 3, where the performance is worse
than before, not only is the current KC subset reset, but also
the pick value of the previously added KC is restored, so the
adverse effects of learning performance are not reflected in
the pick value of the target KC. Therefore, the KC pick value
can be considered a significant positive weight for the learn-
ing prediction performance of a target KC, and the judgment
algorithm can obtain an optimal KC set that is close to the
best KC set with the best learning prediction performance of
a target KC.

V. EXPERIMENTS
In this section, the OKCE model is used to select the signif-
icant KC pairs and to demonstrate that the proposed method
improves modeling accuracy using commercial and open
data.

A. EXTRACTION OF SIGNIFICANT KC PAIRS BY ELASTIC
NET (LASSO) + RF
As the first step of the OKCE model, lists of m significant
KC pairs for each KC were derived using the Elastic Net
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FIGURE 5. Judgment algorithm of selector net for case 3: the current AUC
score is worse than the previous AUC score and thus the current KC set is
not conducive to prediction.

(LASSO) + RF method. Table 2 shows 10 significant KC
pairs for KC01 and KC02 for SSM_12, with the selection cri-
teria and importance value for each relation. Table 3 presents
the concept titles of each KC within SSM_12.

B. EXTRACTION OF OPTIMAL KC PAIRS BY DUAL-NET
USING DKT
The selector net of the dual-net in the OKCE model extracts
an optimal KC subset for each KC by evaluating the AUC
score returned from the operator net and referring to the pick
-count history for each KC. In this process, the requirement
is to determine the appropriate size n of the KC subset that
possibly shows the effective performance of DKT in the
operator net. As shown in Table 4, the highest AUC was
observed for n = 5. Therefore, in this study, the size of the
KC subset selected by the selector net was set to five.

To evaluate the accuracy of the OKCE method, the per-
formance scores of the DKT models trained with each KC
subset obtained using different KC selection algorithms were
compared. As a comparison group, the DKT model with the
top five pairs selected with Elastic Net (LASSO) + RF only,
the DKT model with the entire set of KCs, and the DKT
model with the best subset among all combinations of KC
subsets were generated. For the four datasets, the overall
average DKT AUC values of the OKCE model and those of
the other three models were compared.

Table 5 shows that the AUC average of the OKCE model
is superior to the AUC average of the Elastic Net (LASSO)+

TABLE 2. Significant KC pairs for KC01 and KC02 of SSM-12, obtained by
Elastic Net (Lasso) + RF method.

RF–only model for all datasets and is close to the best AUC
average. Therefore, the selector net of the OKCE model’s
dual-net can find stronger positive relationships than the other
models despite the limited number of KCs.

To take a closer look, we unpacked the DKT performance
for KCi while various KC extraction models were applied.
Fig. 6(a) shows the performance of the DKT model using a
significant KC subset of size n derived from theKC extraction
models listed in Table 5 for the SSM_12 dataset, which
has 58 KCs. Fig. 6(b) shows the results of applying the same
methods to the SSM_13 dataset, which has 24 KCs. Fig. 6
shows that both the OKCE relations and the best set follow
the performance pattern of the KC set extracted by Elastic Net
(LASSO) + RF in the first step because the feature domain is
reduced and then utilized by the Elastic Net (LASSO) + RF.

As shown in Table 5 and Fig. 6(a), the OKCE model can
extract KC subsets that have an impact on predicting the
learning state of KCs from a given feature domain, thereby
providing the best approach for assessing the performance of
the KC subset. Fig. 6(b) shows that the DKT performance of
the OKCE relations is generally better than that of the entire
KC set. This could be attributed to the fact that KC subset size
was fixed. That is, because the number of KCs in SSM_13 is
24, and the number of KCs in SSM_12 is 58, which is twice
as large as SSM_13, five KC pairs might be insufficient to
determine the best performance. Therefore, if the size of the
KC subset to be extracted by the OKCE model is adjusted
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TABLE 3. Titles for KCs in SSM12.

TABLE 4. DKT performance difference by number of KCs.

TABLE 5. DKT performance comparison of feature selection algorithm.

flexibly according to the KC size of the future dataset, better
performance is expected.

C. PERFORMANCE WITH OKCE MODEL
The optimal KC subset for each KC extracted by the
OKCE model can derive meaningful KC pairs that improve

FIGURE 6. AUC Performance of the four DKT models for each KC in the
SSM_12 and SSM_13 datasets. KC relations (red line) reduced by Elastic
Net (LASSO) + RF (first step of the OKCE model) already show lower
performance than AUC for the whole set (blue line). The optimal KC
subset obtained in the OKCE model shows a similar pattern to the Elastic
Net (LASSO) + RF method, but the actual AUC value is much improved
(orange line) and matches the AUC performance for the best set (Green
Line).

knowledge tracing performance. If these are OKCE relations,
they can be defined as shown in (5):

OKCE relations = {(KC j KC i)| KC i ∈ subset for KC i

by OKCE model for each KC i in Dataset}

(7)

In SSM11-13, KC maps (sets of significant KC rela-
tions) predefined by the commercial service provider were
included. To verify the performance of the OKCE model, the
f1-score of the OKCE relations was calculated for the target
KC relations provided by the dataset. However, the f1-score
for KDD_RATIO was excluded because a predefined KC
map was not provided. As shown in Table 6, for all datasets
the f1 score of the OKCE relations is higher than the f1 score
of the significant KC pairs obtained in the first step of the
OKCE model (Elastic Net (LASSO) + RF). In particular,
the f1 score of the OKCE model was higher than that of
the top five relations in KC pairs derived by Elastic Net
(LASSO) + RF. Therefore, the two stepwise procedures of
the OKCE model with the dual-net based on DKT improve
the performance of significant KC pair extraction from the
learning data compared to the existing machine learning
method.

To further confirm this, Fig. 7 shows a heatmap of the
OKCE relations, Elastic Net (LASSO) + RF with five KC
pairs, and Elastic Net (LASSO) + RF with 10 KC pairs for
the KC pairs extracted by the OKCE model at each step.
Heatmaps of the target KC relations for SSM_11-13were also
presented for comparison.
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FIGURE 7. Heatmap for selected KC relations for all datasets by (a) Elastic Net (LASSO) + RF only (b) Elastic Net (LASSO) + RF (top
5 relations) (c) OKCE model (significant 5 relations) (d) target KC maps provided by content service provider.

TABLE 6. f1 score of OKCE relations to target KC relation.

VI. CONCLUSION
The OKCE model proposed in this paper extracts the optimal
neighbor KC set highly correlated to a KC using an Elas-
tic Net (LASSO) + RF and Dual-net method, so that the
knowledge-concept graph can be completed according to the
learning state of the learner.

The advantage of the OKCE model is that it narrows the
scope of the KC domain by selecting the correlated neigh-
boring KCs for each KC using multiple regression analysis.
In addition, the optimal KC subset that predicts the learning
state of a specific KC with a high probability can be extracted
through the DKT-based dual-net. With the optimal KC subset
obtained in this manner, the KC map that reflects the correla-
tion between concepts can be presented more accurately and
thus used for personalized learning. For example, a learner
who has acquired a specific concept can be guided to the next
correlated concept as recommended by the OKCE model.
The OKCEmodel can accommodate both the explicability of
machine learning and the accuracy of deep learning, as ML
methods such as Elastic Net (LASSO) + RF would reduce
the features, and a deep learning-based dual-net would select
the features. In addition, the generation and processing times
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of the model can be reduced because the data size used for
the DKT method is reduced.

However, the size n of the final KC set was dedicated
to five and ten KCs, which were arbitrarily selected dur-
ing the pre-processing of the KDD Cup data, which is the
subject of the experiment. In this study, the size n of the
final KC subset was set to five in the pre-processing pro-
cess for the dataset of KDD Up, the test subject. How-
ever, if the number of optimal neighbor KCs is determined
in proportion to the size of the original dataset and the
number of KCs, the optimized KC relation set can be
extracted to support a more accurate and efficient learning
prediction.

The OKCE model suggested in this study can support
completion of the knowledge map by deriving the optimal
relationships among knowledge concepts, and is expected
to provide a more adaptive learning path for each student.
In order to enhance the research, verifying the validity of
the OKCE model in practice is necessary. For this, additional
research on analyzing whether the learning effect increases
when actually applying this model to a commercial ser-
vice should be conducted. In addition, the OKCE model
can be extended to perform as a useful learning analysis
tool. Applying the OKCE model, the research on the effect
of personalized learning between in the online education
environment enforced by COVID-19 and in the face-to-
face education environment after COVID-19 can be consid-
ered. This would be expected to show a comparison of the
students’ educational levels before and after the pandemic
circumstances.

Therefore, this study considers the main goals of future
research as follows:

• Improving OKCE model: comparison and analysis of
the cases where the number of neighboring KCs for each
KC and the threshold value are proportionally selected

• Applying the OKCE model in practice: analysis of the
learning effect for learners when applied to the commer-
cial educational services

• Analyzing with the OKCE model: comparison of the
learning effect for learners when the OKCE model is
applied to non-face-to-face and face-to-face learning
environments
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