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ABSTRACT In VLSI circuit design, physical design is one of the main steps in placing the circuit into the
chip area. Floorplanning is a crucial step in the physical design of IC design, which generates a blueprint
for the placement of circuit modules into the chip. A floorplanning step accepts a netlist as its input, given
by the circuit-partitioning step of physical design. The floorplanning step generates optimal placements
for the circuit modules. The netlist contains the modules’ dimensions, size, and interconnect information.
During the floorplan generation, the chip area, wire length required for connecting modules and the heat
generated by the chips can be estimated. A good floorplan makes placements and routing simple. In order to
improve the circuit performance by minimizing chip area, wire length, and peak temperature, it is essential to
generate an optimized floorplan by developing metaheuristic optimization algorithms. A novel Hybridized
Multicriteria Ant Colony and Firefly Optimization (HMAC-FO) technique is introduced to generate an
optimized floorplan. The primary focus of HMAC-FO technique is to design a model for generating efficient
floorplanning. The standard MCNC benchmark dataset has a number of modules with their connections.
Firefly optimization is the main algorithm in HMAC-FO, which has been used in generating efficient
floorplan with the optimized area, wire length and thermal. The firefly algorithm initially requires some
number of solutions as the fireflies’ population. In the firefly algorithm, usually, the populations are generated
randomly. But, to improve the firefly optimization algorithm’s performance and obtain better optimum
results, the proposed technique uses ACO to generate the initial population, which are all optimal solutions.
The firefly algorithm uses the set of optimal solutions as the initial population and generates the globally
optimal result. The proposed technique has experimented with the standard MCNC benchmark circuits, and
the results prove that the proposed algorithm reduces the area by 3.48%, the wire length by 0.64% and the
temperature by 3.33% than the best existing methodology. The proposed methodology generates a good
floorplan with all the required optimization, such as area, wire length and heat generation.

INDEX TERMS VLSI floorplanning, firefly optimization, ant colony optimization, multi-objective
optimization, hybrid optimization method.
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I. INTRODUCTION
Very Large-Scale Integration (VLSI) is the process of
manufacturing an Integrated Circuit (IC) from huge numbers
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of transistors that are integrated into a single chip. The
integrated circuit is usually a tightly packed electronic
circuit on a small piece of crystal silicon evaluating tiny
millimetres, including active devices, passive devices and
their interconnections. The standard design process of VLSI
physical design determines the physical position of active
circuits and the boundary of the IC within which the circuits
are interconnected. Floorplanning is an essential step in
the physical design of VLSI. Floorplanning is the process
of creating a pre-plan or blueprint for organizing a set of
rectangular modules. The rectangular module is a small
region in the chip containing a group of interconnected
circuits. During the floorplan, the area required for dumping
entire transistors required for a chip and the length of wire
required for interconnecting the transistors is estimated. The
floorplan primarily focuses on minimizing the area and wire
length. In addition, heat generated by the circuit can also be
estimated, and it needs to be minimized. A good floorplan
optimizes these parameters such as area, wire length and
heat generation. VLSI floorplanning generation problem is an
NP-hard problem, and different optimization techniques can
solve it.

Many evolutionary and optimization algorithms are avail-
able to optimize the floorplan in terms of reducing area and
wire length. The key objective of the floorplan optimization
issue is to reduce the events such as required area and
wire length between modules. VLSI design is utilized to
obtain the optimal solution with minimum time consumption.
The floorplan is applied for categorizing into two types:
slicing floorplans and non-slicing floorplans. A floorplan is
generated by recursively cutting the floorplan horizontally or
vertically. The non-slicing floorplan is the one which cannot
be generated by cutting the floorplan and joining.

A nature-inspired meta-heuristic algorithm named Lion
Optimization Algorithm (LOA) was designed in [1], focusing
on optimizing area and wire length. A new optimization algo-
rithm called BCSA (B∗ tree crossover simulated annealing
algorithm) is introduced in [2], which generates floorplans
with fixed-outline constraints. In this paper, the dead space
and wire length parameters are considered to optimize. In [3],
the hybridized PSO-GA (particle swarm optimization-genetic
algorithm) algorithm was designed to generate temperature-
aware floorplans. A new algorithm named MOFO-FP
(multi-objective firefly optimization-based floorplanning)
was designed in [4] to reduce the chip’s energy consumption
and hot spots.

A new algorithm, adaptive particle swarm optimization,
was introduced in [5] for obtaining efficient floorplan-
ning, which can minimize the area and wire length. The
temperature reduction had not been considered in the
algorithm. A multi-objective Lion’s pride-inspired algorithm
was introduced for optimizing area in [6]. Amodified particle
swarm optimization approach was proposed in [7], which
minimizes the power consumption for VLSI. But, other basic
optimization parameters, such as area and wire length, were
not focused on.

For optimizing area, wire length and temperature in
VLSI circuits, a new floorplanner named Diffusion Ori-
ented Time-improved Floorplanner was designed in [8].
But, this floorplanner failed to address power consump-
tion. A new hybrid technique based on genetic paired
mutation was developed in [9] for optimizing VLSI
placements. The technique focused on minimizing the
execution time, but it failed to address multi-objective
constraints.

In [10], a solution for the rectangular floorplan problem
was developed. However, it focuses only on minimizing
area, whereas other parameters, wire length and temperature,
were not discussed. In [11], a hybrid algorithm based on
harmony search and a Genetic Algorithm was designed for
optimizing area and wire length in VLSI floorplanning.
In [12], an evolutionary computation technique-based multi-
objective design space exploration framework was designed,
which optimizes the area and wire length. An adjusted
adaptive algorithm based on symbiosis was designed in [13]
to generate an optimal floorplan which occupies a minimum
area.

In [14], an algorithm based on simulated annealing was
designed to obtain efficient floorplans with minimum peak
temperature. Since the primary objective is peak temperature,
it could have minimized area and wire length. A nature-
inspired optimization algorithm named Multi-Objective Bat
Algorithm (MOBA) was developed in [15] for generating
efficient floorplans with multiple objectives such as minimiz-
ing area, wire length and temperature.

Various heuristic and meta-heuristic approaches were
introduced to generate an efficient multi-objective floorplan
in [16]. However, the tree-based algorithm was unsuitable
for reducing the floorplanning’s complexity. In [17], a new
conjugate gradient scheme was introduced to enhance
the thermal resistance performance for obtaining a multi-
objective floorplan.

Based on simulated annealing, a new optimization
temperature-aware floorplanning algorithm was developed
in [18] to reduce the chip temperature, area and wire length
efficiently. However, the efficiency of the produced floorplan
was not up to the mark. In [19], a thermal analysis technique
was introduced for generating a fixed-outline 3D floorplan.
In [20], a flow-based partitioning algorithm was designed,
which minimizes the wire length and area cost. But, this
algorithm was not suitable for reducing heat and energy
consumption.

In [21], a new algorithm based on communication-
centric parameters was designed, which uses the Simulated
Annealing method for obtaining floorplan with a minimum
area. But, other parameters such as wire length and chip
peak temperature should have been considered. In [22], the
flow-based netlist partitioning algorithm was designed to
optimize the area required for the circuit. The floorplan
was represented through a graph, and the max flow min
cut algorithm was proposed. Based on the design of
various functional circuits and learning automata, a new
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multi-objective optimization algorithm based on learning
automata was designed in [23].

In [24], a temperature-aware 3D IC floorplanning algo-
rithm was proposed, which reduces the peak temperature in
the 3D chip by placing the hot modules at the bottom of the
chip. Since the focus is on reducing thermal, the optimization
of the length of the wire and other placement constraints are
sacrificed. A novel methodology based on a hyperparameter
optimization technique was designed for allocating blocks
to tiers in [25]. The algorithm reduces heat generated on
the chip by evenly distributing the power through all the
blocks. In order to optimize the thermal parameters along
with the wire length and area, a new hot floorplanning
algorithm was proposed in [26]. The estimation of wire
reliability and congestion in routing are also addressed in the
proposed work. The recent research on generating floorplan
with reduced chip temperature, wire length, and area delivers
decent improvements.

Since the number of objectives to be minimized in
generating floorplan is being increased, we still have space to
improve the circuit performance by reducing peak tempera-
ture through designing an exact algorithm by mixing the best
essence of different swarm-based meta-heuristic algorithms
such as Ant Colony Optimization [27], Particle Swarm
Optimization [28] and Firefly Optimization [29] algorithms.
The traditional swarm-based optimization algorithms can
be combined effectively with various supervised Machine
Learning (ML) algorithms, such as Rao Optimization
algorithm [30] and Support Vector Machine (SVM) [31],
to improve the efficiency and accuracy of the results.

A. METAHEURISTIC OPTIMIZATION
Based on the problem’s solution space, the algorithm
designed for a problem can be classified as polynomial-
time and exponential-time algorithms. Based on the solution
and working behaviour of the algorithm, we may classify
algorithms as deterministic and nondeterministic. Usually,
if we are writing an algorithm for a problem, it is determin-
istic. It is deterministic if we know clearly each step and
how the algorithm works. A nondeterministic algorithm is an
algorithm that, even for the same input, can show different
behaviours on different runs, contrasting to a deterministic
algorithm. When an exact solution is difficult or expensive
to develop using a deterministic algorithm, we may go for
nondeterministic algorithms, which run on polynomial time
to find approximate solutions. For most real-world problems,
the solution space is huge and developing a polynomial time
deterministic algorithm is impossible. For such problems,
the exact solution is difficult to find, but we can find the
nearly best solution, which is said to be the optimum solution.
The optimum solution is the best solution among all the
feasible solutions. The nondeterministic polynomial time
algorithm developed for finding an optimum solution is called
an optimization algorithm. A heuristic is a technique that
aims to solve a problem faster when existing techniques are

too slow. The higher-level heuristic technique for finding a
sufficiently good solution for the optimization problem is
called metaheuristic. Generally, the metaheuristic techniques
are classified into nine different groups based on biology,
physic, swarm, social, music, chemistry, sport, math [32]
& light [33]. A music-based metaheuristic intelligence
algorithm, Harmony Search Algorithm (HAS) has been
efficiently used for generating honeyword in [34]. In addition,
a new physics-based metaheuristic search and optimization
method named Optics Inspired Optimization (OIO) has been
developed [35]. The meta-heuristic algorithms have been
used for finding an optimal solution to large-scale computing
problems and have becomemore popular due to their reduced
polynomial time complexity.

Usually, the meta-heuristic algorithms are inspired by
nature, the behaviour of insects or animals, nature, evolu-
tionary concepts and natural phenomena types [36]. The
classification based on the inspiration of meta-heuristic
techniques is shown in Figure 1. They are grouped into
five different categories: Evolutionary, Swarm-Intelligence,
Physics-based, Nature-inspired and Bio-stimulated.

In this work, the swarm-intelligence algorithm, Ant
Colony Optimization (ACO), is combined with the nature-
inspired algorithm, Firefly Optimization (FO), to improve
the optimum result’s efficiency. This hybridized technique
improves the correctness and effectiveness of conventional
optimization techniques.

II. PROPOSAL METHODOLOGY
In the VLSI domain, floorplanning is one of the crucial
phases in physical design. During floorplanning, the relative
positions of modules inside the fixed outline are determined.
The main objective of floorplanning is not only simply
finding the positions of the modules but also reducing the
dead space occupied in the chip and the approximate length
of the wire required for connecting blocks. In addition to
the area and wire length, the heat generated in the chip
also depends on the blueprint generated in the floorplanning
step. Reducing area causes increases the possibility of short-
circuiting, which affects the reliability of the chip. So, while
focusing on reducing area and wire length, the reduction of
heat generation of the chip has also been considered during
floorplanning.

In current research works, some multi-objective opti-
mization was considered. However, in most methods, area
and wire length were alone considered as optimization
parameters. The impact of energy and heat was not focused
on. Also, most of the research works use existing bio-inspired
optimization algorithms with some enhancements. However,
the hybrid of two or more optimization algorithms is not used
predominantly.

In order to improve efficiency, a new technique based on
the hybridization of Ant Colony and Firefly Optimization
called HMAC-FO is developed to improve the correctness
and effectiveness of the conventional optimization tech-
niques. The primary step in floorplanning is to estimate

VOLUME 11, 2023 14679



B. Srinivasan et al.: Novel Multicriteria Optimization Technique for VLSI Floorplanning

FIGURE 1. Meta-heuristic optimization technique classification.

FIGURE 2. Proposed HMAC-FO technique.

the approximate chip area and approximate wire length
with the consideration of module arrangements and their
interconnections. In a floorplanning problem, each module
consists of huge numbers of cells that can perform a unique
special operation. The proposed HMAC-FO technique is
represented through the following block diagram.

The major steps involved in the proposed HMAC-FO
technique are given in Figure 2, in which there are two main
stages are used to generate an optimal floorplan. The input for
the proposed method is ‘n’ modules with full details such as
height, weight and area of the modules. The modules’ details
are taken from the dataset.

FIGURE 3. Multi-objective population generation.

At first, the number of modules is gathered from the
dataset. The modules are passed as input for Ant Colony
Optimization Population Generator (ACOPG) algorithm.
The ACOPG effectively generates ‘n’ numbers of optimal
solutions, which are then passed as input for the Multi-
objective Firefly Optimization (MOFO) as the initial popula-
tion of fireflies. The proposed technique mimics the foraging
behaviour of ants and the mating behaviour of fireflies. The
ants and fireflies are hybridized as the ants help fireflies
in selecting brighter fireflies for mating and increase the
brightness of fireflies by reducing the distance between them.
Fireflies are born through the foraging behaviour of ants.
The population generation algorithm has been designed in
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FIGURE 4. Population generation with variable optimization parameters.

two ways as multi-objective optimized solutions and various
single-objective solutions.

A. ANT COLONY OPTIMIZATION POPULATION
GENERATOR (ACOPG)
Ant Colony Optimization is a bio-inspired meta-heuristic
algorithm used to solve many optimization problems. In the
proposed work, the Ant Colony algorithm is used in obtaining
initial healthy populations. The Firefly algorithm generates
the overall best solution. In the conventional firefly algorithm,
the initial population of fireflies are selected randomly.
Because of the random selection, it is possible to miss the
brightest firefly or all the selected fireflies are dull. Due to
this, it is possible to miss the overall best solution. If we
select all the fireflies in the initial population, the brighter
fireflies, the overall solution can be the best solution. The
solution trees obtained from ACO have different root nodes.
TheACO is used in generating brighter fireflies, and those are
initial healthy solutions. In the proposed work, the ACO has
been used effectively in two ways to generate two different
sets of populations. The aim of HMAC-FO is to generate a
multi-objective optimized floorplan. The algorithm uses three
objective parameters to be improved, area, wire length and
heat. The ACO is applied in two different ways to obtain the
best populations.

In the first method, Ant Colony Optimization Population
Generator – Multi-Objective Populations (ACOPG-MOP),
ACO is designed to produce ‘n’ populations with enhanced
area, wire length and heat. In this method, the populations
are multi-optimized solutions.

Figure 3 given above, shows the steps in generating multi-
objective solutions. The total ‘n’ modules of the standard
benchmark circuit are given as input for the Multi-Objective
Ant Colony Optimization (MOACO) algorithm. The multi-
objective fitness function F(A) with the area, wire length
and thermal as optimization parameters are used in ACO to
optimize the different parameters. The result is obtained as
‘n’ numbers of solution trees (B∗ Tree) which can be used as
the initial population for the firefly algorithm.

The second method, ACOPG-Variable Objectives Popu-
lations (ACOPG-VOP), is designed to obtain the solutions,
which are mixed of single-optimized floorplans with variable
optimization parameters such as area, wire length, and heat.

Figure 4 shows the detailed steps in generating various
single optimization solutions as the initial population for
the firefly algorithm. ACO is applied three times for the
same input modules; each version of ACO generates ‘n’
solutions individually, the first ‘n’ solutions set are area-
optimal solutions, the second ‘n’ solutions set are wire
length optimal solutions, and the last ‘n’ solutions set are
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FIGURE 5. Flowchart for population generation using ACO.
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FIGURE 6. Graph representation of modules.

thermal-optimal solutions. The initial populations for the
firefly algorithm are taken from these ‘3 x n’ numbers of
solutions. Since the firefly algorithm’s population size is P
and we are having ‘3 x n’ solutions, the best ‘P/3’ solutions
are taken as initial healthy population. If we select P which
is equivalent to ‘3 x n’, then all the heathy solutions obtained
from ACOwill be taken as an initial population for the firefly
algorithm so that the chance ofmissing the brighter firefly can
be avoided. There are three fitness functions, F(a1) to obtain
wire length optimal solutions, F(a2) to obtain area optimal
solutions and F(a3) to obtain thermal-optimal solutions
used in the ACO algorithm for generating individual-best
solutions.

Figure 5 illustrates the steps in obtaining optimal solutions,
which are the initial population for the firefly algorithm to
generate a globally optimal floorplan. Ant Colony Optimiza-
tion was initially applied to solve the famous optimization
graph problem named Travelling Salesperson Problem to find
the shortest trip for a salesperson who wants to visit all the
cities exactly once and return to home city. To apply ACO
for the floorplanning problem, the problem needs to map
with the graph problem. The input benchmark circuit is first
represented as a graph as follows. The graph is represented as
a collection of vertices and edges, where the vertices are the
modules, and the edges are connecting the modules with the
cost of the edge which connects two vertices and is equivalent

to the best fitness value of the two modules mi and mj, E =
{Cij| Best Cost of Modules mi and mj
The modules are the vertices of the graph, and the best

fitness between any two modules is represented as the
edge cost between the modules. The cost of the edge is
calculated through the fitness function. The constructed
graph is a Directed Complete Graph, which is used in
finding the optimal floorplan by applying Ant Colony
Optimization in a similar way that the TSP problem is solved
using ACO.

As per the ACO, the first step is initializing the basic
parameters. After that, there are ‘n’ different ants placed in ‘n’
different vertices. It means that the algorithmwill generate ‘n’
different floorplans, each having a different starting vertex,
i.e., the left bottom corner module in the floorplan. For
example, if the number of modules, ‘n’ is 5, then there are
five different floorplans, and each one has a different left
bottom corner module, which are obtained from the graph
by applying ACO. The solutions are obtained as trees with
starting module (or vertex) as the root. The ants start their
travel from the starting city, which is the root of solution
trees. Each ant will select its next city (module) based on the
distance (cost), and it will be added as its child. The child
will be added with its parent in a particular order as Left of
Left subtree (LL), Right of Right subtree (RR), Left of Right
subtree (LR) and Right of Left subtree (RL).
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TABLE 1. Summary of solution space and time complexity.

The main task in floorplanning is finding the proper
position for the rectangular blocks without overlapping each
other. The basic constraint in placing modules is non-
overlapping modules. In the graph, if there is a directed
edge between two vertices, it represents there is minimum
cost admissible placement exists between the two modules
without overlapping modules. The graph construction from
the given input modules is shown in Figure 6. There are five
sample modules with different widths and heights, and their
corresponding graph is shown in Figures 6(a) and (b). The
edge cost is calculated through the fitness function, which
is illustrated in Figures 6(c) to (e). The two possibilities for
module 1 followed by module 2 with fitness values x1, and
x2, respectively. Among these two choices, the best fitness
x1 is identified and is set as the cost for the edge (1, 2) in the
graph. Similarly, the cost for other edges, such as (2, 1), (1, 3),
(3, 1), etc., are also calculated. In reference to other standard
floorplan representations such as B∗ Tree, O-Tree, Corner
Block List and Sequence Pair, the Directed Complete Graph
representation provides equivalent or better computational
complexity. The solution space and time complexity of
different representations are summarized in Table 1. For
representing a floorplan with n modules, Sequence Pair and
Moving Block Sequence (MBS) requiresO(n2) running time,
whereas other representations B∗-Tree, O-Tree, Corner Block
List and the proposed Graph representations require O(n)
running time, which is linear time complexity. In conclusion,
the Graph representation gives the best performance even for
the larger solution space.

The multi-objective fitness function (C) is for computing
the cost of the edges involves area, wire length and heat
generation as optimization parameters as follows

C = µ1
c1
c1∗
+ µ2

c2
c2∗
+ µ3

c3
c3∗

(1)

whereC represents the fitness, ‘µ1’, ‘µ2’ and ‘µ3’ represents
a constant value whose values lie between 0 to 1. Since there
is a trade-off between area, wire-length and temperature,
the constant values are assigned equally as µ1 = 0.34,
µ2 = 0.33 and µ3 = 0.33. In the above equation (1), the
parameters c1, c2 and c3 represents multi-criteria functions
such as c1 is the area, c2 is the wire length and c3 denotes heat
generation. The average values of area, wire length and heat
generation for the randomly selected thousands of floorplans
are represented as c1∗, c2∗ and c3∗ respectively. The input for

the problem is ‘n’ number of modules, each of which with
different heights and widths. The resultant floorplan will find
the relative position of the modules in the larger chip.

Initially, the space occupied by the modules (c1) is the area
of the outer rectangle which includes all the modules and
which is calculated as follows

c1 = W × H (2)

With,

W =
(
max
1≤i≤n

(wi + xi)− min
1≤i≤n

(xi)
)

(3)

H =
(
max
1≤i≤n

(wi + xi)− min
1≤i≤n

(xi)
)

(4)

where wi & hi are the width and height of the ith module and
(xi, yi) is the left bottom corner position of the ith module. The
area is measured in square millimetres (mm2).
The estimation of wire required for connecting modules is

refered as wire length (c2) of the circuit, and it is calculated
through Half-Perimeter Wire length (HPWL) as follows.

c2 = 1X +1Y (5)

With,

1X =
(
max
1≤i≤n

(x i)− min
1≤i≤n

(xi)
)

(6)

1Y =
(
max
1≤i≤n

(yi)− min
1≤i≤n

(yi)
)

(7)

where, (xi, yi) is the position of the ith module. The wire
length is measured in millimetre (mm).

Finally, the estimation of temperature is done with the help
of Hotspot, which provides a simple thermal compact model.
The modules’ temperature depends on the relative position
of the modules as well as the position of their neighbouring
module. It also depends on the power consumption of the
module. In addition to the dimensions of the modules,
temperature calculation needs power distribution in each
module. For a given power distribution on the floorplan, the
modules’ temperature is calculated as follows. T1

...

Tn

 =
R11 · · · R1n

...
. . .

...

Rn1 · · · Rnn


P1

...

Pn

 (8)

where the vector P represents the power consumption in
the functional modules and the vector T represents the
temperature of the modules. By giving a floorplan for a set
of modules, the Hotspot tool will give the transfer thermal
resistance matrix. The thermal resistance transfer Rxy of the
module x with respect to y is the increase in the temperature of
module x due to the unit of power consumption at the module
y as follows.

Rxy =
1T xy
Py

(9)
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After the construction of the graph, each ant is positioned in
some city, which has been selected randomly. The movement
of an ant k from a starting city i to the ending city j is based
on the following probabilistic transition rule:

pkij (t) =


[τij(t)]α[ηij]β∑

kϵAk
[τik (t)]α[ηik ]β

if jϵAk

0 otherwise
(10)

where ηij is the desirability of the state transition, usually,
the value of ηij is 1/dij, where dij is the distance between
city i and city j. The amount of pheromone deposited for
the transition from state i to j is denoted as τij (t). The two
positive parameters α and β are used to control the relative
weights of the pheromone trail and of the heuristic visibility.
The selected next city will be added to the solution tree, which
is used to represent the floorplan. Since the solution is a tree,
the decision to be taken is to add the next selected city with the
current city as left or right child. There are four possibilities
are considered for joining the next city with the current city,
Left of Left Subtree (LL), Right of Right Subtree (RR), Left
of Right Subtree (LR) and Right of Left Subtree (RL)

Once the tour is completed by each ant, the amount of
pheromone on each path will be updated based on (1 − ρ).
The pheromone decay parameter (0 < ρ < 1) represents the
trail evaporation when the ant chooses a city and decides to
move. The total number of ants is denoted by n, the length of
the tour performed by ant k is represented by Lk and Q is an
arbitrary constant. After all the ants complete their tour, the
pheromone is required to be updated as follows.

τij (t + 1) = (1− ρ)τ ij (t)+1τij (t) (11)

With,

1τij (t) =
∑n

k=1
1τ kij (t) (12)

τ kij =

{
Q
Lk

, if (i, j) ϵ tourk
0, Otherwise

(13)

Once the maximum number of iterations are completed,
there are n numbers of global best solution trees are obtained,
and these solutions are sent to the Multi-Objective Firefly
Optimization (MOFO) algorithm as initial population to find
the optimized solution.

B. MULTI-OBJECTIVE FIREFLY OPTIMIZATION (MOFO)
After constructing initial best optimal solutions through
ACOPG, the resultant solutions are given as input to the
Multi-Objective Firefly Optimization (MOFO) algorithm,
which is designed to produce efficient floorplanning. The
MOFO is designed based on the flashing behaviours of
fireflies. In MOFO, at first, all fireflies are numbered
randomly from 1 to n with the solutions trees obtained from
ACOPG. The current positions of the fireflies are optimized
further in order to enhance the objectives such as area, wire
length and heat generation.

The same multi-objective function that is used in the
ACOPG algorithm is also used as a multi-objective function

in the MOFO algorithm. The light intensity of the fireflies
is proportional to this multi-objective function. The relation
between the light intensity and objective function is given
below,

I α C (14)

The attractiveness ‘L’ of the firefly gets changed with
the distance between the firefly ′i′ and the firefly ′j′ which
is represented as ‘dij’. When the light intensity is reduced,
it changes the attractiveness and absorption. The changes in
the light intensity with respect to current light intensity is
given by the following function.

I
(
dij

)
= Ioe−γ dij (15)

Here, the current intensity is ‘Io’, and the absorption
coefficient is ‘γ ’. The firefly attractiveness ‘L’ is represented
as,

L = Loe−γ dn , n ≥ 1 (16)

Here, the distance is denoted as ‘d’, the attractiveness at the
distance d = 0 is denoted as Lo and ‘n’ represents the number
of fireflies. Euclidean distance between any two fireflies ‘fi’
and ‘fj’ respectively given as,

dij =
√(

fj − fi
)2 (17)

Here, the mathematical formulation for the movement of
the firefly ‘fi’ with less brightness towards the firefly ‘fj with
high brightness is given as,

f q+1i = f qi + Loe
−γ d2ij

(
f qj − f

q
i

)
+ αqϵ

q
i (18)

Here, q is the step number or iteration number, the first
term is current fitness of ith firefly, the second term is
due to attraction towards jth firefly and the last term is for
applying randomness in the movement. The term αq is
randomization parameter whose value is usually in between
0 and 1 and ϵ

q
i represents the vector drained from Gaussian

or other distribution at time q. If the parameter Lo is used in
controlling the attractiveness and if it is 0, the ith firefly will
be moved randomly.

The term αq primarily controls the randomness of the
solutions. So, this parameter needs to be controlled in each
iteration, and it will be varied with the iteration number q.
The parameter αq is defined as,

αq = α0δ
q, 0 < δ < 1 (19)

Here, δ denotes the cooling factor, and the initial random-
ness is denoted as α0. The strength of the randomness needs
to be controlled, and this will be done by the parameter δ.

In the proposed HMAC-FO technique, the MOFO algo-
rithm performs the firefly optimization with the aim of
reducing area, wire length and hot spots in the chip. The
light intensity is calculated from the three objective functions
such as minimizing space required, minimizing wire length
and minimizing heat generation in the chip. In the MOFO
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algorithm, the fireflies update their new position based on
the attractiveness and light intensity of other fireflies. At the
end of each iteration, the fireflies are ranked as per their
updated light intensity. The step-by-step process is shown in
Algorithm 1.

Algorithm 1 Multi-Objective Firefly Optimization (MOFO)
Algorithm
AlgorithmMOFO ( T[1..n], F )

Input: ‘n’ numbers of floorplans,
T[1..n] generated by ACOPG

Output: Efficient Floorplan, F
Initialize fireflies populations, P[1..n] as follows:
For i← 1ton Do

P[i]← T[i]
End For
Define multi-objective function C as in (1)
Calculate Light Intensity ′I ′ from (1) and (14)
Describe absorption coefficient ‘γ ’
Initialize step count, q← 1
While q ≤ TMAX Do

For i← 1 to n Do
For j← 1 to n Do
/∗ Use the equation (17) to find distance
between fireflies i and j∗/
dij← ComputeDistance(P,i,j)
/∗ Update position for fireflies based on intensity ∗/
If Ij > Ii Then
/∗Move firefly j towards i∗/
MoveFirefly(P,j,i)

End If
/∗Modify the attractiveness based on the
distance ′d ′ij∗/
ModifyAttractivness(P,i,j, dij)
/∗ Update the light intensity after calculating a
novel solution ∗/
UpdateIntensity(P,i,j)
End For

End For
/∗Based on light intensity, rank the fireflies ∗/
RankFireflies(P)
/∗ Update Iteration ∗/
q← q+1
EndWhile
/∗ Return the firefly with best fitness as optimum
floorplan ∗/
Return POptimum asF

EndMOFO

Algorithm 1 illustrates the process of firefly optimization
for generating optimum floorplan in VLSI Design. The
list of parameters used in the algorithm are described
in Table 2.

At first, the list of initial populations is constructed with the
help of the solutions obtained from the ACOPG algorithm.
The initial fitness values are calculated for the populated

TABLE 2. Parameters description.

fireflies. The light intensity of the fireflies is calculated
through the fitness function defined in equation (1) which is
to optimize the area, wire length and heat generation. Once
the fitness is calculated, the list of modules is sorted in order
to identify the local best solution. The firefly algorithm then
accepts these local best solutions to identify the global best
solution. The movement of the firefly is decided based on
the light intensity. If one firefly’s intensity is high, then it
will be moved toward the firefly with low intensity. The new
positions for the fireflies are updated after movements. The
same process is then repeated for a maximum number of
times. At last, the ranking of fireflies is done based on the
light intensity of the fireflies, which helps in finding the best
optimal solution.

The global optimum solution has been determined through
a multi-criteria hybridized optimization algorithm in the
proposed technique. The solutions obtained through the
hybrid ant colony and firefly algorithms are better than
the solutions obtained by applying a single ant colony or
single firefly algorithm.

The combination of the firefly algorithm and ant colony
optimization technique efficiently determines the global best
floorplan, which optimizes more than one parameter, such
as area, wire length and heat generation. With multi-criteria
optimization, the hybrid approach is to discover the optimal
paths in the graphs that represent the floorplan. Based on
the behaviour of real ants, a population-based metaheuristic
algorithm is designed in the proposed technique, which solves
the major issues in multi-criteria optimization. Usually, the
real ants are doing searching for their food source, and while
searching food, the ants are being moved between different
places. During this process, the ants produce a phenomenon
which is an organic compound on their path. The pheromone
trails are used to make communications be-tween the ants.
The deposition of deposition depends on the number of
foodstuffs the ant bears. Afterwards, other ants then follow
the path, which contains more pheromones, by smelling the
deposited pheromone trails. The path followed by the most
number of ants is identified as the shorter path.
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TABLE 3. Standard MCNC benchmark netlists.

III. EXPERIMENTAL SETUP
The proposed HMAC-FO has been experimented in two
different ways, named as HMAC-FO-Multi-Objectives Pop-
ulation (HMAC-FO-MOP) and HMAC-FO-Variable Objec-
tives Populations (HMAC-FO-VOP) based on the way of
generating the initial population through ACOPG-MOP
and ACOPG-VOP techniques. The proposed algorithms are
implemented in MATLAB 2015b with 2.10 GHz Intel Core
i5 processor, 8GB RAM, and Windows 10 platform. Experi-
mental evaluation of HMAC-FO-MOP and HMAC-FO-VOP
techniques and Line Optimization Algorithm (LOA) [1], B∗

tree Crossover Simulated Annealing (BCSA) algorithm [2],
Hybrid Particle Swarm Algorithm – Genetic Algorithm
(HPSOGA) [3] and Multi-Objective Firefly Optimization-
based FloorPlanning (MOFO-FP) [4] are implemented with
the input data set which is obtained from (https://s2.smu.edu/
∼ manikas/Benchmarks/MCNC_Benchmark_Netlists.html).
The existing and proposed techniques are simulated with
the same software and hardware platform. Since the same
experimental conditions are used for the simulation, the
comparison of the obtained results is valid. The experiment
was repeated for 1000 times, and the average results are
recorded in the Tables 3, 4 and 5.

The standard circuits apte, ami33, ami49, Xerox and hp are
considered for the testing proposed technique. Among these,
the three circuits named apte, Xerox and hp are having fewer
numbers of modules, whereas the circuits ami33 and ami49
have large numbers of circuits. The experimental results show
how the proposed technique generates an optimal solution
for modules of various sizes. The modules are nothing
but a group of interconnected transistors called as circuit.
The following Table 3 defines the description of MCNC
Benchmark circuits.

The standard five circuits such as hp, xerox, ami49, ami33
and apte MCNC Benchmark are described in Table 3.

IV. RESULTS ANALYSIS
The performance results of HMAC-FO-MOP and HMAC-
FO-VOP techniques are compared with the results obtained
for LOA [1], BCSA [2], HPSOGA [3] and MOFO-FP [4]
with various metrics called area used by circuits, required
wire length and peak temperature generation. The results
prove that the proposed algorithm reduces the area by
3.48%, the wire length by 0.64% and the temperature by
3.33% than the best existing methodologies. Between the
two proposed techniques, HMAC-FO-VOP gives much better

improvements than HMAC-FO-MOP. Since in the Variable
Objectives Population (VOP) method, the populations are
obtained as the best solutions for individual objective
parameters, between the two proposed techniques, HMAC-
FO-VOP gives much better improvements than HMAC-FO-
MOP for the circuits with a larger number of modules.
The proposed methods provide significant improvements
for the circuits with a smaller number of modules. The
results obtained for various techniques on various metrics are
discussed through the following tables and their graphical
representations. The statistics given in the table show the
mean values of 1000 runs of simulated algorithms.

The area occupied c1 by the various MCNC benchmark
circuits for various techniques are described in Table 4.
The results obtained for the space occupied using six
methods namely the proposed techniques HMAC-FO-MOP
and HMAC-FO-VOP and the existing LOA [1], BCSA [2],
HPSOGA [3] and MOFO-FP [4] are listed in Table 4. The
above results indicate that the HMAC-FO-VOP occupies
minimum space than other techniques. When applying the
HMAC-FO-VOP strategy for the apte circuit, it occupies
46.61 mm2 of space is occupied whereas the 48.03 mm2,
48.03 mm2, 47.44 mm2 and 46.71 mm2 are obtained
using LOA [1], BCSA [2], HPSOGA [3] and MOFO-
FP [4] respectively. While comparing the proposed methods,
HMAC-FO-VOP is giving better results for larger circuits
such as apte and ami49, whereas HMAC-FO-MOP is giving
better results for smaller modules. The experimental results
show that the new hybrid approach beats all other competitive
techniques.

The experimental result for minimizing area engaged by
the modules using six strategies, the proposed techniques
HMAC-FO-MOP and HMAC-FO-VOP and the existing
LOA [1], BCSA [2], HPSOGA [3] and MOFO-FP [4] is
shown in Figure 7. The horizontal direction represents the
various circuits and the vertical direction represents the
area in mm2. In the graphical chart, the proposed methods
HMAC-FO-MOP and HMAC-FO-VOP are represented in
the last two different green colours. In contrast, the first
four-colour columns indicate space occupied results of
existing [1], [2], [3], and [4], respectively. The graphical
result exhibits that the proposed HMAC-FO-VOP approach
performs sounder execution for all circuits, whereas HMAC-
FO-MOP achieves better performance for smaller circuits.
The main reason for this substantial enhancement is due
to applying the hybridization of Firefly and Ant Colony
Systems. The hybridized technique determines the modules
and their positions with lesser space consumption. The
proposed algorithm reasonably reduces the dead space in
floorplan.

Table 5 shows the estimated length of wire, c2 (in
mm) required for interconnecting modules for the different
MCNC circuits. The experimental result is obtained with
the ami33 circuit, the wire length of the proposed HMAC-
FO-MOP and HMAC-FO-VOP techniques is 48.36 mm
and the results of wire length using LOA [1], BCSA [2],
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TABLE 4. AREA occupied by circuits.

FIGURE 7. Results of area occupied by circuits.

TABLE 5. Wire length estimation for the floorplan.

HPSOGA [3] and MOFO-FP [4] are observed as 52.22mm,
53.55 mm 51.6 mm and 48.36 mm respectively. The
complete performance results of wire length of the proposed
HMAC-FO-MOP and HMAC-FO-VOP techniques is com-
pared with existing methods.

The analysis of required wire length (c2) for various
MCNC circuits is shown in Figure 8. The chart designates
that the proposed HMAC-FO-MOP and HMAC-FO-VOP
techniques outperform well in obtaining a minimum wire
length than the other existing methods. The major reason for

obtaining the minimum wire length of the circuit is due to
its less dead space. The modules occupy lesser space and
minimal wire length due to the hybrid optimization technique.

Table 6 displays the heat generation of the proposed
techniques HMAC-FO-MOP and HMAC-FO-VOP and the
existing LOA [1], BCSA [2], HPSOGA [3], and MOFO-
FP [4]. The heat generated in different circuits with the
optimal floorplan obtained through the proposed techniques
is described in the table. For every iteration, the input number
of modules taken is varied. The experimental result shows
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FIGURE 8. Results of required wire length.

TABLE 6. Heat generation by the circuit.

FIGURE 9. Results of heat generation.

that the proposed HMAC-FO-VOP technique generates
less heat than the other three conventional techniques.

The statistical analysis of the obtained results proves the
betterment of the proposed technique. From the circuits
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FIGURE 10. Floorplan Layouts of (a)ami49, (b)ami33 and Hot Floorplan Layouts of (c)ami49 (d)ami33.

taken for experiments, the one with the maximum number
of modules is ami49 circuit, whose module count is 49.
Using the STHMAC-BDFOFP technique, the estimated heat
generated in the ami49 circuit is 57.18 ◦C. In contrast,
the heat generated in the same circuit with the existing
HPSOGA [3] and MOFO-FP [4] methods are 66.26 ◦C
and 60.87 ◦C, respectively. The different types of modules’
different heat generation experimental results are analyzed
for each method. The complete comparison results show that
the heat generation is reasonably reduced with the proposed
HMAC-FO-VOP technique.

The experimental results of heat generation (c3) for
different methods is interpreted graphically in Figure 9.
The vertical axis illustrates the heat generation (in ◦C)
and the horizontal direction indicates variousMCNC circuits.
The above experimental results prove that the amount of
heat generated in HMAC-FO-VOP approach is lesser than
the existing HPSOGA [3] and MOFO-FP [4] techniques,
respectively. This significant improvement is obtained by
applying the hybridized optimization technique. The pro-
posedHMAC-FO-MOP andHMAC-FO-VOP technique uses
the hybridization of firefly and ant colony systems.

The floorplan layouts and the corresponding hot floorplan
layouts obtained for the larger benchmark circuits ami49 and
ami33 are shown in Figure 10. In the hot floorplan layouts,

the different colours of the modules represent the amount
of heat generated by the modules. From these hot floorplan
layouts, it is observed that the modules with a high amount of
heat generation are mostly placed at some distance to reduce
the effective heat generation of the chip. The total number of
modules in ami49 and ami33 are 49 and 33, respectively. The
numbered boxes in figure 9 indicate the different blocks of the
benchmark circuit, and the area without a number represents
the unused space (dead space). The results show that the
proposed algorithm reduces dead spaces by 3.48% compared
to the existing techniques.

V. CONCLUSION AND FUTURE RESEARCH
A novel meta-heuristic optimization algorithm, HMAC-FO
has been designed to generate optimal floorplan. HMAC-FO
is designed in two variations based on the objective functions
with hybrid optimization techniques. Themultiple objectives,
such as minimizing space occupied, minimizing wire length
and lowest heat generation, are addressed in the generation
of the floorplan with the proposed method. Initially, the
famous Ant Colony Optimization is applied to generate the
population of fireflies. The optimal solutions generated by
ACO are used as the initial population for the proposed
MOFO algorithm. Hybrid ACO with FO aims to reduce
the distance between the selected fireflies. ACO helps in
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selecting optimal solutions as the initial population required
for the MOFO. The hybrid technique is experimented with to
analyze the performance of the HMAC-FO-Multi-Objective
Populations (HMAC-FO-MOP) and HMAC-FO-Variable
Objectives Populations (HMAC-FO-VOP) techniques over
the four basic approaches and various performance metrics
such as area required for packing circuits, wire length
and heat generation. Statistical results prove that HMAC-
FO-MOP delivers enhanced performance in reducing the
length of wire by 0.52%, the area required by 2.9% and
heat generation by 2.15% over the traditional methods and
HMAC-FO-VOP delivers enhanced performance in reducing
the length of wire by 0.64%, the area required by 3.48%
and heat generation by 3.33% over the traditional methods.
The hybridization of optimization techniques with deep
learning is used to achieve an efficient heat and energy-
aware floorplanning. Other than these basic constraints, area,
wire length and heat generation, some more parameters can
also be considered for the floorplan optimization. One of the
main constraints to be considered is placement constraints
such as preplace constraint, range constraint, alignment,
abutment, clustering, boundary constraint, etc., in placing
modules. The proposed work can be extended in future as
a unified technique to handle all the placement constraints
simultaneously along with the basic optimization parameters.
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