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ABSTRACT The advancement of Deep Learning and Computer Vision in the field of agriculture has been
found to be an effective tool in detecting harmful plant diseases. Classification and detection of healthy
and diseased crops play a very crucial role in determining the rate and quality of production. Thus the
present work highlights a well-proposed novel method of detecting Tomato leaf diseases using Deep Neural
Networks to strengthen agro-based industries. The present novel framework is utilized with a combination
of classical Machine Learning model Principal Component Analysis (PCA) and a customized Deep Neural
Network which has been named as PCA DeepNet. The hybridized framework also consists of Generative
Adpversarial Network (GAN) for obtaining a good mixture of datasets. The detection is carried out using the
Faster Region-Based Convolutional Neural Network (F-RCNN). The overall work generated a classification
accuracy of 99.60% with an average precision of 98.55%; giving a promising Intersection over Union (IOU)
score of 0.95 in detection. Thus the presented work outperforms any other reported state-of-the-art.

INDEX TERMS Tomato leaf diseases, artificial intelligence, deep learning, computer vision, generative
adversarial networks, convolutional neural network, faster region-based convolutional neural network.

I. INTRODUCTION

Agriculture is one of the oldest occupations practiced world-
wide in the majority of the countries. It forms an important
aspect of sustainability and survivability. India being a coun-
try primarily having an agriculture-based economy, hence a
major part of India’s population is either directly or indirectly
linked to agriculture. Moreover, agricultural exports majorly
contribute to the country’s GDP. According to the available
data, the global population is expected to reach 10 billion by

The associate editor coordinating the review of this manuscript and

approving it for publication was Amin Zehtabian

VOLUME 11, 2023

2050 which in turn would require agricultural productivity to
increase by at least 70%. With increase in world population,
the demand for agricultural products has increased manifold.
As further cultivable land area cannot be increased, hence the
only way to increase the amount of agricultural production
is to enhance the productivity of the existing lands. Agri-
culture in many parts of India is still practiced manually in
a traditional manner, involving lots of manpower and man-
hours. Among several aspects of agriculture, keeping crops
disease-free is an important facet. This is done manually and
may turn out to be inaccurate owing to some limitations and
incorrect judgments of humans which in this case might result
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in catastrophic consequences; the worst being the whole crop
getting ruined. This is a problem that no farmer can afford and
hence resort to Artificial Intelligence (AI) based solutions.
Al in agriculture serves a better pathway to analyze real-time
problems faced by the farmers in day-to-day life. One of
the common problems faced is the invasion of pests, which
deteriorates the quality of the crops. The main challenge lies
in detecting the diseases caused due to the attack of these
pests and for which farmers need innovative technologies to
combat such attacks. The joint venture of Computer Vision
and Artificial Intelligence makes it a great way to solve such
kinds of problems. The most promising factor that rules Al
is that it uses real-time data not only to predict the emer-
gence but also the identification of the pest and diseases
before it takes a huge shape. Therefore, the main motto of
developing such automated systems using Al is to reduce
the vulnerability of pest attack and to preserve the quality of
production.

Plant disease detection using Deep Learning techniques
such as classification and detection has become a crucial
aspect in monitoring and analyzing the productivity of each
and every specific species of plant. As compared to tra-
ditional classification networks, techniques involving deep
learning yields better results for real-time identification of
plant leaf diseases [1]. These are all headed under the
latest improvements in computer vision aided systems to
efficiently provide solutions for multiple plant diseases as
the existing method for disease detection is through naked
eyes which require lots of effort and is time consuming
as well [2]. Therefore to reduce this problem Deep Learn-
ing has been introduced which involves a robust process
with higher accuracy for accurate diagnosis of the respective
diseases [3].

The proposed work for detection of Tomato leaf diseases
is accomplished with a Deep Learning approach combined
with Machine Learning technique. The overall framework
depicts the classification of Tomato leaf images into healthy
and diseased ones and then implementation of the images for
different categories of disease detection. The entire work has
been implemented using Deep Neural Networks, especially
using Convolution Neural Network (CNN) architectures and
PCA and this new model is named as PCA DeepNet. The
PCA work as the primary feature extractor followed by the
customized deep neural networks for classification and detec-
tion purposes. The convolutional deep learning networks are
basically chosen to reduce computational cost and for smooth
classification; thereby helping in development of an intelli-
gent systems assisted tomato leaf disease detection. A single
shot detector (SSD) and Faster Region Based Convolutional
Neural Network (F-RCNN) is used for detection purposes.
In F-RCNN, the detection steps are carried out in two steps
unlike SSD and hence a more accurate detection is obtained
using F-RCNN [4].

The major contributions of the work are listed below which
differentiates the presented PCA DeepNet from the existing
works available in literature:
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e The work is methodized by a hybridized framework
consisting of GANSs, conventional PCA, customized
CNN classifier and detection architecture for respective
purposes.

e The system consists of a customized neural network
which is basically structured using 10 convolutional
neural layers. This is formulated utilizing a feed for-
ward network where the method of down-sampling
and up-sampling is predominant and the work is tuned
using several hyper-parameters like Learning rate,
Optimizers, Activation Functions to enhance the per-
formance of the model.

e The changes made in the dropout values, pooling layers
and max pooling layers gives the proposed work a
better formulation and thus reduces time complexity
of the entire system. The lesser time consumption is
compared with respect to the hardware and software
specification mentioned later in the results and discus-
sion section.

e The newer system which has not been implemented
earlier generates better accuracy and other performance
metrics like precision, recall, F1-measure scores.

e The novelty of the overall framework is materialized
through a customized hybridized model involving clas-
sical machine learning model along with deep neural
networks which are structured in such a way so as to
outperform any of the existing works.

The remaining paper is presented as follows: Section II con-
tains related works, Section III comprises methodology of
the overall process, Section IV throws light on the results
obtained and finally Section V concludes the entire study.

Il. RELATED WORKS

Detection and classification methods for different diseases in
leaves, plants and crops have been exhaustively studied in the
recent past. Even studies involving the causes of diseases in
crops through attack by different pests have also been investi-
gated to reduce the crop yield losses [5]. The classification of
leaf diseases using deep learning is mainly done with the help
of Transfer learning techniques. In [6] a light weight transfer
learning based approach is adopted for efficient detection of
tomato leaf diseases. Herein a pretrained MobileNetV?2 archi-
tecture along with a classifier network is used for prediction
yielding 99.3% accuracy. Also the MobileNetV2 architecture
has been used in [7] for Bean leaf diseases classification
yielding more than 97% and 92% accuracy results on train-
ing and testing dataset respectively. In [8] a brief analysis
shows that the VGG family provides better accuracy while
validating the dataset for classification as well as detection
and VGG 16 gave an accuracy of 99.25%. The state-of-the-
art results was also generated when several other CNN archi-
tectures like Resnet-50, Xception, Mobilenet, ShuffleNet,
Densnet121_Xception were used for feature extraction and
studies on the comparative detailing of these architectures [9]
revealed that Densenet]121_Xception gave the best training
accuracy of 97% followed by ShuffleNet which could only
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give 83.68. Many more CNN classification architectures
like AlexNet and SqueezeNet highlighted some of the good
parameters for a detailed study. In [10] a compact CNN is
proposed by the authors for tomato leaf disease identification
involving six layers network. Another new model based on
CNN Architecture was developed with Adam optimizer and
with the help of Image Augmentation an accuracy of 96.55%
was achieved. Also by using CaffeNet Architecture and fine-
tuning the data a similar accuracy of 96.3% was obtained by
authors in [11]. Leaf disease detection has been subjected to
several other comparative studies using Alexnet and ResNet
by [12] where AlexNet fetched a better accuracy of 97%.

Authors in [13] have developed their own feature
extraction technique using GLCM, Complex Gabor Filter,
Curvelet and Image moments; further they have trained their
Neuro-Fuzzy logic classifier with feature extractor using
MATLAB simulation tool. Another approach to implement-
ing MATLAB is used in [14], where Image-Segmentation
and feature extraction using Color co-occurrence method
is proposed and finally classification is done using Back
Propagation Neural Network (BPNN). In recent years many
new upcoming techniques have been formulated using deep
learning, some of which are Precision farming to enhance
production and Soft Computing Technologies involving Seg-
mentation processes.

In recent years, machine learning has enabled creation of
newer ways for efficient disease detection. In [15] a survey
on different machine learning classifiers like support vec-
tor method (SVM), k-nearest neighbor and fuzzy logic has
been carried out to get an overview of these algorithms.
Many changes in algorithms and techniques were done later
on to create better output using clustering and classifica-
tion techniques. Algorithms such as SVM and K-mean Seg-
mentation also generated better accuracy of 90%. A new
method presented in [16] used low-level features of Lumi-
nance and colour along with multi-scale analysis for deter-
mining saliency maps and then using k-means algorithm for
soybean leaf disease detection. Another approach [17] is
adopted using SIFT for extraction of features and analyzing
the results using an SVM classifier. Some researchers use
different architectures and algorithms to acquire the desired
results. In [18] the images were segmented using K-Means
Clustering, extracted the features with GLCM and LBP and
finally classified them using SVM. Regression techniques
were used by researchers as reported in [19] where SVR
(Support Vector Regression) and GPR (Gaussian Process
Regression) have been used. SVR was used in the estimation
of biochemical and biophysical parameters of the plant while
GPR, a kernel-based machine learning method, was used for
nonlinear regression problems.

GANSs (Generative Adversarial Networks) are widely used
nowadays by researchers as tools for image augmentation.
GANSs increase efficiency of classification models to a greater
margin. Researchers in [20] proposed the first work using
GAN:Ss for synthetic augmentation of the dataset in improving
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performance of plant disease recognition. Authors optimized
the activation reconstruction loss (ARL) function that put
forward an enhanced AR-GAN, comparing it with prominent
existing models.

The proposed model provided a significant increase of
about 5.2% in the classification accuracy as compared to the
classical ones. As reported in [21], using DCGAN to augment
the dataset, researchers were able to achieve 20% higher accu-
racy than those using conventional tools for augmentation.
GANSs were also able to solve another major problem of data
imbalance or class imbalance; also providing endless high-

quality data. In [22], Double GAN approach is adopted
wherein two GANs are used to obtain a pre-trained model and
SRGAN is used to increase the residual network to prevent
overfitting. Researchers in [23] have generated augmented
images using C-DCGAN (Conditional Deep Convolutional
GAN) as the input to VGG16 and found average accuracy
to be around 28% higher than conventional methods like
rotation and translation. Authors in [24] augmented four types
of grape leaf disease with a novel Leaf GAN model. The
experimental results revealed that the Leaf GAN model could
make the images highlight the disease and could also generate
enough synthetic grape leaf disease images, proving that the
method is superior in comparison to DCGAN and WGAN.

lll. METHODOLOGY

The proposed PCA DeepNet is meticulously designed for
performance where each and every step of data prepara-
tion and analysis has been optimized for best results. The
pre-processed image data is first made to go through an
augmentation process using GANs, where the data is refined
and made more trainable for further processes. Then the data
is processed with a feature extraction technique performed
using conventional Principal Component Analysis (PCA).
Thereafter, the classification of the data, which is the high-
light of PCA DeepNet, is done using a customized CNN
Classifier specifically designed to process the data. At last,
the classified outputs are detected using a faster region-based
CNN. The overall system workflow is shown in Fig.1.

A. DATA SET

For training a Deep Learning model to be able to classify pre-
cisely and with high accuracy, an image dataset with proper
and balanced image samples is very essential [25].

The larger the dataset size, the more accurate the
deep learning model can be obtained. Hence the authors
have selected the Plant Village dataset [26] which is an
open-source agricultural disease dataset. It is a collection of
more than 56000 images divided into 38 classes consisting
of 19 crops (apple, grapes, tomato, potato etc.). The dataset
consists of high-quality images of leaves in .jpeg format
with a width of 5472 pixels and a height of 3648 pixels.
Among the 19 crops, the authors have only taken tomatoes
into consideration and some of them are shown in Fig. 2.
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FIGURE 1. Block diagram of overall System Workflow.

The tomato data is distributed into 10 different classes
namely Late_blight, Healthy, Early_blight, Seportia_leaf
spot, Yellow_leaf curl_virus, Bacteria_spot, Target_spot,
Mosaic_virus, Leaf_mold and Spider_Mites_two_spotted_
sider which consists of a total of 18,128 images of tomato
leaves. Table 1 highlights the overall data employed in this
work. The enlisted table also throws light on the entire images
utilized to carry forward the current framework. Thus a
multi-class classification of the dataset is performed in the
presented work.

B. DATA PRE-PROCESSING

The collected data which is used as input images are pre-
processed to make it trainable with the proposed model.
The whole dataset consisting of 18,128 images is split into
training and validation sets in ratio of 7:3, where each set
consists of all the 10 classes. After the segregation of the
dataset, each and every image is combined separately accord-
ing to the diseases. The graphical representation of the overall
data pre-processing technique is exhibited in Fig.3 while its
schematic representation is shown in Fig. 4. In the proposed
work a classical method of splitting the data into train and test
is carried out to grasp the convenience of easy compatibility
with the current dataset.

C. ANNOTATION

Annotation of the images plays a major role in detec-
tion of different diseases. The annotation of the images in
this work is mainly done using labeling software, an open
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source graphics annotation tool. The images are labeled using
bounding boxes; the most commonly used type of annota-
tion in object detection and localization tasks. Fig. 5(a) and
Fig. 5(b) depict the picture and the XML document associated
to label these images using python. The different kinds of
diseased images have been identified by professional experts
in the agriculture domain. Detailed information about the
annotation of each class is given in Table 2.

The entire table contains all the detail information regard-
ing all the images which are annotated for computing the
detection process. The annotation is done in PASCAL format
since the detection architecture used in the presented work is
Faster Region Based Convolutional Neural Network.

D. DATA AUGMENTATION

Data augmentation is a technique of refining the dataset
which facilitates the training of classification models. In agri-
cultural disease datasets like the Plant Village dataset, the
onset period of certain diseases is shorter, which makes it
difficult to collect enough samples of them. In the field of
deep learning, small sample size and data imbalance are
major factors leading to poor recognition and classification.
As a mitigation technique, data augmentation is applied to
artificially increase the amount of data by generating new data
points from existing data. Here the authors have used Gener-
ative Adversarial Networks (GANs) as a modern approach to
data augmentation. Unlike any other conventional augmen-
tation models, GAN aims at learning the distribution of a
training dataset to generate new (synthetic) data instances.
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FIGURE 2. Dataset images - (a) Healthy (b) Late_blight (c) Early_blight (d) Seportia_leaf _spot (e) Yellow_leaf curl_virus
(f) Bacteria_spot (g) Target_spot (h) Mosaic_virus (i) Leaf_mold (j) Spider_Mites_two_spotted_spider.

TABLE 1. Detail information of dataset employed.

Tomato leaf Diseases Classes Total images Per classes Training images Testing images
Tomato Bacterial Spot 2126 1488 637
Tomato Early Blight 1057 740 317
Tomato Late Blight 1938 1356 582
Tomato Leaf Mold 952 667 285
Tomato Septoria Leaf Spot 1860 1302 558
Tomato Spider Mites 1700 1190 510
Tomato Target Spot 1386 971 415
Tomato Yellow Leaf Curl Virus 5456 3819 1637
Tomato Mosaic Virus 400 280 120
Tomato Healthy 1662 1163 499

The GAN model comprises two sub-models: generator and better at distinguishing the generated fake data and real data
discriminator, which work against each other. The discrim- and the generator learns to generate more realistic new data
inator is trained on both real and fake data. It learns to get points from random inputs. The process continues until the
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FIGURE 3. Graphical representation of data pre-processing.
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FIGURE 4. Schematic diagram of data pre-processing.

generator can create data instances that the discriminator
cannot distinguish from real data. Out of the various types
of GANSs suitable for different purposes, here CycleGAN is
used owing to its suitability for image augmentation. The
most important feature of CycleGAN is that it can perform
image translation on an unpaired image where there is no
relation between input and output images. A diagrammatic
representation of the above process is shown in Fig. 6.

E. FEATURE EXTRACTION

The datasets commonly available these days have hundreds
of features. If the number of features becomes similar to the
number of observations stored in a dataset, then this can cer-
tainly lead to over fitting of the model. Amongst the different
available Feature Extraction techniques, herein the presented
work is accomplished using a classical machine learning fea-
ture extraction method known as Principal Component Anal-
ysis which is an unsupervised linear dimensionality reduction
technique mainly used for feature extraction and reduction
of image dimensions. PCA 1is primarily chosen as it aims
toward finding the direction of maximum variance in high
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dimensional data; thereby helping in easy identification of
the object. PCA helps to project the original data into a set of
orthogonal axes and each of the axes gets ranked in the order
of importance [27]. Fig.7 shows the projection of different
classes of tomato leaf after evaluating the eigen vectors using
PCA.

F. CLASSIFICATION

Classification of images has been done using many hybrid
models which includes a mixture of machine learning and
deep learning models namely viz. AlexNet-SVM [28]. Classi-
fication is a major technique for classifying the diseased one
amongst the healthy leaves. This step includes the usage of
several machine learning models like SVM and KNN [29].
Classification of images can also be performed using pre-
trained CNN models like Resnet-50, Xception, Mobilenet,
ShuffleNet, Densnet121_Xception, AlexNet, GoogleNet,
VGGNet [30] etc. The pre-trained models are saved networks
that had been previously trained on a large scale dataset.
Itincludes all steps like data augmentation, feature extraction,
image classification etc. unlike the proposed PCADeepNet
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<annotation>

<folder>Tomato___ Bacterial_spot</folder>
<filename>@d56df83-84fb-4189-a5d2-3a6dal8a224d___ UF.GRC_BS_Lab |
<path>E:\desktop\leaf_data\Tomato__ Bacterial_spot\@d56df83-84fH

<{source>

</source>
<size>

</size>

<object>

</object>
<object>

</object>
</annotation>

<database>Unknown</database>

<width>256</width>
<height>256</height>
<depth>3</depth>

<segmented>0</segmented>

<name>Tomato_BS</name>
<pose>Unspecified</pose>
<truncated>@</truncated>
<difficult>e</difficult>
<bndbox>

</bndbox>

<name>Tomato_BS</name>
<pose>Unspecified</pose>
<truncated>@</truncated>
<difficult>e</difficult>
<bndbox>

</bndbox>

<xmin>34</xmin>
<ymin>124</ymin>
<xmax>86</xmax>
<ymax>208</ymax>

<xmin>121</xmin>
<ymin>64</ymin>

<xmax>195</xmax>
<ymax>175</ymax>

FIGURE 5. Annotation of Tomato leaf images (a) Annotated image (b) XML document.

REAL OR FAKE MAPPING

pemm--

.

FIGURE 6. Image augmentation using CycleGAN.

where each step is customized according to the dataset for
providing best results. For classifying the images, CNN is
customized in such a way so that it contains a stack of
10 Conv2D layers where each convolutional layer consists
of a pooling layer, dropout, a max-pooling layer and the
activation function ReLU.
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ReLU is best suited for multi-class classification and does
not saturate for the positive value of the weighted sum of
inputs. An input image is fed to the classifier after extract-
ing the features using PCA. A series of 10 layers is made
which consists of kernel size, stride and padding layer of
different values as shown in Fig. 8. The entire classifier is
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TABLE 2. Detail information of image annotation.

Tomato leaf Classes from Plant Village Annotation Labeling Total images Training Testing images

Dataset Per classes images

Tomato Bacterial Spot Tomato BS 2126 1488 637

Tomato Early Blight Tomato ER 1057 740 317

Tomato Late Blight Tomato LR 1938 1356 582

Tomato Leaf Mold Tomato LM 952 667 285

Tomato Septoria Leaf Spot Tomato SLS 1860 1302 558

Tomato Spider Mites Tomato SMP 1700 1190 510

Tomato Target Spot Tomato TS 1386 971 415

Tomato Yellow Leaf Curl Virus Tomato YLCV 5456 3819 1637

Tomato Mosaic Virus Tomato MV 400 280 120

Tomato Healthy Tomato_Healthy 1662 1163 499
g 06 Here f(s) is the function, C is the class for which the proba-
; 04 éﬁ . ® * Tomato Bacterial Spot bility needs to be calculated. The letter t stands for the target

Tomato Early Blight

Tomato Late Blight
Tomato Leaf Mold

Tomato Septoria Leaf Spot
» Tomato Spider Mites
Tomato Target Spot

Principal Component 2 (EV
o
~N

.t;. o .‘.’ P Tomato Yellow Leaf Curl Virus
-0.4 }- 2 ¢ Tomato Mosaic Virus
. 0“.' .’ * Tomato Healthy
-0.6
-1 -0.5 0 0.5 1

Principal Component 1 (EV = 78.21%)
FIGURE 7. Projection of different classes of leaf after implementing PCA.

structured in such a way that the first five convolutional layers
consist of a feed forward neural network that increases in
size from 32 to 512. The next set of convolutional layers
presenting down-sampling are concatenated with the previ-
ous layers of up-sampling. In the following model, the up-
sampling method is utilized and conv6, conv7, conv8 and
conv9 are designed by concatenating layers (conv5,conv4),
(conv6,conv3), (conv7,conv2), (conv8,convl) respectively.
In the present work Categorical Cross-Entropy is used as the
loss function, the formula for the same is given in equations
1 and 2 respectively. Equation 1 is for the Softmax activation
function and equation 2 stands for the Cross Entropy.

§;

e 1
fO®i= e M
ZJC e’i
C
CE = — Z;,-log(f(s),.). )

14990

vector. The classifier also uses Adam as an optimizer with a
learning rate of 0.01 and a momentum of 0.9 respectively.
The mathematical formula associated with it is given in
equation 3.

my = E[X"] (€)

where m is the moment and X is the random variable and
n is the expected value of the moment. The outer layer is
the fully connected layer which comprises the input from the
convolutional layer 9 with a sigmoid activation function. The
computation of the classifier using 35 epochs is performed
and overall training time reaches to 25min. However an early
stopping [31] function callback is used for resolving the prob-
lem of over fitting. The hybridized framework is trained using
a huge dataset and the limited GPU helps in consumption of
less time; thereby boosting the proposed work with utilization
of less computational resources. The inference time calcu-
lated for the present classifier is less than any other models
used. Thus the work highlights the efficacy of the presented
work effectively.

G. PERFORMANCE PARAMETERS

The performance of the PCA DeepNet classifier model is
evaluated based on several metrics which are calculated using
True positive and True negative (Tp & Tn) and False positive
and False negative (Fp & Fn) values obtained from the con-
fusion matrix while training the models [32].

1) Accuracy — It is the most crucial and intuitive perfor-
mance measure which ensures the percentage of correct
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FIGURE 8. Schematic representation of the classifier model.

prediction based on the total number of observations
present.
Ip+1Tn
Tp+Tn+Fp+Fn

Accuracy (ACC) =
2) Precision— Also called Positive Predictive Value, it rep-
resents the number of samples actually and predicted as
positive from the total number of samples predicted as
positive. The precision measures the model’s accuracy
in classifying a sample as positive. In some cases,
precision is preferred over recall because it does not
depend on the false negative values which rules out the
problems arising due to class imbalance.

Tp

Precision (PPV) = ———
Tp + Fp

3) Recall — It is the number of samples actually and pre-
dicted as positive from the total number of samples
actually positive. It gives a measure of how accurately
the model is able to identify the data specifically the
true positives.

Tp

Recall (Sensitivity) = ———
ecall (Sensitivity) Tp + Fn

4) F1-Measure — The F1-Score combines the precision
and recall of a classifier into a single matrix by taking
their harmonic mean. It measures a model’s accuracy
for a dataset. It is used to compare the performance of
two classifier models.

Tp
2xTp+Fp+Fn

F1 — Measure = 2 %
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H. DETECTION

The proposed approach of the work is to train the data using
customized PCA DeepNet model. In case of detection, the
authors have used the model F-RCNN. In Faster RCNN, PCA
DeepNet is used as the backbone architecture for training.
An input image is used to train the model. This detected as
well as perfectly localized the images due to its improved
architecture. It uses two networks — one for region proposal
and another for object detection. It consists of 9 anchors for
creating bounding boxes of specific size. The output obtained
in this architecture is due to the Region Proposal Network
(RPN) which easily classifies the diseased and the healthy
Tomato Leaf in the form of rectangular bounding boxes by
reframing the anchor. The training accuracy of this model
is higher. The architecture used produces an IoU score of
0.95 with a threshold score of 0.8. The entire process is
diagrammatically represented in Fig. 9.

IV. RESULTS AND DISCUSSION

A detailed and exhaustive study has been carried out while
validating the PCA DeepNet classifier model. The over-
all training has been processed using Google Colab with
GPU specification of Tesla K80 (2496 CUDA cores). The
pre-processed augmented data of 10 classes are taken as input
and different classification metrics were generated while
training it. The software and hardware specifications used in
the work are enlisted in Table 3.

The Accuracy and loss graph of PCA DeepNet classifier
is highlighted in Fig. 10(a) and Fig. 10(b). The graphs are
validated against 50 epochs although for optimized fitting of
the model for accuracy and loss an early stopping function
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FIGURE 9. Block diagram of faster region-based convolutional neural networks.

TABLE 3. Software and hardware specifications.

Configuration Value

CPU Intel core i5 8th Generation
GPU Tesla K80 (2496 CUDA Cores)
Hard Disk ITB

Operating System Windows 10

named callback of 30 epochs was implemented. The resulting
graph generated into a well fitted optimized curve. In [33], the
authors trained the apple leaves disease data using DenseNet
and EfficientNet which resulted in inconsistent accuracy and
loss graphs. The overall time taken to compile the process is
25 minutes.

The custom PCA DeepNet generates the confusion matrix,
which qualifies the classifier’s performance and provides
necessary data for calculating the performance parameters
like precision, recall, F1-Score etc. The diagonal elements of
the confusion matrix indicate the number of points for which
the predicted label is equal to the true label. Fig. 11 represents
the confusion matrix generated by the classifier which has
high diagonal element values indicating a large number of
correct predictions. The overall summary of the result gives a
concrete inference that the classifier generated the best values
for each class.

The other parameters like precision, recall and F1-measure
are also generated and give a promising value indicating the
novelty of the classifier in specifically classifying each and
every class without getting confused with others. In [34]
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where the authors trained their data with ResNet34, the results
generated in terms of accuracy, F1-Score etc. were less as
compared to the proposed AIS. The entire structure of the
presented PCA DeepNet is enlisted in Table 4 for smooth
understanding of the overall work. Brief analyses of the
overall training and its resulting accuracies and performance
metrics have been entitled in Table 5. The main objective is
to get the result which includes Accuracy, Precision, Recall
and F1-measure scores obtained while training the novel PCA
DeepNet model. It can be seen that the proposed architecture
detected each and every class of tomato leaf disease with
higher accuracy.

The study is accomplished using Adam optimizer at a
learning rate of 0.01; however, the application of different
optimizers on the classifier is also performed in the experi-
ment.

Table 6 highlights the results which are generated when
PCA DeepNet is compiled using different optimizers respec-
tively. The best results are listed in the table to set a
comparison between different optimizers using different
learning rates and predicting the outcomes efficiently. The
work proves that mostly all the optimizers could perform
well using the proposed PCA DeepNet classifier. The per-
formance parameters include Accuracy, Precision, Recall and
F1-Score. Thus it can be said that in terms of Optimization,
the model is fully optimized to perform the training process.

In the presented work, further experiment is carried
out using different pre-trained Deep Learning models. The
transfer learning process is applied for each and every
DL classifier using the Plant Village dataset. The various
models are utilized based on several hyper-parameters to
compare the efficiency of the presented customized clas-
sifier PCA DeepNet. Table 7 enlists the various ranges of
the hyper-parameters values used in different architectural

VOLUME 11, 2023
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FIGURE 11. Confusion matrix generated by PCA DeepNet.

models while compiling the same using Tomato leaf diseases
dataset. Several parameters like the trainable, non-trainable
layers, optimizers, learning rate, batch size, activation
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function, epochs and dropout values are altered. In the
VGG16 model, first the base model is freezed and after
training the same it is again unfreezed in order to reduce
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TABLE 4. Detail structure of PCA deepnet.

Name Kernel Pooling Number of Filters Stride Padding Dropout Activation
Size
Input Image - - - - - - -
Conv_1 5 32 3 Same 0.2 ReLU
Pool 1 2
Conv_2 3 64 3 Same 0.25 ReLU
Pool 2 2
Conv_3 3 128 3 Same 0.3 ReLU
Pool 3 2
Conv_4 3 256 3 Same 0.3 ReLU
Pool 4 2
Conv_5 3 512 3 Same 0.3 ReLU
Pool 5 2
Up_6 2 256 2
Conv_6 1 256 3 Same 0.3 ReLU
Up_7 2 128 2
Conv_7 1 128 3 Same 0.3 ReLU
Up_8 2 64 2
Conv_8 1 64 3 Same 0.3 ReLU
Up_9 2 32 2
Conv_9 1 32 3 Same 0.3 ReLU
Conv_10 1 1 Sigmoid
Fully Connected layer
Total Training Parameters 7,759,521
Trainable Parameters 7,759,521
Non-Trainable Parameter 0

the computational time of the model. The entire model takes
40 min to execute the results. The InceptionV3 model is
trained altering several hyperparameters like hidden trainable
layers, optimizers, learning rate, activation function, batch
size, epochs and dropout values respectively. However in this
model freezing of any layers is not done and the compilation
is carried out using transfer learning technique. The training
time consumption of the model is 35min. After successful
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completion of the process the corresponding results for the
same are calculated.

The presented work also comprises of an exhaustive study
of the different hyperparameters incorporated while training
the dataset using InceptionResnetV2 architecture as shown
in Table 7. Different parameters like Hidden trainable layers,
nodes per trained layer, learning rate, momentum, optimizer,
activation function, batch size, epochs and dropout values are
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TABLE 5. Performance parameters obtained from the confusion matrix.

Leaf Classes Precision (%) Recall (%) F1-measure (%) Accuracy (%)
Tomato Bacterial Spot 99.04 99.04 99.04 99.20
Tomato Early Blight 98.07 98.07 98.07 98.07
Tomato Late Blight 99.48 99.82 99.65 99.65
Tomato Leaf Mold 97.48 97.48 97.48 97.48
Tomato Septoria Leaf Spot 98.36 98.36 98.36 99.36
Tomato Spider Mites 99.01 99.01 99.01 99.01
Tomato Target Spot 98.05 97.81 97.93 97.90
Tomato Yellow Leaf Curl Virus 99.51 99.51 99.51 99.51
Tomato Mosaic Virus 98.29 97.45 97.87 97.92
Tomato Healthy 98.78 98.78 98.78 98.78
TABLE 6. Performance parameters obtained using different optimizer on PCA deepnet model.
Optimizers Learning Rate Accuracy Precision Recall F1-Score
SGD 0.01 96.90 94.32 94.30 94.31
RMSProp 0.001 94.40 93.32 93.20 93.26
Adadelta 0.001 92.31 92.30 92.30 92.30
Adagrad 0.0001 95.32 9232 92.30 9231
Adamax 0.001 97.32 96.90 96.92 96.91
Adam 0.01 99.60 98.55 98.49 98.52

changed. The top layer of this model was freezed so as to
generate good results while compiling it. This helps in smooth
training of the entire model. The time taken to complete the
process is noted to be 32 min. Experimentation is also done
using Resnet152V2 and the overall hyper-parameters used in
training the model are listed in Table 7. The variation in the
parameters like hidden trainable layers, optimizers, learning
rate, momentum, activation function, batch size, epochs and
dropout values resulted in valuable results for the same. The
total training time for the DL architecture is 30 min and none
of the layers are freezed in the architecture.

The entire approach highlights a detail analysis on how
different deep learning models work on the present Tomato
leaf diseases dataset. The different models used in the present
experiment sets a good comparative report on the different
parameters and how much time each and every model takes to
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generate the results. It is hereby observed that Resnet152V2
takes lesser time for computation as compared to other Deep
Learning models used in the current work. Hence it can be
concluded that different DL models perform differently when
several parameters are altered, which is primarily due to the
different model complexities that are mostly generated owing
to the number of layers in it.

A detailed study has also been conducted where the Plant
village dataset is utilized to validate other pre-trained Deep
learning architectures. The resulting performances as well as
the inference time are enumerated in Table 8 which indicates
that the proposed customized classifier is better than any other
state-of-the-art described and thus establishes the proof of
its excellence. The paper also proposes a good utilization
of the Plant Village dataset and the same is further used to
train some existing Machine Learning Algorithms. Table 9
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TABLE 7. Details of hyper-parameters used in different architectural models.

Experimental Value Range
Hyperparameters
VGG 16 Inception V3 Inception Resnet V2 Resnet 152V2
No. of Hidden trainable layers 1-3 1-3 0-3 0-3
Nodes per trained layer 64-2048 128-2048 64-2048 64-2048
Learning rate 0.01-0.00001 0.001-0.000001 0.001-0.000001 0.001-0.000001
Learning Rate Decay Yes - - -
Drop out 0.0-0.5 0.0-0.75 0.0-0.7 0.0-0.7
Batch size 64 64 64 64
Optimizer Adam Adam Adam Adam
Activation Function Softmax Softmax Softmax Softmax
Epochs 30-50 30-50 30-50 30-50
Base model Freeze, Unfreeze Unfreeze - -
Momentum - - 0.9 0.9

TABLE 8. Comparison of existing pre-trained DL classifiers with the proposed work using plant village dataset.

Pretrained CNN Classifier Accuracy (%) Precision (%) Recall (%) Inference Time
(milli-second)

VGG 16 97.86 97.19 97.19 2.15

Inception V3 98.20 98.10 98.10 1.98

InceptionResnet V2 99.01 98.45 97.34 4.60

Resnet152V2 98.60 97.41 97.41 3.67

PCA DeepNet 99.60 98.55 98.49 1.21

TABLE 9. Hyper-parameters of the machine learning algorithms.

Machine Learning(ML) Algorithms Hyper-parameters

K-Nearest Neighbor Leaf size =5, p=1, n_neighbors =7

Decision Tree Max_depth =200

Random Forest n_estimators = 200, random_state = 5, max_depth = 200

Gradient Boosting n_estimators = 200, random_state = 5, max_depth = 200
summarized the different values of hyper-parameters used Recall and F1-Score are mentioned in Table 10 while the
in compiling the ML algorithms on Plant village dataset. graphical representation of the same is shown in Fig. 12. The
The performance results in terms of Accuracy, Precision, present work is computed on Machine Learning algorithms
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FIGURE 12. Performance evaluation of the different machine learning classifiers on the plant village dataset.

TABLE 10. Performance parameters of the existing ML algorithms using plant village dataset.

ML Algorithms Accuracy Precision Recall F1-Score
K-Nearest Neighbor (KNN) 0.767 0.767 0.767 0.767
Decision Tree (DT) 0.807 0.807 0.807 0.807
Gradient Boosting (GB) 0.830 0.830 0.830 0.830
Random Forest (RF) 0.842 0.842 0.842 0.842

as well as Deep Learning algorithms including the proposed
PCA DeepNet architecture. From Table 8 and Table 11 it
is clearly revealed that deep learning architecture generates
promising results. The present scores give an insight that
the proposed PCA DeepNet classifier is best among all the
Machine Learning as well as Deep Learning classifiers. This
clearly states that the proposed PCA DeepNet generates a
sharp rise in the performance parameters which is more than
15% compared to Machine Learning algorithms and more
than 5% compared to Deep Learning classifiers respectively.
Table 11 represents a comparative analysis of different works
based on the Plant Village Dataset. From the table it can be
concluded that the proposed CNN architecture yields superior
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results as compared to other works. Detection of diseases
is a major purpose of this current work. Detection of plant
diseases using Deep Learning based CNN has achieved great
success in the Agricultural Industry for reducing the risk of
infected diseases [35]. The authors in [36] for detecting Apple
leaf diseases proposed CNN based model with GoogleNet
Inception structure using Rainbow concatenation based on
SSD Architecture, which generated detection performance
of 78.80% mAP with a high detection speed of 23.13 FPS.
The detection of the following 10 class Tomato leaf disease
was formulated using F-RCNN. Some of the detected class
images are shown in Fig. 13. The detection image consists
of the individual annotated class names, bounded boxes and
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(a) Late Blight

(c) Septoria Leaf Spot

(e) Bacterlal Spot

(h) Leaf Mold

(i) Spider Mites

FIGURE 13. Detected images of all the classes.

FIGURE 14. Detected image of single class in multiple position.

the detection scores. The detection scores and bounded boxes The present work is also utilized in real time detection of
define how perfectly each class is detected. An intersection tomato leaves to draw a major conclusion of the proposed
over union score of 0.95 is obtained while processing it. work. In this paper we have used some more dataset and
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TABLE 11. Comparison of the proposed framework with different other works on plant village dataset.

Different Techniques Accuracy (%) Precision (%) F1-Measure (%)
MobileNetV2 [6] 99.30 - -

CNN [10] 99.70 - 98.49
InceptionV3+DCGAN [22] 92.60 - -
VGG-INCEP [13] 97.14 78.80 -
SSD-InceptionV2 [3] - 73.07 -
ResNet-34 [29] 97.2 - 96.5
Proposed PCA DeepNet 99.60 98.55 98.5%

Fig. 14 shows some of the detected images of a single class in
multiple positions to prove the major utility of the presented
work.

The novelty of the pipeline is methodized using GANS,
PCA, CNN and F-RCNN hence the name is suggested as
PCA DeepNet which is used for the classification as well
as detection of Tomato Leaf diseases. The entire framework
is a hybridized structure of all the modules mentioned with
appropriate and optimized customization. The classifier is
designed to carry out a specific task of classifying each and
every disease efficiently. The main challenge is to reduce the
time complexity of the entire model so as to make it very
reliable for proper classification process. The presented work
proposes a framework where proper detection of Tomato Leaf
Diseases is done. Hence, a detection process is introduced
with required changes in different parameters of F-RCNN
model for efficient detection of the diseases. The integration
of these two helps in fulfilling the desired framework. The
main objective of the current work is to classify the images
based on different diseases and then detect the exact disease.
This is methodized owing to the fact that if it is automated into
a system then this can be very beneficial for the farmers and
other people associated with agricultural work. The system
will automatically analyze the different Tomato Leaf Disease
images and can detect the diseases within a fraction of second.
Thus this can serve a better purpose for the early detection of
the Tomato Leaf diseases so as to prevent excessive loss that
would have been otherwise occurred due to these diseases.
This would thus strengthen agro-based industries for better
production.

The presented work has huge utility in the agricultural
domain; however, it possesses some limitations. The archi-
tecture of the proposed work consists of 10 CNN layers
which can further be reduced to 5 — 6 layers in order to
reduce computational time and complexity, still maintaining
a higher value of Accuracy. Moreover, the proposed method
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s only limited to tomato leaf diseases detection whereas
in real world, several other crops exist which require same
types of pipeline for disease detection. Thus the same work
can be extended for other crops as well. Also the current
work is only a software based framework, while its hardware
can be developed for accomplishment of the same specific
task which will help to resolve the problem easily. Hardware
interfacing for real time applications is encouraged to have
a finished product for smart agriculture and growth of agro-
based industries.

V. CONCLUSION

Agriculture has secured a great place in our day-to-day
lifestyle and plays a significant role in the economic growth
of the country. India, being an agricultural country, employs
about 60% of its population in the agricultural sector. Thus,
it is very crucial to have healthy and disease free crops. The
implementation and deployment of modern methods using
Deep learning and Computer vision in agriculture facili-
tates early detection of diseases which is very important for
implementing remedial solutions and sustaining agro-based
industries. The proposed work using PCA DeepNet makes
disease detection very fast and accurate thereby eliminating
the factor of human error. The major utility of the present
work lies in helping farmers and other people engaged with
agriculture to eradicate great losses incurred due to pest and
other bacterial invasion on crops. Thus easy detection of such
situations can enhance production to a greater extent. In near
future this work can be automated into a real time system
so that this can directly help farmers and others associated
with agriculture. Moreover it can also be implemented as
pest resistant equipment in large nurseries to detect early
arrival of the diseases for its recovery. It is thus concluded
that this novel framework creates a greater scope in enhancing
its quality of analyzing and detecting different diseases in a
better way than any other state-of-the-art.
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