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ABSTRACT Patients with similar diseases are able to have similar treatments, care, symptoms, and causes.
Based on these relations, it is possible to predict latent risks. Therefore, this study proposes Graph Neural
Network-based Multi-Context mining for predicting emerging health risks. The proposed method first,
collects and pre-processes chronic disease patients’ disease information, behavioral pattern information,
and mental health information. After that, it performs context mining. This is a multivariate regression
analysis for predicting multiple dependent variables, it extracts a regression model and generates a feature
map. Then, the initial graph is created by defining the number of clusters as nodes and constructing edges
through correlation. By expanding the graph according to the results of context mining, it is possible to
predict that a user has a similar chronic disorder and similar symptoms through users’ connection relations.
For performance evaluation, the validity of the regression analysis of context mining used in the proposed
method, and the suitability of the clustering technique are evaluated.

INDEX TERMS Multi-context mining, graph neural network, emerging health risk, healthcare, knowledge,
recommendation.

I. INTRODUCTION
Today, inappropriate living habits cause an increase in the
number of patients with chronic diseases. Various changes
in living environments influence people’s mental health, and
individuals have different living patterns. Also, with the
increase in life expectancy, people are more interested in
healthcare. Chronic disease is a long-term health condition
that may improve and worsen repeatedly. Unless it is cared
for or prevented, it can cause complications [1]. Therefore,
it is necessary to urge patients to pay attention to such health
risks.

The development of information technology and artifi-
cial intelligence draws a lot of attention. Along with that,
there has been active research on data analysis for predicting
results using reinforcement learning and machine learning
based on different data comprising numbers, images, videos,
etc., and the subsequent extraction of significant information.
Data analysis methods have differences depending on their
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purpose [2]. For example, the regression analysis method is
applied to analyze causal relations between dependent and
independent variables. Accordingly, Baek et al. [3] proposed
the multiple regression-based ContextDNN for predicting the
risk of depression. Aimed at predicting the risk of mental
health, the proposed method is to design a Context that rep-
resents a set of context information including surrounding
conditions and time, and to apply it to a neural network.
Furthermore, it establishes neural networks and connects
the individually learned neural networks via the regression
formula. Thus, it paves the way for predicting latent situa-
tions that influence mental health. However, this approach is
limited by a dependent variable. In practice, because there
are multiple dependent variables, it is necessary to consider
them all. Clustering analysis is used to classify similar or
related data into multiple groups. It has no pre-defined special
purposes. Nevertheless, its advantage is that it relies on data
and obtainsmeaningful information for all data. Jung et al. [4]
proposed the social mining-based clustering process for big
data integration. For a reliable model, the proposed method
is used to apply different weight values through static model
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information and information obtained from social networks,
depending on user relations. Clustering for health conditions
of survivors of an illness enables the prediction of health
risks, thereby helping to improve health conditions based on
the risk of medical accidents and expectancy. In such a case,
a sufficient amount of data is required for modeling. Because
of repeated scanning for pattern extraction, it takes longer
to draw the analysis results. For this reason, it is necessary
to devise a method for analyzing continuously growing data
efficiently.

Social network analysis, recommendation systems, and
knowledge graphs have been actively employed in practice.
With the increase in graph applicability, the graph neural
network (GNN) has been actively researched. A graph is the
result of a set of nodes connected with directional or unidirec-
tional edges. In addition, relationships or interrelationships
can be structured and presented visually [5]. Because the
node size, number of neighboring nodes, and features differ,
a graph’s structure is irregular. To solve this problem, GNNs
are applied. GNN is a neural network for graphs that support
node classification, connection prediction, and graph classifi-
cation. Node classification is the process of classifying a node
through node embedding under the condition that part of the
graph is labeled. Linked prediction is the process of finding
relations between nodes and predicting the degree of associ-
ation and correlation between two nodes. It is widely applied
in recommendation systems [6]. In addition, research is being
conducted in the field of healthcare based on graphs. For
example, Dong et al. [7] proposed to applying graph represen-
tations to recognize similar symptoms of influenza based on
people’s daily mobility, social interaction, and physical activ-
ity. However, the analysis of the dynamic interaction between
disease symptoms and human behavior is insufficient. There-
fore, when GNNs are formed based on social networks, it is
possible to identify interactions between people with similar
symptoms and behavior. Graph classification is the process of
classifying graphs into various categories. A graph is defined
as a connection between neighboring nodes. Accordingly,
if a particular node removes a connection with its neighbor,
the node is isolated and is meaningless in the graph. GNNs
are categorized into recurrent graph neural networks, spatial
convolutional networks, and spectral convolutional networks.
In RNN, the hidden layer of the past time step and the input
layer of the present time step are connected to predict current
data. The node used in a recurrent graph neural network is an
RNN unit, and the network is designed differently depending
on the edge form. Accordingly, all nodes can obtain infor-
mation about their neighboring nodes [8]. A spatial convolu-
tional network is employed for image classification or region
segmentation. Therefore, its structure is similar to that of
CNN, using the features of the nodes connected in the graph.
A spectral convolutional network is developed based on graph
signal processing, includingmathematical factors. By sharing
and updating node information effectively, it expands a graph.
For example, Tao et al. [9] proposed the item trend learning
method for a sequence-based recommendation system using

a gate graph neural network. The proposed method learns
item trend information from interaction logs of implicit users
and integrates recommendations with trend information of
items. Consequently, it improves the accuracy of represen-
tation through a self-attention mechanism. By integrating a
user’s short-term preference with recommendation items, it is
possible to improve the accuracy of recommendations and
offer custom representations to a user. In other words, the
method is used to integrate item trend information to improve
the current recommendation item. Because it designs a model
with the existing data, it performs poorly in predicting new
data. Therefore, it is necessary to provide a solution to the
cold start problem in the recommendation system.

This study proposes a multi-context mining-based graph
neural network for predicting emerging health risks. The
proposed method aims to determine the similarity relations
between chronic disease patients according to their behav-
ioral patterns and mental health to predict the risks of chronic
disease patients who have similar features and increased
awareness of health care and prevention. The contributions
of the method proposed in this paper are as follows:

• Identify the causal relationship between chronic dis-
eases. It is possible to grasp the causal relationship
by generating a feature map based on the influencing
factors of chronic diseases.

• Early graphs were constructed through clustering and
correlation of similar diseases through context mining.
Therefore, relationships such as similar behavior pat-
terns, diseases, and symptoms may be formed in each
clustered user and users between clusters.

• Graph relationship representations allow us to measure
potential risks in other users.

This of paper is composed as follows: in chapter 2,
we describe deep learning-based relationship prediction in
recommendation systems and GNN-based relation prediction
applications. In chapter 3, the proposedmulti-contextmining-
based graph neural network is described for predicting emerg-
ing health risks. In chapter 4, the recommendation results and
performance evaluation are described, and in chapter 5, the
conclusions drawn from this study are described.

II. RELATED WORK
A. RECOMMENDATION METHOD USING RELATIONSHIP
PREDICTION BASED ON GRAPH NEURAL NETWORK
With the development of ICT, it is possible to collect multiple
forms of data in various ways anytime and anywhere. As a
result, the amount of data generated is huge and diverse,
so each data has a variety of features [10]. In various fields
includingmedical service and traffic control, summary, statis-
tics, decision making, knowledge search, and pattern analysis
are applied to extract and employ significant information.
However, data missing, bias, contingency, and other prob-
lems arise according to real-time data collection methods,
devices, and collection targets. As a result, a data shortage
problem occurs during analyses [11]. Data augmentation is
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applied to solve this problem. It is a technique of augmenting
small data through diverse algorithms. With the technique,
it is possible to solve the data set shortage problem and to
consider diverse situations that change differently in real-
time. In fact, data for considering these situations have high
dimensions and are complex, so that it is hard to find relations
between data [12]. To solve the problem a graph is employed.
A general graph analysis method requires empirical or pre-
liminary knowledge through breadth-first search, depth-first
search, shortest path algorithm, and clustering. Therefore,
if there are multiple graphs, it is hard to extract significant
information. To continue to present massive data in a graph,
it is easy to lose the structure of the graph. For these reasons,
Graph Neural Network (GNN), in which deep learning is
applied to graphs, is employed [13]. A graph consists of
nodes and edges. By connecting data that has various types
of relations, it is possible to conduct an analysis. GNN is an
effective framework for learning graph representation [14].
In a GNN, a node calculates a new feature vector while
collecting information from its neighboring nodes repeatedly.
After K repeated operations, the node expresses the struc-
tural information in its k-hop neighbor as the captured and
converted functional vector. Accordingly, through pooling,
it is possible to obtain the entire graph representation. A new
design of GNN is mostly based on an empirical, heuristic, and
experimental results. In addition, the features and theoretical
results of GNN are merely found, and GNN uses a lot of data.
Graph embedding [15] of GNN is a process of embedding
a graph in a vector space in order for easier data analysis.
With that, it is possible to solve diverse network problems in
a vector space and to use the technique in a recommender sys-
tem [16]. For example, Liu et al. [17] proposed the real-time
social recommendation method based on graph embedding
and temporal context. The proposedmethod is a new dynamic
graph-based embedding model for recommending users and
items of interest. For real-time recommendation, it establishes
a heterogeneous user item (HUI) network. Dynamic graph
embedding (DGE) shares the HUI network and builds it
in a low-dimension space. Accordingly, it captures visual
meaning effect, social relationship, and sequential pattern of
user behavior in an integrated way. Through simple search
or similarity calculation, it employs encoded expressions and
generates recommendation items. For node representation
learning, it, however, takes into account neighbor information
only, so it is necessary to devise a method of considering the
similarities of various users. Given that a graph has multiple
features, it is necessary to employ a method for learning
features. Figure 1 shows the Recommendation method using
relationship prediction based on graph neural network pro-
cess.

III. MULTI-CONTEXT MINING-BASED GRAPH NEURAL
NETWORK FOR PREDICTING EMERGING HEALTH RISKS
The proposed multi-context mining-based graph neural net-
work for predicting emerging health risks aims to iden-
tify relationships between data on chronic diseases, mental

FIGURE 1. Recommendation method using relationship prediction based
on graph neural network process.

health, and behavioral patterns and suggest knowledge for
preventing latent emerging health risks. The knowledge rec-
ommendation model for emerging health risks consists of
three steps: The first step is data preprocessing. In this step,
the data from the National Health and Nutrition Examina-
tion Survey are collected; information on patients who have
high blood pressure, diabetes, and dyslipidemia is obtained.
In addition, these patients’ information on mental health and
behavioral patterns is collected. Unnecessary variables are
removed. The second step is multi-context mining. In this
step, multivariate and multiple regression analysis is con-
ducted to detect the variables influencing high blood pres-
sure, diabetes, dyslipidemia, mental health, and behavioral
patterns from preprocessed data. Accordingly, each one of the
prediction models is generated. Patients with similar chronic
diseases have similar mental health symptoms and behavioral
patterns. For this reason, chronic disease patients are clus-
tered according to their mental health and behavioral patterns,
and user relations are analyzed. The last step is a graph
representation of relations between chronic disease patients
and the expansion of the graph based on the results of context-
mining. This step is aimed at finding not only invisible user
relations but other user risks that appear in specific users.
Figure 2 shows the process of the multi-context mining-based
GNN for predicting emerging health risks.

A. DATA COLLECTION AND PREPROCESSING
The used in this study are the 7th raw data offered by national
health and nutrition examination survey. These three-year
data (2016 to 2018) are nationally representative and reliable
data for people’s health levels, health behavioral patterns, and
food & nutrition [18]. The raw data of the National Health
and Nutrition Examination Survey are collected in the health
questionnaire surveys, health examination surveys, and other
surveys, so that there are missing data. Therefore, improving
the accuracy and reliability of the analysis is required to do
preprocessing. From the raw data, data about chronic dis-
eases (diabetes, high blood pressure, and dyslipidemia), men-
tal health, and physical activities are collected. From them,
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FIGURE 2. The process of the multi-context mining-based graph neural network for predicting emerging health risks.

69 variables and 24,269 persons’ data are extracted. Items
that have the answer of no idea, no answer, or no availability
are defined as missing data and are preprocessed. Firstly,
in terms of the missing value process, all the data of the pop-
ulation with missing values are removed. Secondly, if over
90% of data for a certain variable includes missing values,
the variable is removed due to its unnecessary influence
on the analysis. Thirdly, variables with duplicate meanings
are removed. In the end, 50 variables and 189 persons’ data
are used. Table 1 shows preprocessed health data. This table
is consisting of variables, a description of variables, and the
content of variables.

TABLE 1. Preprocessed health data.

B. FEATURE EXTRACTION USING MULTI-CONTEXT MINING
People face challenging situations in their daily activities
because of health issues. These situations include influential
latent factors that change in real-time. Along with changes
in situations and context, preferences are changed in line with
users’ states and situations. Therefore, it is necessary to con-
sider users’ context changes over time and make recommen-
dations through context mining. To analyze causal relations
between variables, a probability for users’ health conditions
is generated in regression analysis. General linear regression
analysis estimates relations between one dependent variable
and one independent variable in a straight line.Multiple linear

regression analysis estimates relations between at least two
independent variables and one dependent variable [19], [20].
However, in reality, an independent variable is influenced by
different variables, or there are multiple dependent variables.
Therefore, multivariate multiple linear regression analysis is
applied to generate a probability model of users’ health con-
ditions. This regression model identifies relations between
variables when there are at least two dependent variables [21].

Firstly, Diagnosis of each chronic disease is set as a depen-
dent variable, and then relations with independent variables
analyze. A regression formula is generated with variables
that meet the significance level of 0.05. Regression results
present with the uses of the dependent variable, independent
variable, estimated value, standard error, t-value, and Signif.
(significance level). Table 2 shows the regression results for
high blood pressure.

TABLE 2. The regression results for diabetes.

Equation (1) shows the regression formula for high blood
pressure. HBP (High Blood Pressure) represents high blood
pressure, and 1.591 is a value of y-intercept.

HBP = 1.591+ (−0.6517× DI1−pr)+ (2.025× DI1−pt)

(1)

In Equation (1), variables that meet the significance level
and influences high blood pressure, whether to have high
blood pressure at present and whether to treat high blood
pressure is used. Table 3 shows the regression results for
diabetes.
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TABLE 3. The regression results for diabetes.

Equation (2) shows the regression formula for diabetes.
DM represents Diabetes Mellitus, and 3 is a value of
y-intercept.

DM = 3+ ((3.77E− 17)× HE−glu)

+ ((4.12E − 17)× Total−slp_wk)

+ ((−1.66E − 15)× HE−HbAlc) (2)

In Equation (2), variables that meet the significance level
and influence diabetes, fasting blood glucose, average daily
sleep hours in weeks, and glycated hemoglobin is used.
Table 4 shows the regression results for dyslipidemia.

TABLE 4. The regression results for dyslipidemia.

Equation (3) shows the regression formula for dyslipi-
demia. Dys represents Dyslipidemia, and 0.3858 is a value
of y-intercept.

Dys = 0.3858+ (1.009× DI1−2)+ (−0.8275× DI2−pt)

+ (−0.4076× DI2−2)

+ (0.002468× HE−chol) (3)

In Equation (3), variables that meet the significance
level and influence dyslipidemia, high blood pressure treat-
ment, blood pressure control drug intake, dyslipidemia
treatment, dyslipidemia drug intake, and total cholesterol
is used.

Secondly, a model for mental health is extracted. To do
that, multiple regression analysis (for one dependent vari-
able and multiple independent variables) is applied. As a
dependent variable, the prevalence of perceived stress
is used. With independent variables that meet the sig-
nificance level of 0.05, a regression model is estab-
lished. Table 5 shows the regression results for mental
health.

TABLE 5. The regression results for mental health.

Equation (4) presents the regression model for mental
health. The value of y-intercept is 2.901.

mental−health= 2.901+(0.050051× HE−obe)

+ (0.27029× DI2−pr)

+ (−0.15524× HE−HTG)

+ (0.188145× DE1−3)

+ (−0.41919× BP1) (4)

In Equation (4), mental health is predicted with the fol-
lowing variables: obesity, whether to have dyslipidemia at
present, whether to have hypertriglyceridemia, blood glucose
care treatment for diabetes (non-pharmacological therapy),
and bedtime in weeks.

Thirdly, a model for behavioral patterns is extracted.
Whether to have physical activities is set as a dependent vari-
able, and multiple regression analysis is conducted. Table 6
shows the regression results for behavioral patterns.

TABLE 6. The regression results for behavioral patterns.

Equation (5) shows the regression model for mental health.
The value of the y-intercept is 2.26.

Behavior−pattern = 2.26+ (−0.03169× BD1−11)

+ (−0.3247× HE−nARM)

+ (−0.02749× HE−obe) (5)

In Equation (5) for behavioral patterns, blood pressure
measurement (arm), whether to have obesity and yearly
drinking frequency are used as variables. Through equations
(1) to (5), a matrix is expressed to extract easily relations
between users’ chronic disease data, mental health data,
and behavioral patterns data. With the matrix, it is possible
to express data relations easily and to execute operations
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conveniently [22], [23]. The values in the matrix are the
values of a regression formula. Figure 3 shows the user
data matrix.

FIGURE 3. The user data matrix.

Also, among users have similar relations. It is necessary
to increase the accuracy of knowledge recommendations by
using similarity relations between users. To find user similar-
ities, clustering is performed. As for clustering, a K-means
algorithm with low time complexity is employed. However,
a cluster’s core point is randomly selected so that a test result
becomes different. In short, it is impossible to draw a con-
sistent result through clustering [24]. To solve the problem,
the K-means++ algorithm is used. Although it is similar to
the K-means algorithm, its step of initializing a core point is
different. The procedure of the K-means++ algorithm is as
follows:

First, a core point is randomly specified. Next, the distance
from a core point closest to each one of the remaining data
is calculated. The next core point is specified according to
the probability in proportion to the distance from the closest
core point. In this way, it is possible to prevent a core point
from approaching closely the core point already specified.
Therefore, the general K-means++ algorithm is more strate-
gic than the K-means algorithm when initializing the central
point, and optimized clustering is possible [25]. To determine
the most appropriate number of groups for user clustering,
the Elbow method is applied. According to the result of
Within Cluster Sum of Squares (WCSS), it presents a section
in which the sum of distances between clusters is sharply
reduced. Such a point is used as the number of clusters.
Nevertheless, in the Elbow method, there is still an unclear
part in determining the number of clusters. For this reason,
Silhouette is applied to evaluate the validity of clusters and
determine the number of clusters to use. Silhouette is a mea-
sure of how similar an object is to its own cluster compared
to other clusters. It ranges from –1 to +1, where the higher a
value is, the more appropriate clustering occurs; the lower the
value is, the less appropriate clustering occurs [26]. Figure 4
shows the results of Elbow, where the vertical axis represents
WCSS, and the horizontal axis represents the number of
clusters. As shown in the results of Elbow evaluation in Fig. 4,
the distance between clusters reduces when the number of
clusters is 2 or 4. However, in order to determine the number
of most suitable clusters, it is determined through Silhouette
results.

FIGURE 4. The results of the Elbow method.

FIGURE 5. The results of user clustering based on the K-means++

algorithm.

Table 7 shows the results of Silhouette according to the
number of clusters. In short, the result of Silhouette is differ-
ent depending on K, the number of clusters.

TABLE 7. Silhouette results by number of clustering.

As shown in Table 7, a result of Silhouette scored the high-
est when the number of clusters is 4. Therefore, four clusters
are generated. Figure 6 shows the results of user clustering
based on the K-means++ algorithm. Persons who suffer
from similar chronic diseases have similar mental health and
behavioral patterns. For this reason, chronic disease patients
are clustered on the basis of mental health and behavioral
patterns.

In the Fig. 6, the horizontal axis represents mental
health, and the vertical axis means behavioral patterns.
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FIGURE 6. Coefficients of correlations between clusters for an adjacency
matrix.

The clustering results in Fig. 6 reveal that although clusters
2 and 3 have similar mental health, they have different behav-
ioral patterns and chronic disease risk; that although clusters
1 and 3 have similar behavioral patterns and chronic disease
risk, they have different mental health.

C. GRAPH NEURAL NETWORK BASED ON
CONTEXT-MINING
Persons with similar disorders have latent associations and
similarities. A graph is employed to find them. A graph is
made up of a set of node (vertex) V and edge E. It helps to
represent relations or interactions between objects, to express
a complex issue in a simple way, and to make expressions
frommultiple perspectives to solve problems [27], [28]. Also,
the general graph analysis method that needs empirical and
preliminary knowledge has difficulty extracting information
frommultiple graphs. Accordingly, deep learning or machine
learning-based GNN is applied to a graph. It takes into
account similarities with a particular user’s distant neighbors
as well as near neighbors and maintains a graph’s structure.
Graph Convolutional Network (GCN) is a sort of GNN.
It extracts abstract features for input data with no use of
neighboring nodes’ information. Accordingly, bymultiplying
an adjacency matrix (A), it combines neighboring nodes’
information. An adjacency matrix specifies a graph shape at
the beginning. In the matrix, the presence of a connection
between nodes represents ‘1’, and no presence represents
‘0’. Accordingly, an adjacency matrix has no edge from a
vertex to itself, so the diagonal elements of the matrix are
all zeros. Since a weighted kernel, which uses no its own
information, is generated, an identity matrix (I) is added to
solve the problem [29]. As for the weight used in a graph,
the user data attributes extracted from regression analysis
are used. Through relations between users, such as similar
chronic diseases, disorders, and behaviors, the grounds for
recommendation are found. Figure 6 shows coefficients of
correlations between clusters for an adjacency matrix.

An adjacency matrix represents two-dimensional arrays of
graph connections. The generation of an adjacency matrix

is defined through connections of the clusters that are found
to be related in cluster correlation analysis. Based on a core
point of user similarity cluster, a primary node is used. Based
on aweight representing a correlation between clusters, edges
are connected. As shown in Fig. 6, since the diagonal ele-
ments represent clusters, coefficients of correlations are 1.
In an adjacencymatrix, a node’s own information is excluded.
For this reason, connections are made when coefficients of
correlations are a positive number except for 1. An initial
graph is designed. Figure 7 shows the initial graph and adja-
cency matrix.

FIGURE 7. Coefficients of correlations between clusters for an adjacency
matrix.

In the case of a feature matrix for augmenting a graph
with the use of node information sharing, a user’s data matrix
in Fig. 4 is used. Algorithm 1 shows a graph augmentation
algorithm based on context mining. Its input value is an initial
graph. Its output value is an augmented graph.

The first step in algorithm 1 is to design an initial graph.
Nodes are established according to the number of clusters.
Edges are connected according to a positive coefficient of
correlation between clusters and an adjacency matrix is gen-
erated. The second step is to augment a graph through multi-
context mining. A feature matrix for graph augmentation
is a user feature matrix based on the regression model that
represents users’ chronic disease information, mental health,
and behavioral patterns. In graph convolution operations,
features are extracted, and accordingly, a graph is augmented.
However, depending on the degree of connection between
nodes, reliability is different. Therefore, weights are newly
applied to edges. In this way, it is possible to obtain not
only the primary neighboring information but kth neighboring
information. Equation (6) shows an edge weight based on
context. As a result, with the reliable weight, node and edge
information is updated.

Weight = update(A×U (k)
× F (k)) (6)

In Equation (6), ‘A’ means an adjacency matrix; U(k)
represents kth user information; F(k) means kth user’s feature
matrix. Figure 8 shows the structure of a graph-based on
multi-context mining. The input graph in Fig. 8 is user data.
Context mining is performed through preprocessing of raw
data. Accordingly, the adjacency matrix and feature matrix
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FIGURE 8. The structure of a graph-based on multi-context mining.

Algorithm 1Graph Augmentation Algorithm Based on Con-
text Mining
Input: IG // initial Graph
Output: AG //Argmented Graph
int Adj_matrix = [[0,0,1,0], [0,0,1,1], [1,1,0,1], [0,1,1,0]]
int V, E, w
Graph (V, E, w)← 0
Step 1: Prime Graph Type //node is number of cluster

for each v ∈ V and each e ∈ E
for v to Number of cluster do

if v <= 4
node++

else
stop creating vertex

endif
end
for e to using Adjacency Matrix do
if e = 1

add edge and connection vertex
else if e = 0

not add edge and not connection vertex
end

end
Step 2: Graph Argument using graph convolution

User Matrix = using result of regression model
for F to User Matrix and Adjacency Matrix do
F[i][j] = Convolution (User Matrixi× Adjacency Matrixj)
G = F[i][j] //Argument Graph

end
return

of an initial graph is generated. In graph networks, weights
are updated with graph convolution operation and the weight
operation of Equation (6). A graph is augmented in the course
of sharing a particular node’s information with a different
node. In this way, it is possible to classify a node, find
relations between nodes, and predict a degree of association.
Neighboring nodes have similar attributes. Therefore, based
on the node and edge information in layer 1, it is possible

to obtain a different node’s information gradually. Therefore,
GNN based emerging health risk prediction is a method of
predicting latent risks on the basis of neighboring informa-
tion. Figure 9 shows the prediction process using Multi-
Context-GNN.

FIGURE 9. The prediction process using multi-context-GNN.

For example, in Fig. 9, users a and b are not directly con-
nected with each other, but it is found that they are associated
with each other on the basis of information of user c. In other
words, with graph augmentation, user relationship continues
to be generated. Accordingly, even if users are not directly
associated with each other, it is possible to predict a latent
risk with the use of a neighbor’s information.

IV. PERFORMANCE EVALUATION
Raw data from the National Health and Nutrition Survey [18]
were used in the experiments. The purpose of the national
health survey is to calculate statistics with national represen-
tation and reliability regarding the health level, health behav-
ior, and food and nutrition intake of the people. Accordingly,
it provides basic data for health policies, such as goal setting
and evaluation of the comprehensive national health promo-
tion plans, and health promotion program developments. For
the sampling frame of the National Health and Nutrition
Examination Survey, themost recent data from the Population
and Housing Census available at the time of sample design
was used as the basic extraction frame. It supplements the

15160 VOLUME 11, 2023



J.-W. Baek, K. Chung: Multi-Context Mining-Based GNN for Predicting Emerging Health Risks

basic extraction frame by adding and improving the popula-
tion inclusion rate. In this study, chronic disease, behavioral
patterns, and mental health-related data were selected from
the raw data present in the National Health and Nutrition
Examination Survey, and preprocessing was performed on
the data related to 69 variables and 24,269 people. Through
preprocessing, missing values are processed, and unnecessary
variables and variables with duplicate meanings are removed.
As a result, preprocessed data are divided into training data
(70%), test data (20%), and validation data (10%). In terms
of performance, the validity of the regression analysis used
for a user feature matrix is assessed, a clustering method
is evaluated, and the proposed model is compared with a
conventional model.

Firstly, the validity of regression analysis is assessed.
In this study, to establish a feature matrix of a graph, a regres-
sion model is generated as the result of multivariate analysis.
To find the validity of the multivariate analysis-based regres-
sion model, univariate analysis is compared with multivari-
ate analysis. As for performance indexes, the coefficient of
determination denoted R2, Adjusted R-Squared, andMSE are
used. R2 is used to evaluate prediction performance based on
distribution [30]. The larger the coefficient of determination
is, the more the actual value is similar to the predicted value,
and the better the data explanation. Equation (7) states the
expression for R2.

R2
=
SSE
SST
= 1−

SSR
SST

(7)

In Equation (7), the Total Sum of Squares (SST) is the sum
of the differences between the mean of observed values and
an observed value. Explained Sum of Squares (SSE) is the
sum of the differences between the mean of observed values
and a predicted value. The Residual Sum of Squares (SSR)
is the sum of the residuals between a predicted value and an
observed value. The closer the coefficient of determination
(R2) is to 1, the better performance occurs. This influences
the number of independent variables. In short, it increases
with the number of independent variables. For this reason,
it is difficult to evaluate performance accurately. To solve
the problem, an Adjusted R-Squared is used. Too lower than
Adjusted R-Squared means that unnecessary independent
variables are included [31]. Equation (8) states the expression
for the adjusted R-squared value.

Adj−R = 1−
(n− 1)(1− R2)
n− p− 1

(8)

In Equation (8), n represents the number of data, and p
means the number of independent variables. The closer the
Adjusted R-Squared is to 1, the more prediction is accurate. A
negative value of Adjusted R-Squaredmeans that a regression
model is useless. For the evaluation of a regression analysis
model, MSE is employed. It represents the mean of the square
of the difference between actual and predicted values [32].
Equation (9) shows the expression of MSE.

MSE =
1
N

∑N

i=1
(yi − ŷi)

2 (9)

As data used in the regression analysis for designing a
feature map of the proposed model, high blood pressure, dia-
betes, and dyslipidemia data among raw data of the National
Health and Nutrition Examination Survey are used. It is
necessary to prove that performance is better when a feature
map is generated via multivariate regression analysis consid-
ering all three chronic diseases than that obtained when a
feature map is generated via univariate regression analysis
considering each disease individually. Table 8 shows the
results of the regression analysis. It shows the results from the
comparison between univariate regression analysis on each
one of diabetes, high blood pressure, and dyslipidemia) and
multivariate regression analysis on all three chronic diseases.

TABLE 8. The results of regression analysis evaluation.

In Table 8, the coefficient of determination for diabetes
in the univariate analysis is the highest but has the largest
difference from R2 adj. It means that explanatory variables
for diabetes include unnecessary variables. Therefore, in the
proposed method, multivariate analysis is the most effective.

Secondly, the clustering method for creating an initial
graph is evaluated. In the proposed method, an initial graph is
generated through K-means++ algorithm-based clustering.
When a cluster’s core point is randomly selected, it is difficult
to obtain a consistent result. Therefore, the K-means++
algorithm prevents the problem [33], [34]. In the case of the
general K-means algorithm, a cluster’s core point is changed
such that the initial graph loses consistency. To prove that
the K-means++ algorithm used in the proposed model is
more appropriate than the K-means algorithm, it is necessary
to compare K-means and K-means++ algorithms in terms
of Precision, Recall, and F-measure. Figure 10 shows the
F-measure values according to the number of clusters of
K-means and K-means++.

Table 9 shows the precision, recall, and f-measure of
K-means and K-means++ when the number of clusters with
excellent F-measure in Figure 12 is 4.

TABLE 9. Comparison results of precision, recall, and f-measure of
clusters.

As presented in Figure 10 and Table 9, when the
K-means++ algorithm is used, the performance is excellent.
And in Table 9, the K-means algorithm randomly selects a
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FIGURE 10. The F-measure values according to the number of clusters of
K-means and K-means++.

cluster’s core point, and consequently, recall is low. Given
that, K-means++ is appropriate for generating an initial
graph of the proposed model.

Lastly, to evaluate the excellence of the proposed method,
it is compared with conventional GCN-based recommender
models. For performance evaluation, the MSE and recall
were employed. Wu et al. [35] proposed a graph convo-
lutional network-based model for social recommendation,
which was generated based on the expansion of social net-
works and user-item preferences. However, it struggles with
predicting a latent factor that is not included in the user
features. Yang et al. [36] proposed a graph network for solv-
ing social inconsistency problems. In their proposed method,
a sampling probability is associated with the score of the
neighbors’ consistency, and thus, consistent neighbors are
sampled. This method was limited owing to considering only
the information of consistent neighbors. R. Wang et al. [37]
applied a deep graph network for the analysis and prediction
of patient health comorbidities from sparse health records.
Their approach represents patient data including health exam-
ination categories, hospitalization, and injury accidents in a
graph structure, and models patient health trends, disease
prognosis, and potential correlations by recovering missing
connections through connection prediction problems [38].
Table 10 shows the performance comparison results between
the conventional models and the proposed method.

TABLE 10. The results of comparison with conventional models.

As shown in Table 10, the proposed method has excel-
lent performance. The technique proposed by Wu et al. [35]
considers only the neighbors’ information, hence, its per-
formance is low on the augmented graph. The method pro-
posed by Yang et al. [36] considers the information of the
most related user. Therefore, if neighbors have no consistent
information or a new user, it is hard to make a graph-based
analysis, and performance is evaluated as low. In addition,

the method proposed by Wang et al. [37] does not include
the semantic or causal component of the disease and uses
sparse data. Therefore, the obtained accuracy of health risk
and prediction is low. On the other hand, in the proposed
method, a graph is augmented using neighbor information
so that it is possible to obtain information according to a
2-hop relationship as well as a 1-hop relationship. Therefore,
compared to conventional methods, the proposed method
attains excellent performance.

V. CONCLUSION
A graph has the advantages of being convenient to expand
and being able to intuitively present the relationship between
nodes. This study proposed a multi-context mining-based
graph neural network for predicting emerging health risks.
The proposed method predicts and recommends potential
emerging risks through a graph neural network based on
information regarding similar symptoms, causes, and man-
agement methods for patients with chronic diseases. It con-
sisted of three steps. The first step was to collect and pre-
process health information, mental health information, and
behavioral patterns information of chronic disease patients
who suffer from high blood pressure, diabetes, and dyslipi-
demia. The second step, context mining was performed using
preprocessed data to generate a feature map for the graph
extension. In multivariate regression analysis, a regression
model that has high blood pressure, diabetes, and dyslipi-
demia as dependent variables were extracted. In addition,
in linear regression analysis, a regression model for mental
health and behavioral patterns was generated, and a feature
map was created. Through clustering, the nodes of the initial
graph were created. According to the correlation coefficients,
the edges of the initial graph were designed. The last step was
to augment the graph with the feature map generated through
context mining of the initial graph and to update weights for
predicting latent risks not only in relations between distant
neighbors but in relations between close neighbors. In this
way, it was possible to find similar symptoms and causes of
all users and to predict emerging risks. Performance eval-
uation was conducted in three ways. First, the validity of
the regression analysis for patients with chronic disease was
evaluated. As a result, performance was better in multivariate
analysis than in univariate analysis, in which each chronic
disease was set as a dependent variable. Second, the cluster-
ing method for determining the number of nodes in an initial
graph was evaluated. As a result, the K-means++ algorithm
achieved better performance because it overcame the prob-
lem of the K-means algorithm, where a cluster’s core point
varied. Finally, to evaluate the excellence of the proposed
model, it was compared with conventional models in terms of
MSE and recall. As a result, the proposed method solved the
problems of conventional methods so that its MSE and Recall
were about 0.1-0.2 higher than those of conventional ones.
Therefore, it is possible to effectively predict the potential
risk through the proposed model; accordingly, information
that can prevent health risks can be provided.
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