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ABSTRACT This paper proposes a novel method to represent expressive 3D facial shapes called the
Selective Expression Manipulation (SEM) by fitting the expression coefficients of delta-blendshapes, which
is the standard parametric facial model widely used in industries. SEM focuses on preserving blendshape
semantics to characterize the facial shapes since the facial shape obtained by minimizing the distance to
sparse facial landmarks might fail to signify a facial expression from a human being’s perspective. Assuming
each delta-blendshape corresponds to a facial movement with semantic meaning, SEM finds a series of
facial motions required to compose the target facial expression. In addition, SEM sequentially determines
a sufficient number of expressions and coefficients closely resembling the target facial movements by
introducing similarities to quantify the directional correlation of facial motions between a target and a
blendshape, excluding redundant expressions in terms of motions from the neutral shape. As a result,
far fewer inter-correlated expressions that significantly increase the target correlation can be obtained.
Furthermore, SEM exhibits substantial improvement in accuracy, correlation, semantics, and stability in
experiments over previous facial fitting schemes and state-of-the-art methods. It is demonstrated that SEM
enables accurate and realistic 3D facial shape generation by semantically manipulating expression delta-
blendshapes.

INDEX TERMS Human modeling, computational parameter fitting, 3D facial modeling, shape analysis,
mesh models.

I. INTRODUCTION
3D human characters, in particular, 3D faces, are essential
elements in virtual and augmented realities [1], [2]. Blend-
shape, a linear facial expression model, has been widely
used in various applications to generate realistic 3D human
faces such as face recognition [3], [4], face tracking [5],
[6], [7], performance-based facial capture [8], [9], human
reconstruction [10], [11], [12], [13], and facial retarget-
ing [14], [15] thanks to its simplicity and expressiveness.
In general, there are two types of blendshape representations:
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global-blanedshape and delta-blendshape. In the global-
blendshape representation, as shown in Figure 1(a), a facial
shape is generated in the span of the ‘‘whole’’-facial blend-
shapes [16]. This approach ensures that the generated
shape lies within a valid range of expressions, result-
ing in stable shapes and preventing unexpected expres-
sions. Nevertheless, the concurrent representation of several
expression models dilutes the expression of each model in
the global-blendshape. To overcome this drawback, many
researchers [17], [18], [19] used the ‘‘delta’’-blendshape rep-
resentation to overcome this drawback along with expres-
sion blendshapes that are constructed according to the Facial
Action Coding System (FACS) [20]. In the delta-blendshape
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FIGURE 1. The approaches of blendshape representations. The sum of the delta-blendshape weights is one, i.e,
∑

αi = 1. The
delta-blendshape 1Bi is defined as Bi − B0. The blue line or squared region depicts the span of a facial shape generated by the representation.
(a) Global blendshape, (b) Delta-blendshape, and (c) Selective Expression Manipulation (SEM).

representation, as shown in Figure 1(b), a facial shape is
characterized in the span of the delta-shapes, which are the
differences in the facial shape of each expression blendshape
from a neutral expression blendshape. The delta-blendshape
representation enables the facial shapes to be described with
a wide variety of facial expressions. However, the com-
binations of these expression blendshapes do not always
preserve the semantic meaning of the original expression,
as depicted in Figure 1(b), because it uses many redundant
expressions with high inter-correlations. When expression
delta-blendshapes are being fitted to the point clouds or facial
landmarks of a target, the expressions of the blendshapes
may be locally overshot to make the facial shape closer to
the fitting points. For these reasons, a combination of highly
correlated blendshapes can cause an exaggerated and unstable
facial shape. Thus, the performance degradation is inevitable.

In this paper, we propose a robust selective fitting approach
for expression delta-blendshapes, called Selective Expres-
sion Manipulation (SEM). We assume that the expression
blendshapes are not semantically duplicated with the others.
In other words, each expression blendshape is semantically
unique and it has a distinct expression. The key idea is that
each expression delta-blendshape is considered as a facial
motion which is the difference from the neutral expression
blendshape. From this idea, we suppose that an expressive
target face is formed by taking a series of facial motions from
the expressionless or non-posed face (i.e., neutral expression
face), as described in Figure 2. We can accumulate expres-
sion delta-blendshapes without losing facial expressiveness
by composing facial motions that rarely correlate with each
other. Thus, in the proposed method, a set of expression
delta-blendshapes and their coefficients are obtained that can
preserve the semantic meanings of their facial expressions by
seeking the set that are least correlated to each other.

The expression selection and exclusion methods are pro-
posed for SEM to highly correlate a combination of the
expression delta-blendshapes with the target motion while

decreasing the inter-correlations of the expression delta-
blendshapes. The two measurements, expressional and rel-
ative similarities, are introduced to quantify the directional
similarity of facial motions between the target and the expres-
sion delta-blendshape. Based on similarity measures, SEM
obtains expressions that accurately represent the target’s
facial motions in the order of expressional similarity. The
relative similarity allows SEM to compute the appropriate
coefficients of the expression delta-blendshapes. SEM selects
an expression with the highest similarity among the expres-
sion delta-blendshape candidates to update the facial shape
in a greedy manner [22], [23]. Meanwhile, SEM excludes
redundant expressions from the remaining candidates to rep-
resent the target face with less inter-correlated expressions
by ensuring the selected expressions as a series of motions
from the initial shape in a backtracking manner [24], [25].
We prove that the most motionally correlated to the tar-
get can be obtained by our greedy formulation that itera-
tively synthesizes a facial shape with the selected expres-
sion delta-blendshapes. Through exhaustive experiments to
evaluate the accuracy, redundancy among expression delta-
blendshapes, uniqueness, and semantics, including compar-
isons with state-of-the-art methods and baseline methods that
cover the previous facial fitting schemes, it is demonstrated
that SEM finds appropriate expressions to uniquely com-
pose the expressive target shape by manipulating expression
delta-blendshapes semantically, enabling accurate and realis-
tic facial shape generation. In summary, we propose a selec-
tive expression delta-blendshape manipulation scheme, in
which

• Expressional and relative similarities are introduced on
the target shape and the expression delta-blendshapes to
measuremotional correlations under the assumption that
the facial shape is generated by the motions from the
neutral shape,

• Expression selection of most similar expressions is car-
ried out in a greedy manner to address the expression
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FIGURE 2. The proposed method selectively picks delta-blendshapes as a series of facial motions to semantically reveal a target expression under the
assumption that each delta-blendshape is a facial movement needed to compose the target expression. Fitting the blendshapes for the given target
points (marked by ‘’x’’ on the face) by stacking the less inter-correlated expressions facilitates the representation of the facial shape semantically and
expressively. The image was obtained from the CK+ database (©Jeffrey Cohn) [21].

fitting as finding the highest correlated motion to the
target, and

• Expression exclusion of redundant expressions is per-
formed in a single-step backtrackingmanner to represent
the expressive target face with a combination of less
inter-correlated expressions, enabling SEM to gener-
ate realistic facial shapes with significantly increased
semantics and uniqueness.

II. PREVIOUS WORKS
Many other efforts have been made to overcome the draw-
backs of the delta-blendshape approaches. In studies by sev-
eral authors [26], [27], [28], [29], the L1 norm of blendshape
weights have been used to achieve sparse weight activations,
resulting in a smaller number of expressions. Also, theL2 reg-
ularization has been used in several works [30], [31], [32],
[33], [34] to prevent the over-fitting of the expression models
to the target face. Although these norm-based regularizations
are useful techniques to prevent the expression of the facial
shape from being exaggerated, they can cause the facial shape
less expressive than the target face. This trade-off between
shape stability and expressiveness is highly data-dependent,
so the performance might be very sensitive to the individual
and its expression, even when the same regularization defini-
tion is used. Simply increasing the sparsity of the expression
coefficients (e.g., by penalizing the number of the expressions
used to fit without considering the correlations between the
expressions) does not help the facial shape become expres-
sive and interpretable. Moreover, norm-based regularizations
do not flexibly handle the semantic meaning of expression
models.

Some methods used different types of prior constraints to
regularize the blendshape expressions [35], [36], [37], [38],
[39]. While these approaches can perform well, their quality
depends heavily on the priors, which are selected manually,
or requires a sufficient number of training examples. Never-
theless, these types of regularization have not been guaran-
teed as a fundamental solution to overcome the drawbacks
of the delta-blendshape, as they still use whole-expression
models, which are highly correlated with each other. Indeed,
we found that using a selected set of expressions that are
rarely correlated with each other can describe a target’s face

more expressively, while preserving uniqueness and inter-
pretability by maintaining the semantics of each expression
blendshape.

Parametric facial models, such as the 3D Morphable
Model (3DMM) [30], [40], represent a facial shape on a
low-dimensional face subspace by using the Principal Com-
ponent Analysis (PCA). In recent works [33], [41], [42], [43],
[44], [45], [46], [47], [48], facial geometry and reflectance
have been estimated using the parametric facial models, but
the baseline is on a neutral target face and ignores the target
expression. In other works [49], [50], [51], [52], [53], [54],
[55], an additional basis was used to model expressions para-
metrically, and in [30], both facial appearance and expression
variations of in-the-wild facial shapes were modeled concur-
rently on a basis model. Although decomposition methods
such as PCA, Independent Component Analysis (ICA), and
Linear Discriminant Analysis (LDA), help obtain orthogonal
basis vectors, a dimension transfer makes the basis vectors
of the facial shape difficult to interpret and apply [16]. The
decomposition alters the basis vectors, which have been com-
monly modeled on the basis of the facial unit actions [20],
from local to global deformations. Although decomposition
enables to model the deformation globally by capturing cor-
relations across faces in the database used for training the
model, global deformations depend on the statistics of the
training set. They tend to require a sufficient number of
coefficients to represent high-frequency details of the facial
shape. Some works have shown that the data variance of
facial movement is not jointly Gaussian and thus PCA is
not sufficient to model expression variation [16], [56], [57].
Statistical priors should be required to fit the target more
stably [58], [59]. Therefore, expression blendshapes without
decomposition have been used to manipulate the blendshape
expression coefficients in many related works [8], [9], [27],
[28], [36], [60], [61], [62], [63].

Recently, Kang et al. used a facial fitting method using a
subset of expressions in the whole expression set [64]. This
method defines a metric to measure expressional redundancy
between facial delta-blendshapes and uses the metric to find
a subset of delta-blendshapes with fewer redundancies. Sub-
sequently, the subset is used to generate a 3D facial shape
by minimizing the distance between the 3D face and facial
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landmark points via optimization using the gradient descent
algorithm. Although this method is similar to the proposed
method here in that it uses the subset of less-correlated facial
expressions, this does not sufficiently consider cancellations
between expressional motions. Thus, this method can effi-
ciently address the ‘‘redundancy‘‘ between similar-shaped
delta-blendshapes, making it avoid faces with exaggerated
expressions. But, it cannot describe fine facial details made
from composites of completely different expressions. Also,
the expression selection scheme was heuristically defined
in [64]. In contrast, the proposed method addresses the
expressional redundancy and the facial shape details simul-
taneously by introducing two facial similarity metrics. The
most similar expression to the target can be found with
the expressional similarity. Subsequently, the appropriate
expression coefficient is obtained with the relative similarity.
In addition, it is demonstrated mathematically that the greedy
selections in each iteration can lead tomaximizing the expres-
sion similarity to the target from the global perspective.

III. EXPRESSION BLENDSHAPE FITTING
We briefly review the delta-blendshape fitting to define our
notation and explain the method clearly. The facial mesh
or blendshape is a set of vertices denoted by capital letters
(e.g., P or F) and its component vectors, characterized by
bold lowercase letters (e.g., pi or f1,i). A facial blendshape
mesh B can be represented as a linear combination of nexp
blendshape expression models B = [B1, . . . ,Bnexp ] as B =

BeT =
∑nexp

i=1 eiBi, where e = [e1, . . . , enexp ] is a vector
of expression coefficients and (·)T indicates a transposition
operation [16], [39]. In the delta-blendshape approach, the
facial shape is based on the following constraints to B:

• B1 is a neutral facial shape.
• All the non-neutral facial weights are bounded between
0 and 1; that is, 0 ≤ ei ≤ 1 for 2 ≤ i ≤ nexp.

• The sum of all the weights is 1 so that e1 = 1−
∑nexp

i=2 ei.
By the above constraints, the blendshape mesh B can be

represented in terms of the displacements from the neutral
face, the delta-blendshapes 1Bi = Bi − B1, as follows:

B (e) = B1 +

nexp∑
i=2

ei1Bi. (1)

Thus, (nexp − 1) coefficients need to be determined to
describe a target facial expression. For simplicity, we use e
to refer to all the expression coefficients except for the neu-
tral coefficient in the following equations and discussions.
A facial mesh F can be represented for rotation and trans-
lation to the facial model in (1) as follows:

F = R
(
BeT

)
+ t, (2)

where R ∈ R3×3 is a rotation matrix and t ∈ R3 is a
translation vector. Fitting an expression model is a procedure
for finding an optimal e, whereby a facial shape is gener-
ated to reveal the target’s facial expression most accurately.
The blendshape’s expression weights are approximated by

minimizing the distances between the target’s facial features
and the corresponding points on the 3D facial blendshape.
In previous works [27], [39], 3D facial point clouds captured
by 3D laser scanners or depth sensors such as Microsoft
Kinect have been used to fit expression blendshapes to a
target. Some other works [8], [18], [28], [60] have utilized
sparse facial landmarks on an image jointly with 3D point
clouds to match the target’s expression more precisely or
used landmarks alone to fit the blendshapes for more general
applicability.

The energy term Epnt to be minimized for point cloud
matching can be defined as follows:

Epnt =
1
nver

nver∑
j=1

∣∣fj − pj
∣∣2, (3)

where fj ∈ R3 is the jth vertex of the facial mesh F , pj ∈ R3 is
the closest point to fj among the target point clouds, and nver
is the number of vertices of the facial mesh.

The energy term Efea for the landmark matching is defined
as follows:

Efea =
1
nfea

nfea∑
k=1

∣∣5 (
fvk
)
− lk

∣∣2, (4)

where vk is the corresponding vertex index of the facial mesh
F to the k th two-dimensional (2D) facial landmark lk ∈ R2,
5 (·) : R3

→ R2 is a perspective projection operator, and
nfea is the number of facial landmarks utilized for the fitting.

In order to avoid over-fitting noisy points and getting stuck
in the local minima, an additional energy term is essential to
regularize the expression coefficients or the facial shape. Sev-
eral regularization terms have been used on the basis of the
norms of the coefficients and the types of shape priors, which
are defined on the basis of the probabilistic distributions of
facial shapes in the training set [37], [39]. The L1-norm
and the L2-norm of the delta-blendshape coefficients [30],
[31], [32] are the regularization methods widely used for
facial fitting to form stable and natural facial shapes in the
delta-blendshape representation by controlling the concur-
rent activations of the delta expressions. The L1- and L2-
coefficient regularization terms can be defined as follows:

EL1 =
1
nexp

|e| =
1
nexp

nexp∑
i=2

|ei|,

EL2 =
1
nexp

|e|2 =
1
nexp

nexp∑
i=2

ei2. (5)

In the delta-blendshape fitting methods, the optimal expres-
sion coefficients e∗ can be obtained by minimizing the total
fitting energy Efit as follows:

e∗
= argmin

e
Efit, (6)

where

Efit = ωpntEpnt + ωfeaEfea + ωL1EL1 + ωL2EL2 , (7)
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and ωpnt, ωfea, ωL1 , and ωL2 are the constants that balance the
energy terms. In practice, the geometric parameters R and t
in (2) need to be determined in advance to solve the problem
in (6). It is achieved by optimizing jointly or alternately on
R, t, and e until the expression coefficients e converge to
minimize the fitting energy Efit in (7).

IV. SELECTIVE EXPRESSION MANIPULATION
In the delta-blendshape approach, the facial shape is given
by a combination of the delta-blendshapes as defined in (1).
Artists have widely used it for character modeling and user
interactions since it enables the facial shape to be locally
controlled and semantically interpretable. However, when
this approach is used to estimate a set of expressions from
a human face, the interpretability is often decreased because
the weights of the expression blendshapes obtained by the
fitting method are not uniquely determined. The concurrent
activations of the expression models that are represented in
similar facial regions can interfere with each other, decreas-
ing the semantic meaning of each other’s expression. Thus,
fitting with the whole-expression blendshapes can cause the
fitting procedure to become over-fitted or stuck in the local
minima.

To address the problem, we attempted to find a set of
expressions relevant to the target from among the entire set
of expression blendshape models instead of using the whole-
expression models. Inspired by greedy algorithms [22], [23],
we propose a method whereby a subset of expressions is
obtained by iteratively selecting a delta expression candidate
that shows the highest expression similarity to the target.
Figure 3 depicts an overview of the SEM, in which the six
expression delta-blendshapes related to the mouth shape 1Bi
(1 ≤ i ≤ 6) are represented for simplicity. By explaining ver-
tex displacements as a facial motion, the expressional similar-
ity is defined as a measure in terms of the facial movements
of the blendshape model. Thus, SEM selectively obtains a set
of expression blendshapes; it selects a series of facial motions
required to compose the target facial shape. In order to inter-
pret the expression delta-blendshapes as facial motions more
semantically and precisely, the selected expressions should
not be canceled out by the other blendshapes. As a result,
SEM obtains a set of less inter-correlated expressions that are
semantically close to the target face by removing expression
candidates that lead to dissimilar motions from those of the
target.

First, we introduce the SEM under the assumption that
a target facial mesh has the same vertex correspondence to
an expression blendshape. The two kinds of expressional
similarities are defined by measuring the motion difference
between the target mesh and the blendshape model. Based on
the similarities, a robust method for predicting and selecting
a subset of less inter-correlated expressions for best repre-
senting the target is described. Then, we extend the proposed
method to expression selection for given landmarks and face
point clouds.

A. THE SIMILARITY BETWEEN TWO MESHES
From an initial facial mesh F0 = [x0, y0, z0, . . . , xnver , ynver ,
znver ] ∈ R(3×nver), assume that two facial meshesF1 andF2 are
generated by adding expressional motions to F0. The motion
of F0 toward Fi (i = 1, 2) is defined as 1Fi = Fi − F0. The
motion correlation CM between F1 and F2 w.r.t. F0 can be
measured by as follows:

CM (F1,F2) = (F1 − F0) · (F2 − F0) = 1F1 · 1F2. (8)

The expressional similarity (ESim) is defined by normal-
izing the motion correlation in (8) for the magnitude of both
motion vectors:

ESim (1F1, 1F2) =
1F1 · 1F2
|1F1| |1F2|

. (9)

Assuming that F2 is an expressional facial shape of the tar-
get, ESim measures the similarity between the facial motion
1F1 and the facial motion of the target 1F2. As ESim mea-
sures the cosine similarity of two motions, it quantifies the
normalized value of producing similar facial shapes, ranging
from –1 to 1. Using ESim, a blendshape motion is selected in
each iteration that produces a facial shape most similar to the
target facial shape.

Figure 4 depicts two sets of facial shapes F1 and F2 gen-
erated from F0. In Figure 4(a), they have similar poses,
of which ESim is 0.82. Conversely, in Figure 4(b), the ESim
is -0.81 when two faces have different poses corresponding
to widely opening and closing eyes.

The motion correlation in (8) can be considered an
(nver × 3)-dimensional projection of 1F2 onto 1F1 or vice
versa. Based on the geometric property, we introduce the
relative similarity that measures the relative amount of one’s
expressional motion to the other. The relative similarity
(ERSim) of1F1 to1F2 is defined by normalizing the motion
correlation for the magnitude of 1F1:

ERSim (1F1, 1F2) =
1

|1F1|

(
1F2 ·

1F1
|1F1|

)
=

1F1 · 1F2
|1F1|2

. (10)

This metric measures the magnitude of 1F1 relative to
1F2 in terms of the expressional motion. When the magni-
tudes of 1F1 and the projection of 1F2 onto 1F1 are the
same, ERSim produces a unit value. On the other hand, when
the magnitude of the two motions varies, ERSim provides a
scale multiplier that makes 1F1 equal to the projection of
1F2, i.e., an optimal magnitude of 1F1 to be made simi-
larly to 1F2. In short, ESim in (9) measures the directional
similarity between the facial motions, whereas ERSim in (10)
quantifies the similarity between the facial shapes that the
facial motions change from the initial face. Thus, ERSim is
used in SEM for two purposes: (a)measuring the difference of
a facial shape from the target face from amotional perspective
and (b) determining an optimal magnitude of the expression
delta-blendshapes to be made similarly to the target face.
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FIGURE 3. An overview of Selective Expression Manipulation, in which only the region around the mouth is depicted for clarity. Based on the
expression similarity of each expression blendshape to the target (colored in red), a set of facial motions that make a target facial shape is selected
sequentially while removing redundant candidates are removed to ensure unique and semantic choice.

FIGURE 4. For visualization, ESim is visualized per vertex rather than
integrating values over the entire mesh and represented in red (positive)
and blue (negative).

Figure 5 shows an example where ERSims of 1F1 rel-
ative to 1F2 are measured by varying the magnitude
of 1F1. As shown in Figure 5(d), ERSim is 1.0 when
two facial motions are the most similar. Moreover, when
F1 (= F0 + 1F1) has either less or more expressive shape

than F2, ERSim can provide a multiplier α for the facial
motion 1F1 to make the facial shape similar to F2, such
that F0 + α1F1 ≈ F2 (α = 5.0 and 0.5 for 5(c) and 5(e),
respectively). Thus, for a unit motion 1F1, ERSim provides
an optimal magnitude of the motion similar to 1F2. In SEM,
the selected blendshape motion at each iteration is magnified
to be close to the target facial shape from an expressional
perspective by measuring ERSim.

B. SEM ON CORRESPONDING MESHES
1) OBJECTIVE
Let T ∈ R(3×nver) be a target facial mesh and B be the facial
shape representation using the blendshapes defined in (1).
In SEM, the target face is derived from an initial face by a
series of facial motions, that is, the delta-blendshapes. Then,
the expression fitting energy of the blendshape model B to be
minimized with respect to the expression coefficient vector e
is defined:

Emot (e) = |(T − B (e)) · 1T | , (11)

where 1T is the motion derived from the initial facial shape,
i.e., 1T = T −B1. The motional fitting energy in (11) can be
represented in terms of the relative similarity ERSim in (10)
as

E ′
mot (e) = 1 −

nexp∑
i=2

ERSim (1T , ei1Bi)

= 1 − ERSim
(

1T ,
nexp∑
i=2

ei1Bi

)
. (12)
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FIGURE 5. (a) The initial mesh F0, (b) The target mesh F2, (c), (d), (e) The
facial shapes generated by three different magnitudes of the delta
expression 1F1 from F0. Each has different ESim and ERSim. ERSim
reaches 1.0 when two expressional motions are the most similar in (d).
As ERSim measures a relative similarity, 0.5 · 1F1 is the delta expression
most similar to F2 as depicted in (d).

The full description of the derivation of (12) appears in
Appendix. SEM determines pairs of delta-blendshapes and
coefficients toward greedily minimizing (12) to satisfy the
following conditions: (a) the unique set of expression blend-
shapes and coefficients can be obtained from a given facial
mesh, (b) as few as expression coefficients can be obtained
to minimize the absolute motional fitting energy

∣∣E ′
mot
∣∣, and

(c) the semanticmeaning of each expression delta-blendshape
used to represent the facial shape can be preserved.

2) PROBLEM FORMULATION
Starting from a neutral facial shape, SEM selects an expres-
sional motion, that is, a delta-blendshape iteratively in a
greedy manner. The facial shape after the t th selection is
defined as follows:

F t+1
= F t + et1Bt , (13)

where 1Bt and et are the selected delta-blendshape and its
coefficient in the t th iteration (t ≥ 1), respectively. Note
that the initial facial shape is a neutral facial blendshape, i.e.,
F1

= B1 in (1).
Since the greedy selection scheme sequentially determines

the expressions one by one as it iterates, the motional energy
in (12) to be minimized in each iteration t is reformulated as(

it , et
)

= argmin
i,ei

(
1 − ERSim

(
1T t , ei1Bi

))
, (14)

where 1T t = T − F t and it ∈ {i | 2 ≤ i ≤ nexp} is
the expression index selected in the t th iteration so that the
delta-blendshape selected in the t th iteration is 1Bt = 1Bit .

3) EXPRESSION SELECTION
As SEM iterates by (13), it determines an expression blend-
shape 1Bt from among the blendshape candidates and the
magnitude of the selected blendshape et represented for the
facial shape that minimizes the fitting energy in (14). It can be
accomplished by finding an expression that minimizes ESim
in (9) and measuring its coefficient via ERSim in (10). The
detailed description is represented in Appendix.

Assume that there are (nexp − 1) delta-blendshape candi-
dates 1Bi ∈ R(3×nver)

(
2 ≤ i ≤ nexp

)
. To determine 1Bt ,

SEM selects one of the blendshape candidates most expres-
sively similar to the target facial shape. ESim between the
motion toward the target facial shape

(
T − F t

)
and each

candidate si
(
2 ≤ i ≤ nexp

)
can be measured as follows:

si = ESim
(
ei1Bi, 1T t

)
. (15)

However, ei, which is the magnitude of each blendshape,
is unknown. As the ESim is defined by normalizing the
magnitudes of facial motions, it is scale-invariant with a facial
motion by definition in (9). Therefore, the coefficient does not
affect the result of the expressional similarity as described in
Figure 5. Thus, si in (15) can be substituted as follows:

si = ESim
(
1Bi, 1T t

)
. (16)

Once the similarities for all the candidates are measured,
SEM selects the blendshape that has the largest similarity as
the delta-blendshape in the t th iteration 1Bt :

it = argmax
i

si, 1Bt = 1Bit . (17)

Then, the corresponding coefficient et is obtained using
ERSim in (10) as follows:

et = max(ERSim
(
1Bt , 1T t

)
, 0). (18)

The blendshape selected in the current iteration t is
removed from the blendshape candidate set not to be chosen
in the following iteration.

4) EXPRESSION EXCLUSION
SEM selects (nexp − 1) expression blendshapes for (nexp − 1)
iterations in the order of expressional similarity. Expres-
sion blendshapes dissimilar to the target facial shape from a
motional perspective are excluded from the set of candidates
before the selection to obtain fewer expressions that are less
inter-correlated. In SEM, the greedy selection at each itera-
tion picks the most similar motion to the remaining motion
required to reach the target face. Therefore, it is necessary to
confirm from a global perspective that the selections of SEM
iterations decrease the motional fitting energy from an initial
face in (12).

We introduce an expression exclusion step to efficiently
accomplish such a process using a ‘one-step’ backtracking
strategy [24], [25], [65]. Based on the formulation in (13),
we define the motional energy index from the initial face,
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which is measured for all the remaining candidates 1Bi at
the beginning of the t th iteration:

r (t, 1Bi) = 1 − ERSim
(
1T , B̃i

)
, (19)

where B̃i =
∑t−1

k=1

(
ek1Bk

)
+ ei1Bi and ei is calculated

by (18). The term
∑t−1

k=1

(
ek1Bk

)
in B̃i is the accumulated

motion using the selected expressions for (t − 1) iterations
and the term ei1Bi is the motion of the ith expression among
the remaining candidates. Thus, the motional energy index of
the selected expression in the previous iteration, i.e., (t − 1)th

iteration, can be measured as r
(
t − 1, 1Bt

)
. As a sequence

of motions, an expression to be selected should not increase
the absolute motional energy in (12) from the initial face.
Thus, All the expression candidates that satisfy the following
condition in the t th iteration are excluded in the subsequent
selections: ∣∣r (t − 1, 1Bt

)∣∣ < |r (t, 1Bi)| .

This exclusion weeds out candidates that largely cancel
out the previously selected expressions while allowing the
selected motions that move toward the target. It helps SEM
to non-parametrically determine the number of expressions
required to represent the target expression semantically. The
SEM procedure is terminated when no candidate remains by
the selection and exclusion procedures.

C. SEM ON LANDMARKS
It is assumed that the target facial mesh corresponding to the
blendshape model is given in Sec. IV-B. However, in real
applications for blendshape fitting, the point clouds of the tar-
get face or facial landmarks on the image are given generally,
as used in (3) and (4). As the vertex-point correspondence
between the blendshape model and the facial landmarks is
known, the expression selection on the facial landmarks is
similar to the selection on the facial mesh, except for the
following two conditions: 1) The facial landmarks are far
fewer than the number of blendshape vertices, and 2) the
facial landmarks are projected 2D points on the image, rather
than 3D vertices.

When 2D facial landmarks are given, facial motion is
measured on the projected plane rather than on the 3D coor-
dinates. Let L = [l1, . . . , lnfea ] ∈ R(2×nfea) and F =

[f1, . . . , fnfea ] ∈ R(3×nfea) be the flatten vectors of 2D facial
landmarks and the corresponding vertices of the blendshape
models, respectively. For the ease of comparison with the
previous blendshape fitting, the same notation as in (4) is
used. The (16), (18), and (19) can be modified respectively
as follows:

si = ESim (5 (Bi) − 5 (B1) , L − 5 (F)) , (20)

et = ERSim (5 (Bi) − 5 (B1) , L − 5 (F)) , (21)

r (t, 1Bi)

= 1 − ERSim
(
L − 5

(
F1
)

, 5
(
B1 + B̃i

)
− 5 (B1)

)
.

(22)

SEM greedily selects expressions in the order of the
expressional similarity si and directly computes the coeffi-
cient of the selected blendshape et in (21). Thus, unlike the
previous blendshape-fitting methods, SEM does not require
the regularization term in (7) to obtain the sparse expressions
and iterative optimization methods to find the optimal coef-
ficient for the facial landmarks. In addition, for the given
geometric parameters and the target facial landmarks, SEM
selects the unique set of expressions for each trial.

D. SEM ON POINT CLOUDS
For point clouds, the vertex-point correspondences to the
blendshape model are not given. In the previous blendshape
fitting, the closest point to each vertex of the blendshape
is chosen during the optimization expressed in (6). Simi-
larly, SEM finds the corresponding pairs using Iterative Clos-
est Point (ICP) [66]. However, in SEM, the corresponding
pairs are obtained for each blendshape. Thus, SEM finds
the target point set Pi = [pi,1, . . . ,pi,nver ] closest to the
delta-blendshape candidate 1Bi

(
2 ≤ i ≤ nexp

)
using ICP

in each iteration of the expression selection, which can be
denoted as[

Pi, e∗i
]

= argmin
P,ei

∥∥(F t + ei1Bi
)
− P

∥∥2 (23)

where P is the point set closest to the facial mesh with a single
expressional motion 1Bi of magnitude ei, i.e., F t + ei1Bi.
The objective function in (23) is to find the closest point set
Pi with respect to ei, and e∗i is not further used. Once all the
correspondences are obtained, the parameters in (16), (18),
and (19) can be measured for each candidate as follows:

si = ESim
(
1Bi, Pi − F t

)
,

et = ERSim
(
1Bt , Pi − F t

)
, (24)

r (t, 1Bi) = 1 − ERSim
(
Pi − F1, B̃i

)
. (25)

We assume that the expression is selected by (17) from
among the candidates in (24) at the t th iteration, and denote
Pt as the point set of the selected expressions. As Pt is
updated to include more accurate matches at each iteration,
the coefficients for the previously selected expressions can
be refined by using the updated correspondence.

The point cloud matching error using the closest point
in (3) is largely non-linear and it has several local minima.
Therefore, without strong regularizations or priors, jointly
optimizing the full expressions using ICP causes the fitting
procedure to get stuck in the local minima in many cases.
SEM efficiently avoids these local minima and finds a better
solution for the target point cloud by providing such strong
priors of target expressions in the order of the motional
similarity.

V. EXPERIMENTAL RESULTS
We conducted two main experiments to evaluate the perfor-
mance of our proposed method. In the first part, the perfor-
mance for facial expression reconstruction and alignment was
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evaluated against existing schemes.We categorized the fitting
optimization functions used in the previous facial reconstruc-
tion methods into four baselines. The performance compar-
isons to the baselines were performed to verify the SEM
scheme overL1,L2, and PCA regularizations. In addition, the
comparisons with the state-of-the-art reconstruction methods
were performed to validate the performance improvements of
SEM. In the second part, we tried to evaluate the uniqueness
and semantics of the proposed method by correlating the
expression coefficients obtained from the expression fitting
with two closely related attributes to facial expressions.

A. 3D EXPRESSION RECONSTRUCTION AND ALIGNMENT
1) QUANTITATIVE METRIC FOR FACIAL RECONSTRUCTION
To evaluate facial alignment performance, we measured the
normalized error (NE) and the relative similarity (ERSim) of
the obtained shape to the target shape. NE is the distance
to the target points normalized by the inter-ocular distance.
ERSim measures closer to one when the generated shape
is more similar to the target in terms of facial motions,
as defined in (13). In addition, the total redundancy among
the blendshapes, denoted asCorr , was measured. Please refer
to Appendix-VI for details of the measurement metrics.

2) COMPARISONS WITH THE BASELINE METHODS
The early methods for the blendshape fitting used point
clouds from depth sensors or 3D scanners. By contrast, recent
methods have widely used facial images or facial landmarks
obtained from the images rather than using point clouds to
synthesize a 3D human face. Regardless of the types of the
target features used for the blendshape fitting, many pre-
vious works using the delta-blendshape models [8], [27],
[28], [36], [60], [61] have been obtained the coefficients of
the expression delta-blendshapes by minimizing the fitting
error Efit in (7) under the assumption that the user-specific
blendshapes were given. Unlike 3DMMbasedmethods, these
works did not use a low-dimensional subspace decomposition
for the expression blendshapes such as PCA. Instead, the
original shape of each expression blendshape was intended
to be preserved as possible. Thus, either L1 or L2 regu-
larization term for the expression coefficients in (7) was
adopted in these methods to prevent the facial shape from
being over-fitted and from having exaggerated expressions.
To cover the delta-blendshape fitting schemes used in these
methods, the fitting energy of the two baseline methods with
the L1 and L2 regularizations are represented in (7).

The L1 and L2 norms were mutual-exclusively used in
our experiments for the reliable measurement, i.e., either
ωL1 or ωL2 was zero. For simplicity, we denoted the results
obtained by utilizing the L1 and L2 regularizations as L1Reg
and L2Reg, respectively. The L0 norm, which is a count-
ing loss for the non-zero expression coefficients, had been
considered for our experiments because it has been used
to make sparse representations in other applications [67].
However, the L0 norm produced unreliable results in our

tests and it was challenging to find common constant values
or an interval to balance the normalization term and the
others. Therefore, we do not include the L0 norm in the
baseline experiments. In addition to L1Reg and L2Reg, the
performance comparisons were conducted with the fitting
schemes using PCA-decomposed basis vectors, which have
been used in many parametric model-based fitting meth-
ods [30], [49], [50], [51], [53], [54], [55], [68]. To cover
the parametric model fitting schemes used in these methods,
two types of expression bases were used for the baseline
comparison. Firstly, we obtained the PCAbasis by decompos-
ing the entire expression set, including a neutral model. The
second one was obtained by decomposing the delta shapes
of the expression blendshapes [69], which has been widely
used in PCA-based facial fitting approaches. We denoted the
results of these methods as PCAExp and PCADel, respec-
tively. Following the standard regularization technique for
PCA coefficients [51], [53], [54], the L2 regularization to
coefficients weighted with the inverse of PCA eigenvalues
was used, which is the so-called ‘‘Mahalnobis distance’’
regularization [70].

a: RESULTS ON FACIAL LANDMARKS
The fitting energy for the facial landmarks in (7) can be repre-
sented withωpnt = 0 to disable the point cloud loss. To obtain
an accurate neutral face model for each facial expression
image for composing the user-specific blendshapes [36], we
used the ExtendedCohn-Kanade (CK+) database [21], where
each sequence begins at the neutral expression and ends at
the peak expression. For 593 sequences from 12 subjects
who portrayed seven basic emotions in the CK+ database,
the images in the first frame were used to obtain the user
identities. Then, SEM, L1Reg, and L2Reg used the obtained
user-specific blendshape set directly. In contrast, we decom-
posed the obtained blendshape set into the PCA spaces for
PCAExp and PCADel. Among the 68 landmark points anno-
tated in the CK+ database images, it is difficult to clearly
distinguish between the inner and outer lip corners in prac-
tice. In addition, the facial boundary landmark points can be
defined ambiguously depending on the facial pose. Therefore,
we used 49 landmarks for reliable evaluation by excluding
2 inner lip corners and 17 facial boundary points. For the
performance evaluation, we split the 49 inner landmarks of
the CK+ database into two sets as represented in the first
column of Figure 6: used and unused points. One is for the
facial fitting and the other is for measuring facial alignment
accuracy at unobserved points. For a fair comparison, the
non-linear optimization for all the methods in the baseline
experiments was performed using an off-the-shelf BFGS
optimizer [71], [72] to constrain the boundaries of the expres-
sion coefficients.

The distance errors of the expression fitting methods on
the CK+ database are summarized in Table 1. NE is mea-
sured for all (49pts), unused (26pts), and used (23pts) land-
marks. The errors between the baseline methods do not show
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FIGURE 6. 3D Facial shapes obtained by fitting 23 of the 49 inner landmarks on the faces of the CK+ database. The 23 used points are marked in red. Best
viewed in zoom-in.

TABLE 1. NE for All (49pts), Unused (26pts), and Used (23pts) Landmarks on the CK+ database.

TABLE 2. ERSim and Corr measurements for the facial shape fitted on
facial landmarks.

TABLE 3. Corr measurements for positive and negative motion
correlations.

meaningful differences. However, the results establish that
SEM outperforms the baseline methods in facial alignment.
In particular, SEM shows a significantly higher performance
gain when it is evaluated for the unused landmarks. In con-
trast, the baseline methods do not accurately predict the
unused landmarks compared to used ones, leading to an
increase in the NE measured for all landmarks. Figure 6
visualizes the facial shapes obtained from these methods.
SEM produces expressive faces with the expressions visually
unique to the baseline methods. In contrast, the baseline
methods generate exaggeratedly expressive faces in some
facial images or less-expressive faces in others, even with the
same regularization balancing constants.

The measurements of ERSim and Corr are summarized in
Table 2. The significantly lower Corr and higher ERSim than
the baseline methods demonstrate that SEM can represent the

FIGURE 7. Facial shapes obtained from SEM and the baseline methods
(a) without and (b) with regularization on the Bosphorus database [73].
Best viewed in zoom-in.

target more expressively and semantically with significantly
less correlation between the delta-blendshapes. In contrast,
the baseline methods combine all the delta expressions to
make the facial points of the blendshapes as close as possible
to the given facial landmarks without knowing the appro-
priate expressions to be matched to the target expression.
As a result, it may cause the obtained expressions to become
redundant and higher Corr measurements (i.e., more than
two times higher than SEM), implying that the delta shapes
composed of the facial shape are motionally redundant.
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TABLE 4. Quantitative performance comparisons with baseline methods
on the Bosphorus database.

For examining the redundancy between the obtained blend-
shapes inmore detail,Corr is measured for positive and nega-
tive parts, which are eF,ieF,j

(
1Bi · 1Bj

)
> 0 and< 0 of (33)

in Appendix. A higher Corr(+) means that the expression
blendshapes have redundant motions and a higher Corr(−)
means that the expressions tend to cancel out the others.
In other words, the lower Corr(+) and Corr(−) can repre-
sent better target expressions. Table 3 summarizes the cor-
relation measurements. SEM obtains expressions with lower
Corr(+) and Corr(−) than the baseline methods. Cancel-
lations between the expressions can cause each blendshape
not to represent its own facial shape, considerably decreasing
the semantics of the blendshapes. Compared to the baseline
methods, the notably lower Corr(−) value demonstrates that
SEM can produce a set of expressions semantically by avoid-
ing the cancellations between the blendshapes.

b: RESULTS ON 3D POINT CLOUDS
For the 3D point clouds, the Bosphorus database [73] was
used. This database captured the 3D scans of 4,666 scans
from 105 subjects. We used 2,603 of the 4,666 scans for the
performance evaluation after excluding facial scans without
expressions. The user-specific expression blendshapes were
obtained from the scans of the neutral face in the Bosphorus
database. The Bosphorus database provided approximately
30,000 valid facial points per scan. The point clouds were
randomly sampled 10 times to produce sets for the perfor-
mance evaluation. For evaluations on point clouds, the facial
landmark term was not used. Thus, the fitting energy of
the baseline methods can be represented as Efit in (7) with
ωfea = 0.

The average performances for themethods are summarized
in Table 4. Figure 7(a) shows the visualizations of the facial
shapes obtained from the proposed and the baseline methods.
As strong constraints such as the facial landmarks are not used
in this experiment, the facial shapes of the baseline methods
tend to be trapped in the local minima as shown in Figure 7(a).
PCA helps prevent the facial shapes from being overshot into
local minima by decomposing the basis to move globally.
However, it is shown that the globally moving basis often
results inmissing local details. In contrast, SEM reliably finds
the target expression by capturing the distinct expressions
in the order of the motional similarity, showing the lowest
NE and the highest ERSim, and considerably lower Corr
measurements than the baseline methods.

Figure 7(b) shows the facial shapes obtained from the base-
line methods by using different regularization weights. It is
shown that regularization does not help to form expressions
with different shapes. Instead, it decreases the overall expres-
sions of the facial shape and increases the target error as the
magnitude of the weight increases. The baseline approaches
do not often produce much-exaggerated facial shapes even
when no regularization is used; because a sufficient number
of fitting points are provided. Instead, the method often fails
to find or mis-capture the target expressions. The cancella-
tion between expressions (higher Corr) allows the baseline
methods to generate various shapes, increasing the possibil-
ity of overshooting or getting stuck into the local minima.
Also, the cancellation significantly decreases the semantics
of the blendshapes, being unable to sufficiently utilize the
strong priors of the blendshape faces or motions. Finally, it is
demonstrated that SEM reliably constructs a realistic face
highly correlated with the target facial motion (higherERSim)
with a combination of less inter-correlated expressions
(lower Corr).

3) COMPARISONS WITH THE STATE-OF-THE-ART METHODS
In this section, we compared the results quantitatively and
qualitatively with the state-of-the-art facial reconstruction
methods using the 3D facial model to validate the perfor-
mance of the proposed method. For thorough validations,
multiple facial reconstruction methods recently proposed
were used for the comparisons: ones proposed in the works
of Cao16 [9], Zhu16 [50], Chang18 [54], Sanyal19 [68],
Guo20 [55], and Kang20 [64], respectively. All of these
methods align the 3D facial models [17], [49], [75] to a
facial image and produce matching landmark points. SEM,
Cao16, and Kang20 required the facial landmarks for align-
ing the model to the face to obtain the facial shape from
an image, whereas the methods of Chang18, Sanyal19, and
Guo20 needed the target image and a face bounding box
on the image. For providing approximations of the facial
landmarks and the bounding box in a target image, we used
the Supervised Descent Method (SDM) [76], [77], which
was trained with the 300W database [78]. The results of
SDM, which has been still used widely today for facial
alignment tasks, were also included in the quantitative com-
parison. We used two public databases of facial emotional
expressions to validate the facial fitting performance on var-
ious types of expressions: CK+ [21] and AffectNet [74]
databases. In the CK+ database, facial images were captured
indoors under constrained conditions, where subjects were
requested to pose specific emotional expressions. Therefore,
it enables balanced evaluations of basic expressions. In con-
trast, in the AffectNet database, in-the-wild facial images
were collected online, allowing the methods to be evaluated
extensively on natural scenes. We used 10 uniformly sampled
images per sequence in the CK+ database for evaluation,
amounting to 5,930 facial images. The AffectNet database
comprises 1,000K facial images with 68 facial landmark
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TABLE 5. Performance comparisons with state-of-the-art methods on the CK+ and AffectNet databases.

FIGURE 8. 3D Facial shapes obtained by recent fitting methods on (a) CK+ [21] and (b) AffectNet [74] database images. Best viewed in zoom-in.

annotations, which is the same as the annotations used in
the CK+ database. In the AffectNet database, the landmarks
of 420,300 images were annotated manually and those of
the other images were obtained automatically using a facial
alignment algorithm [79]. For reliable evaluation, 40,000
images in the manually annotated image set were used.
We used 49 inner landmarks of 68 landmark annotations for
evaluation.

The quantitative measurements of NE on the CK+ and
AffectNet databases are summarized in Table 5. All meth-
ods show better performance on the CK+ database than
the AffectNet database since in-the-wild expressions of the
AffectNet database have significantly more variations. Fur-
thermore, the images of the CK+ database have clean back-
grounds and almost-frontal faces, allowing SDM to obtain
better performance than facial model-based methods except
for SEM. In contrast, facial model-based methods, includ-
ing SEM, obtain the target landmarks with lower errors
on the AffectNet database than SDM thanks to the human
facial shape priors of the facial model. SEM obtains the
target expression by fitting on the landmarks estimated by
the landmark detector. Nevertheless, the results show that
SEM decreases the mean error remarkably compared to that
of SDM, enabling SEM to outperform the state-of-the-art
methods in terms of the normalized distance error. This
demonstrates that the increased semantic meaning of the
expression blendshapes helps better characterize the facial
shape and expression by providing strong priors of human
expressional shapes. Figures 8(a) and 8(b) visualize facial
models reconstructed by the methods on the CK+ and
AffectNet databases. It can be seen that the methods of

Cao16, Zhu16, Chang18, Sanyal19, Guo20, and Kang20
find coarse-scale details of the target expressions suffi-
ciently. However, they are prone to miss out on expres-
sive details, especially around the eyes, cheeks, and mouth.
In contrast, the results show that SEM reconstructs expres-
sive faces with fine details with less deviation, demon-
strating facial expression blendshapes can be semantically
manipulated with SEM to find appropriate and unique target
expressions.

B. SEMANTICS AND UNIQUENESS OF EXPRESSION
COEFFICIENTS
In this section, we tried to evaluate the semantics and unique-
ness of the proposed method. However, it is not easy to
measure the performance of the expression fitting in terms
of semantics and uniqueness. Therefore, we verified the pro-
posed approach by examining the correlation of the coeffi-
cients obtained from the expression fitting with two closely
related attributes to facial expressions: the Facial Action Unit
(FAU) and the facial emotion. It is expected that the expres-
sion coefficients and the attributes can be highly correlated if
the unique coefficients with semantics are obtained according
to the FAU and emotion. Therefore, we used the Support
Vector Machine (SVM) with Radial Basis Function (RBF)
kernel to non-linearly correlating the coefficients with the
attributes. Although it is insufficient to achieve extremely
high correlations using the coefficients only, relative com-
parisons between the facial fitting methods allow us to verify
improvements in semantics and uniqueness. The comparisons
were conducted with four facial fitting methods [9], [54],
[55], [68] employed in Sec. V-A3.
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FIGURE 9. 3D facial shapes and expression coefficients for two faces with different combinations of FAUs in the DISFA database. A neutral face in the
first row has two FAUs (25 and 26) and a smiling face in the second row has three FAUs (6, 25, and 26). SEM produces the expression coefficients
uniquely over FAUs 25+26, whereas the other facial fitting methods produce quite different expression coefficients between the two faces.

FIGURE 10. 3D facial shapes and expression coefficients for low and high Arousal faces in the AffectNet database.

1) FACIAL ACTION UNIT DETECTION
We used the Denver Intensity of Spontaneous Facial Actions
(DISFA) database for the FAU detection experiment [80].
In the DISFA database, 4-minute videos of 27 subjects watch-
ing an emotional video stimulus were recorded, producing
4,845 image frames per subject. The intensities of 12 FAUs
were manually coded in each frame. We used 80% of the
images for training and 20% for testing the SVM classifier.
Moreover, the coefficients obtained from the comparison
methods were fed as inputs to the SVM and the FAUs acti-
vations were used as labels. The three standard metrics were
used for the evaluation with 10-fold validation: the Mean
Squared Error (MSE), the Squared Correlation Coefficient
(SCC), and the classification accuracy.

Table 6 summarizes quantitative performance measure-
ments of the comparison methods for FAU detection. The
results show that SEM outperforms the previous facial fit-
ting methods. In particular, the SCC and accuracy of SEM
are measured significantly higher than the others. One of
the major factors leading to the remarkably higher correla-
tion with FAU is the unique and semantic coefficients of
expressions. Figure 9 depicts 3D facial shapes and expression
coefficients for two faces in the DISFA database. The first
face is nearly neutral and the other is smiling. Although these

faces have different expressions, both faces share two facial
actions, which are ‘‘lips part’’ and ‘‘jaw drop’’ (FAU 25+26).
SEM shows similar coefficient distributions between the two
faces. Specifically, the coefficient distribution of the second
face almost covers that of the first one, implying SEM can
uniquely produce the expression coefficients for the FAUs
25+26. In contrast, the other facial fitting methods pro-
duce considerably different coefficients between the faces.
The results demonstrate that SEM significantly increases the
semantics and uniqueness of the expression fitting.

2) FACIAL EMOTION ESTIMATION
We used the AffectNet database [74] to estimate facial emo-
tion values. In the AffectNet database, the facial intensity is
defined in the Arousal-Valence space [81]. Since the inten-
sity i for Arousal and Valence is composed of real numbers
between -2 and 1 in this database, we divided the intensity
values into 3 parts for classification: high for 0 ≤ i ≤ 1,
middle for −1 ≤ i < 0, and low for −2 ≤ i < −1. Thus,
three FAU labels (0, 1, and 2) were used on each Arousal and
Valence part to train the SVM classifiers.

Table 7 summarizes quantitative measurements of emotion
estimation performance in terms of MSE and accuracy. The
expression coefficients of SEM show significantly higher
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TABLE 6. Quantitative performance comparisons of facial action unit detection on the DISFA database.

TABLE 7. Quantitative performance comparisons of facial emotion estimation on the AffectNet database.

FIGURE 11. Failure cases of SEM because of the misaligned points from
the landmark detector. The landmarks obtained by the detector are
marked as red dots on the faces in the images.

correlations with facial emotion than those of the other recon-
struction methods, which are similar results to those of FAU
detection in Sec. V-B1.

Figure 10 depicts the 3D facial shapes belonging to high
and low labels in the Arousal coordinate and the correspond-
ing expression coefficients. Each set of high and low Arousal
faces represents similar emotional expressions. It is shown
that SEM produces clearly distinguishable distributions of
expression coefficients between intra-label and inter-label
faces. In contrast, it is not easy to find common characteristics
from the coefficient distributions of the other methods to
classify emotions. In the experiments, the unique coefficients
according to emotion enable SEM to accomplish signifi-
cant improvements over the state-of-the-art fitting methods,
demonstrating the benefit of SEM in terms of uniqueness and
semantics.

C. STABILITY OF BLENDSHAPE SELECTION
Here, we show temporal fitting results to verify the blend-
shape selection stability of the proposed method. After fitting
the blendshape model on facial expression sequences sepa-
rately in time, we evaluated the temporal fitting stability with
intensity changes for ‘‘key’’ expression delta-blendshapes
in time. A sufficient number of accurately registered 3D
facial landmark points are essential to validate the stability
of blendshape selection. Thus, following the work in [38],
we captured temporal facial sequences with several expres-
sions using 108 infrared (IR) markers with multiple IR cam-
eras to obtain highly accurate and reliable facial landmark

positions in time. For the evaluation, we compared the tempo-
ral fitting stability of the proposed method with those of the
L1 regularization method, which showed the least alignment
error among the baseline methods in Section V-A2. In short,
the delta-blendshape models were fitted on the temporal
sequences using SEM and L1Reg methods, respectively. For
the stability experiments, we used the same balancing weight
values to those used in the baseline experiments for the fitting
methods. Then, we analyzed the fitted delta-blendshape’s
intensities in time. We chose the two pairs of expressions in
the delta-blendshapes associated with the mouth and eyes for
the evaluation.

Figure 12(a) shows the intensities’ changes of delta-
blendshapes in time for the two key expressions, FAU 22
(mouth open) and FAU 23 (jaw twist). Although both
delta-blendshapes change mouth shapes, the two expressions
look clearly different from a human point of view. Thus,
these expressions have quite different semantic meanings.
At points A, C, and F in Figure 12(a), the subject opened
his mouth largely. The results show that the previous scheme
detects FAU 22 (mouth open) unevenly. Also, it recognizes
FAU 23 (jaw twist) in frames that have different expressions
semantically. In contrast, the proposed scheme finds mouth
openings in appropriate frames without activating irrelevant
expression blendshapes.

Figure 12(b) shows another example for the two key
expressions, FAU 1 (right eye closed) and FAU 2 (left eye
closed). The subject moves eyebrows slightly (points A-C)
and closes his eyes at the end of the sequence (points D-
E). Especially in the first three intervals (A-C), the sub-
ject moves their eyebrows but the eyes do not get smaller
than the first frame of the sequence. Nevertheless, L1Reg
used the expression delta-blendshapes with closed eyes
(FAU 1 or FAU 2) to construct the target face for the interval.
By contrast, SEM robustly distinguishes between expres-
sions with moving eyebrows and eyes closed. These results
demonstrate that the proposed scheme accurately selects the
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FIGURE 12. The temporal fitting stability comparison between SEM and L1Reg, where the intensities of two key expression delta-blendshapes
associated with (a) the mouth and (b) eyes are depicted in time.

target expression blendshapes with stability and semantics in
time.

D. LIMITATION AND FURTHER WORK
The previous results show that SEM can detect the detailed
target expressional shapes and poses using the inner land-
marks. As a result, SEM produces the 3D facial shapes of
the targets more expressively in a non-parametric manner for
the given facial points. Nevertheless, as SEM is inherently
affected by the landmark detector, the facial expression dif-
ferent from the target can be obtained because of the wrong
landmark positions, as described in Figure 11. This limita-
tion could be resolved by extending the fitting procedure of
SEM to the selection of optimal landmarks. In addition, it is
shown that utilizing a few less inter-correlated expressions
can help represent a facial expression more accurately and
semantically, leading to discontinuous expression sets for a
continuous image sequence. The discontinuity can be applied
to find the peak expressions or the anchor frames in the
sequence. Therefore, SEM can be extended to the temporal
domain by propagating the other frames from the reference
frames [82], [83]. The expression similarity also can be used
to measure the correspondences between partially overlapped
point clouds [84]. We intend to continue our research in these
directions in the future.

VI. CONCLUSION
We introduced the selective manipulation approach for
expression delta-blendshapes, where a target expression was
approximated by a series of facial motions under the assump-
tion that each delta-blendshape is a facial movement with
semantic meaning. A series of facial motions required to
compose the target facial shape were selected sequentially
based on the expression similarities that quantify themotional

correlation between the delta-blendshape and the remaining
motion to reach the target points. The proposed method sig-
nificantly decreased the cancellations between the selected
expressions by excluding expression candidates that caused
the motion to be uncorrelated to the target motion from
an integrated perspective. Consequently, less inter-correlated
expressions with considerably larger target correlations could
be obtained by using the SEM. The experimental results
on the public databases showed an increase in the quality,
uniqueness, and semantics of the facial shape representation
over the baseline and the state-of-the-art methods.

APPENDIX MOTIONAL SHAPE FITTING
ENERGY AND ERSim
The motional shape fitting energy to be minimized in SEM
can be defined as follows:

Emot = (P− B) · 1T

=

(
P−

(
B1 +

nexp∑
i=2

ei1Bi

))
· 1T

=

(
1T −

nexp∑
i=2

ei1Bi

)
· 1T

= |1T |
2
−

nexp∑
i=2

ei1Bi · 1T .

Since |1T |
2 is a constant value for the given target mesh P,

we can minimize the energy E ′
mot =

(
Emot

/
|1T |

2) instead
of Emot such that

E ′
mot =

Emot
|1T |

2 = 1 −

nexp∑
i=2

(ei1Bi) · 1T

|1T |
2
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= 1 −

(nexp∑
i=2

ei1Bi

)
· 1T

|1T |
2

= 1 −

nexp∑
i=2

ERSim (1T , ei1Bi)

= 1 − ERSim

(
1T ,

nexp∑
i=2

ei1Bi

)
.

APPENDIX EXPRESSION SELECTION USING ESim
AND ERSim
ESim and ERSim in Equations (9) and (10) defined in the
original manuscript can be represented as follows:

ESim (1F1, 1F2) =
1F1 · 1F2
|1F1| |1F2|

=
|1F1| |1F2| cosα

|1F1| |1F2|
= cosα,

ERSim (1F1, 1F2) =
1F1 · 1F2

|1F1|2
=

|1F2| cosα

|1F1|
,

(26)

where α is the angle between the motions 1F1 and 1F2 in
(nver × 3)-dimensional coordinates.

Then, the measurement for si in Equation (17) defined in
the original manuscript can be expressed as follows:

ESim
(
1Bi, 1T t

)
= cosαi,

where αi is the (nver × 3)-dimensional angle between the ith

delta-blendshape 1Bi and 1T t . Thus, finding a candidate
that has the highest ESim in Equation (18) defined in the orig-
inal manuscript is a procedure that selects an expression with
the highest directional correspondence to the target motion
as:

αt = argmax
αi

(cosαi) , (27)

where αt is the multi-dimensional angle of the selected
expression in the t th iteration. The motional energy in Equa-
tion (15) defined in the original manuscript can be formulated
using the selected delta-blendshape and its coefficients in
Equations (17) and (18) in the manuscript, 1Bt and et as:

E = 1 − ERSim
(
1T t , et1Bt

)
= 1 −

∣∣1Bt ∣∣ cosαt

|1T t |
· et

= 1 −

∣∣1Bt ∣∣ cosαt

|1T t |
·

∣∣1T t ∣∣ cosαt

|1Bt |
= 1 − cos2αt , (28)

where et = ERSim
(
1Bt , 1T t

)
=

|1T t | cosαt

|1Bt | in
Equation (18) defined in the original manuscript. As αt in
Equation (27) minimizes E in Equation (28) for cosαt ≥

0, it is verified that the expression selection using ESim in
each iteration can find an expressional motion closest to 1T t

among the candidates and (1− cos2αt ) is the remaining error
between the motions.

APPENDIX QUANTITATIVE METRIC FOR FACIAL
ALIGNMENT
The alignment error for the predicted facial shapes can be
defined by the distance to the target points. Let LT =

[l1, . . . , lnfea ] be the target landmarks and ST denote the target
point clouds. Similar to the formulations in Equations (3)
and (4) defined in the original manuscript, the average dis-
tances to the facial mesh F from LT and ST , respectively, can
be calculated as follows:

dlnd (F,LT ) =

(
1
nlnd

nlnd∑
j=1

∣∣5 (
fvj
)
− lj

∣∣2)1/2

, (29)

dpnt (F, ST ) =

(
1
npnt

npnt∑
k=1

|fk − pk |2
)1/2

, (30)

where vj is the vertex index of F corresponding to jth land-
mark lj, pk is the closest point to fk ∈ F among ST , and
nlnd/npnt are the numbers of the target landmarks and the point
clouds for the evaluation, respectively. As the magnitudes
of dlnd and dpnt are scale-variant to the landmark LT and
the point set ST of the target, an error metric used for the
evaluation is defined by normalizing the distance error by the
inter-ocular distance. The normalized error (NE) is measured
as follows:

NE (F,LT ) =
1∣∣lI1 − lI2

∣∣dlnd (F,LT ) , (31)

NE (F, ST ) =
1∣∣fI3 − fI4

∣∣dpnt (F, ST ) , (32)

where Ii (1 ≤ i ≤ 4) are the indices of the inner points
of eyes for calculating the inter-ocular distance. Two more
metrics were utilized for measuring the motional similar-
ity and the redundancies between the obtained expression
blendshapes. ERSim in the latter part of Equation (13)
defined in the original manuscript was utilized to evalu-
ate the facial shape obtained for the landmarks and the
point clouds as ERSim (LT − 5 (B1) , 5 (F) − 5 (B1)) and
ERSim (ST − B1,F − B1), respectively.
Let eF = [eF,1, . . . , eF,nexp ] be the blendshape coefficients

of F . The correlation between the blendshapes (Corr) can be
measured as follows:

Corr(eF ) =

(nexp−1)∑
i=2

nexp∑
j=(i+1)

∣∣eF,ieF,j
(
1Bi · 1Bj

)∣∣. (33)

The sum of the absolute correlation in Equation (33) is
measured for quantifying the total redundancy among the
blendshapes used to represent the facial shape.
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