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ABSTRACT Misogyny is a serious social problem that affects the mental and physical health of women and
can even lead to femicide. This problem is visible and prevalent in different communication channels, such
as music and social networks, encouraging and reinforcing this harmful behavior. Given this situation, the
automatic detection of misogynistic content on social networks is a task of increasing interest. In this regard,
most current computational approaches employ a supervised machine learning strategy. The main challenge
is to capture the diversity and complexity of offensive language directed at women. Accordingly, the size and
quality of training data play a fundamental role in the results of the methods. In this paper, we propose a novel
data augmentation approach that takes advantage of song lyrics to increase the generalization capability of
methods and improve their performance. Hence, we present a methodology for automatically compiling a
corpus of song phrases that show abusive and explicit words against women. The proposed approach was
evaluated using English and Spanish benchmark datasets, obtaining results that outperform conventional
transfer learning techniques and achieve high competitiveness compared with state-of-the-art methods.

INDEX TERMS Data augmentation, misogyny detection, transfer learning, social media, song lyrics.

I. INTRODUCTION
Misogyny is a serious social problemmanifested through cul-
tural beliefs that consider women as inferior beings [1], [2],
violating the principle of gender equality, a fundamental and
inalienable human right [3]. In general, it has been associated
with attitudes biased against women, such as male privilege,
gender discrimination, sexual objectification, verbal aggres-
siveness, and physical violence [2]. These manifestations
affect women’s self-esteem and can progressively damage
their mental and physical health, leading in severe cases
even to femicide [4]. Unfortunately, misogyny is visible and
prevalent in social media, making them unsafe and unequal
spaces for women [5], [6]. Hence, the automatic detection
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of misogynistic content on these platforms is of increasing
concern.

In general, the Automatic Misogyny Identification (AMI)
task has been framed as a text classification problem aimed at
detecting traces of misogynistic content in social media [7],
[8], [9], with the idea that language is related to social phe-
nomena, including this behavior [10], [11]. The complexity
of the task is due to the challenge of identifying this type
of language both in its explicit and implicit forms [12].
The former involves the recognition of informal vocabulary
(e.g., slang words) and the variety of meanings of some
keywords depending on their context (e.g., insults). The latter
is more complicated because of the use of complex linguistic
structures such as humorous (e.g., jokes) and sarcastic or
ironic expressions [13], [14]. To address these problems,
we propose enriching the models’ generalization ability by
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transferring knowledge from song lyrics. Although the use
of words may differ in social media and music, we argue
that misogyny in both is closely related because it derives
from sociocultural attitudes that might include biases against
women. For example, sexual content and derogatory words
often have negative connotations for women in both domains.

In particular, we used song lyrics as a source domain to
diversify the instances in the training of the target domain
defined by the AMI task. To the best of our knowledge,
the potential of lyrical content as a unique data source (out-
domain) for transferring knowledge into the task has not
yet been explored. It is worth mentioning that song lyrics
have been previously used as part of a multi-source dataset
to extract features for the task at hand [15]. However, that
work used song lyrics, mostly synthetic, together with data
from other sources, such as documents and proverbs, without
discussing the contribution of each one. Moreover, relevant
sentences to create the classification model were manually
selected using human annotators. In contrast to this previous
effort, we propose a fully automatic approach of data aug-
mentation (DA) to transfer knowledge from song phrases to
detect misogyny in social media.

This research poses three key research questions. First,
do song lyrics contain information that can be exploited
to enhance the detection of misogyny in social networks?
Second, what instances are best for training a classifier for
the AMI task, the entire songs or just a selected subset
of their phrases? Third, does the proposed DA approach
achieve better results in the task than other basic transfer
learning techniques? Investigating these questions, this paper
provides the following main contributions: i) A methodology
to automatically compile corpora of song phrases containing
misogynistic content in English and Spanish, which, in the
future, can be used to build resources to enrich the detection
of other types of hate speech, also reflected in the lyrics of
some songs; ii) A data augmentation approach that leverages
song phrases to increase the effectiveness and robustness of
methods for misogyny detection in social media.

The rest of the paper is organized as follows. Section II
describes previous work on misogyny detection and research
on music mining. Section III introduces a methodology to
build a corpus of song phrases containing misogynistic con-
tent. Section IV presents the proposed DA approach to lever-
age knowledge contained in song lyrics toward the AMI task.
Section V defines the experimental settings that support the
experiments. Section VI reports and discusses the results.
Finally, Section VII exposes the conclusions and future work.

II. RELATED WORK
A. MISOGYNY DETECTION IN SOCIAL MEDIA
Over the years, misogyny has evolved as an ideology, which
is held according to cultural and social contexts [2]. Nowa-
days, this behavior is exposed in online environments such
as micro-blogs due to the freedom to express opinions and
sentiments [16]. Unfortunately, expressions of hostility and

hate speech against women on social media can be morally
harmful and even incite physical violence [2]. For example,
a social study found a relation between the number of rapes
and misogynistic tweets per state in the USA [17].

In particular, it has been established a strong relationship
betweenmisogyny and language [10]. This link hasmotivated
the development of several automatic approaches for the
detection of misogynistic comments and posts. In this con-
text, [18] presented a preliminary study on the use of language
in misogynistic tweets. Based on this study, in [8] its authors
reported the first attempt to automatically detect misogynistic
language in social media. To date, diverse methods have
tackled this task. A recent review on this topic distinguishes
two principal approaches [14]: models that use classical
machine learning and those based on Neural Networks. The
latest trends use transfer learning [19], especially through
pre-trained models such as BERT (Bidirectional Encoder
Representations from Transformers) [20].

1) SHARED TASKS ON MISOGYNY DETECTION
In 2018, the IberEval forum held a shared task to evaluate
automatic methods to detect and categorize misogyny in
English, and Spanish tweets [7]. The participating systems
used n-grams and embedding-based representations with
several linguistic characteristics (e.g., stylistic, structural, lex-
ical, and affective features), specific terms related to swear-
ing words, sexist slurs, and woman-related words. Support
Vector Machines (SVM) and ensembles were the classifiers
most commonly used. In the same year, a similar forum was
proposed for detecting misogyny in both Italian and English
tweets [21]. A year later, in 2019, another competition on
a related topic was released. It was focused on hate speech
against immigrants and women under a multilingual frame-
work [22].1 In 2020, the AMI task was relaunched with
benchmark datasets in Italian [23].

The recent competitions about misogyny detection have
released labeled datasets of texts written in distinct languages,
such as Spanish and English. The availability of these corpora
has encouraged the development of new methods to study,
model, and detect misogynistic content.

2) TRANSFER LEARNING IN THE TASK
Recently, transfer learning mechanisms have been explored
in the AMI task, especially to face the lack of labeled data.
In this regard, basic domain adaptation approaches have
allowed leveraging knowledge across domains [24], [25].
For example, datasets about different abusive phenomena
(sexism, hate speech, and offensive language) have been
used to detect misogyny through cross-domain classifica-
tion methods [26]. Also, general and specialized pre-trained
word embeddings (e.g., those trained using Wikipedia) [27]
have been leveraged as a transfer learning approach to

1It should be noted that hate speech is directed towards an individual or
a group of people based on their characteristics such as gender, religion,
race, skin color, among others [22]. In this case, the targeted categories were
women and immigrants.
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feed neural network models in the task [28], [29]. In this
work, we adapted cross-domain and embedding-based meth-
ods to transfer knowledge from lyrical content into the
AMI task.

Transfer learning is also prevalent through the use of
large-scale pretrained language models and fine-tuning them
on this downstream task. For example, authors in [19] pre-
trained an LSTM-based language model on multiple datasets
and fine-tuned it to detect misogyny. Recently, BERT-
based language models [20] have been applied in the task
by employing versions such as DistilBERT, BETO, and
DeBERTa [30], [31], [32]. We also exploit these models to
assess the proposed DA strategy.

Commonly, DA is oriented to generate synthetic sentences
from a training source dataset [33], making them dependent
on the quality of the data generated. Instead, we used sen-
tences from lyrics that capture the idiosyncrasies of society.
To our knowledge, the use of song lyrics as a single source
for data augmenting has not yet been explored. In a previous
work [15], distinct datasets, including songs (mostly syn-
thetic), were used to collect misogynistic sentences, which
were then ‘‘manually’’ inspected and used to build a misog-
yny classifier. In contrast, this paper explores the contribution
of song phrases as a unique data source in a DA approach, and
for this purpose we propose an automatic mechanism to select
the phrases that appear to be the most relevant to the task.

B. SONG LYRICS AS A KNOWLEDGE SOURCE
Music has been considered a language that conveys mean-
ings because it expresses ideas, feelings, and emotions [34],
[35], becoming a powerful communication channel with
broad diffusion [36]. Some studies indicate that music is
linked to the context where it is produced, establishing an
inter-relationship between music, society, and culture [37].
Therefore, the music encompasses a valuable domain that has
motivated diverse research.

1) MUSIC MINING AND KNOWLEDGE TRANSFER
Since song lyrics convey messages and emotions [38], they
represent a valuable source to study the use of language.
Several research works have leveraged this knowledge to
perform tasks in an intrinsic way (i.e., in the same domain).
For example, some studies have used song lyrics to train word
embeddings, which are evaluated in tasks related to music
mining, such as emotion detection [39], genre classification,
explicit content identification [40], era detection [41], and
gender biases [42].

Knowledge from song lyrics has been less exploited for
extrinsic downstream tasks. In this scenario, the authors
of [43] trained word embeddings from song lyrics combined
with social media posts and code-mixed texts (i.e., those
with more than one language in its discourse). These word
representations were evaluated on two out-of-domain tasks:
word analogies and language detection. Although these stud-
ies have demonstrated the potential of song lyrics to enrich

methods in downstream tasks, to the best of our knowledge,
the use of lyrics as a single knowledge source has not yet been
studied in the detection of misogyny language.

2) MUSIC AND MISOGYNY
Music has been exploited to study stereotypical roles [44]
and society’s biases, particularly those against women [42].
Recently, research has explored the relationship between
verbal misogyny and song lyrics concluding that several of
them portray women negatively [45]. In general, it has been
established that music can cause or confirm misogyny [46].
Although manifestations of misogyny are present in most
music genres, it is more commonly visible in hip-hop [47],
[48], [49], rap [50], [51], [52], metal [46], [53], and country
music [54], [55]. Misogynistic songs often contain depictions
of women that express rooted phenomena in society, such
as verbal sexual objectification of females [50], references
to genitalia and other body parts, female inferiority, and
physical male violence against women, including rape and
murder [56], [57]. Accordingly, we consider that certain song
lyrics could be a valuable data source to enrich the training
of classifiers for different abusive phenomena, especially the
AMI task.

III. BUILDING A CORPUS OF SONG PHRASES WITH
MISOGYNISTIC CONTENT
Inspired by findings indicating that several song lyrics expose
diverse harmful expressions to women, we propose a method-
ology to automatically build a dataset of song phrases suitable
to support the AMI task. We distinguish two stages in our
methodology: gathering misogynistic song lyrics and extract-
ing short explicit abusive phrases from their content. Figure 1
illustrates these two stages, and the following subsections
describe the processes involved in them.

A. GATHERING MISOGYNISTIC SONG LYRICS
In this first stage, misogynistic and non-misogynistic songs
are collected from the web. To favor linguistic diversity,
we gathered song lyrics of different authors and genres using
a variety of web sites.2 Then, to automatically determine the
category of a song, we propose to analyze the presence of seed
words that come from previous related studies. Two types of
seed words were particularly used:

• Misogynistic words: these are words associated
with verbal abuse against women. In this research,
we employed terms from the misogynistic lexicons
described in [16]3 for English, and in [58]4 for Spanish.5

• Words related to women: To ensure that song lyrics
focus on women, we considered some words commonly

2For example, https://www.lyrics.com/ and https://www.letras.com/
3https://github.com/miriamfs/WebSci2019; Since it includes general hate

words and phrases, we selected only unigrams referring to women
4https://github.com/fmplaza/hate-speech-spanish-lexicons
5The plural form of these words was also considered.
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FIGURE 1. Process for the automatic construction of a corpus of song phrases with misogynistic content.

associated with them, for example, girl, girlfriend, and
wife.6

Specifically, we determined that a song has misogynistic
content when it includes words of both types of seeds, and at
least two related to misogyny. Conversely, a song is labeled as
non-misogynistic if it does not have any misogynistic words,
even if it contains terms related towomen. After the automatic
labeling, we preprocessed them by removing expressions that
define the structure of the songs rather than being part of their
lyrics (e.g., the phrases chorus and repeat n times). Besides,
the repeated verses were kept only once.

B. EXTRACTING SHORT SONG PHRASES RELATED TO
MISOGYNY
Aware of the diversity of content in song lyrics, we decided
only to explore the relevance of song phrases with explicit
misogyny. Considering that the target application is the detec-
tion of misogynistic tweets, we divided the song lyrics into
segments with a maximum length of 280 characters, similar
to the length of the posts on this platform. Each of these
phrases (segments) was automatically labeled according to
the following criteria:

• Misogynistic (positive class). They come from songs
labeled with this category and include two misogynous
keywords7 and one related to women.

• Non-misogynistic (negative class). They are random
phrases that come from songs labeled with this category.

This automatic methodology, in addition to reducing the
cost and subjectivity of the labeling, produces good examples
of texts with misogyny expressions. This is mainly due to two
reasons. First, the song lyrics reflect cultural attitudes that
portray society. This is important for both positive and nega-
tive categories. Second, they contain high linguistic diversity
and therefore combine implicit and explicit misogynistic lan-
guage.

C. RESULTING COLLECTIONS
Table 1 shows some data about the songs collected (Lyrics)
and the phrases (SgPh) extracted from them for our English
and Spanish datasets, respectively. It is important to note that

6We obtained words related to women through two sites:
https://relatedwords.org and http://www.ideasafines.com.ar/do-buscar.php,
in English and Spanish, respectively

7We selected two keywords to ensure harmful content against women.

TABLE 1. General statistics of our English and Spanish datasets of song
lyrics.

the two collections were intentionally balanced with respect
to the number of instances in each category.

To analyze the context captured by the extracted song
phrases, we explored their vocabulary. Figure 2 shows
the top-frequent words in each lyrics collection through
word clouds, where the font size is related to the words’
frequencies. Seed words are indicated in red and the rest

FIGURE 2. Top-100 frequent terms in the collected datasets. Seed words
are indicated in red. In some cases, we mask words using a ‘‘*’’ to soften
their offensiveness.
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in green. From these word clouds, it is possible to observe
that several words are common in both music and social
media, especially misogynistic seed words. It is also inter-
esting to note the presence of other terms related to aggres-
sive contexts, such as swearing and derogatory words. Some
words referring to parts of the body are also observed, which
are closely related to the sexual objectification of women
(e.g., *ss in English and c*lo in Spanish). This analy-
sis shows evidence that these small song segments sur-
rounding the seed words capture different manifestations of
misogyny.

IV. CROSS-DOMAIN DATA AUGMENTATION USING
SONG PHRASES
The AMI task in social media is commonly tackled as a
supervised text classification problem. From this perspective,
the quality of classifiers is usually related to their gener-
alization ability, which highly depends on the amount of
training data. Unfortunately, labeled examples are typically
scarce for this domain. As a solution to this problem, and
motivated by the prevalence of misogyny in several song
lyrics, we propose a data augmentation approach that aims to
exploit the knowledge and patterns from these lyrics. Figure 3
shows a general overview of this approach. Its goal is to
use high-quality phrases of the song lyrics to augment the
training sets related to the task. Hence, its key idea is to
increase the learning ability of models by diversifying the
training instances by considering examples of socio-cultural
expressions from music.

A. TRANSFER LEARNING FROM SONG PHRASES
The proposed approach can be considered a transfer of learn-
ing technique due to the intention to leverage existing knowl-
edge in song lyrics for its use in an out-domain task. Based
on concepts and notations in [25], [59], and [60], let DS and
DT be the source and the target domain data, respectively.
Also, let TS and TT represent the source and target learning
task. Transfer learning is aimed at using knowledge in DS
and TS to help improve the learning process in the target
domain, where DS ̸= DT or TS ̸= TT . In this research,
two domains are involved: song lyrics and tweets, considered
as DS and DT , respectively. Whereas, TS = TT since we
focus on the identification of misogyny for both domains.
Hence, the proposed approach augments training data in DT
following a cross-domain framework. The aim is to aggregate
only labeled song phrases that enhance the classifiers’ per-
formance. To achieve this, the approach uses the mechanisms
described in the following section.

B. FILTERING NOISY SONG PHRASES
DA generally refers to generate additional artificial instances
(i.e., synthetic) to increase models’ generalization capabili-
ties [33]. However, some noisy instances can be introduced by
this process, thereby affecting the effectiveness of themodels.
Therefore, similar to other previous works [33], we consider
necessary to carry out a quality assessment of the augmented

data in order to reduce the insertion of low-quality instances.
In particular, we propose a similarity-based filter that allows
selecting a subset of ‘‘reliable’’ song phrases, which might be
relevant to the target task.

The proposed filter is represented in Fig. 4. It aims to
retain only the source instances (i.e., song phrases) near-
est to the centroids of each class in the target domain
(i.e., tweets). In the figure, positive and negative tweets and
song phrases are exemplified by small blue and red circles and
squares, respectively. To determine the proximity between
song phrases and tweets’ centroids, we used the cosine simi-
larity; then, we retained a percentage (θ) of the most similar
song phrases. As an alternative approach, we also employed
the Roccio classifier.8

Finally, the filtered song phrases are added to the train-
ing set of the target domain, and an enhanced classifica-
tion model is built. It is worth noting that this automatic
filter minimizes high divergences between domains and also
avoids human assistance to select the best examples in the
DA process.

V. EXPERIMENTAL SETTINGS
A. DATASETS
The proposed approach was evaluated on three benchmark
collections from the AMI task. In particular, we used the
English and Spanish datasets from the IberEval 2018 as
well as the English collection from Evalita 2018, here-
after denoted as Iber-Sp, Iber-En, and Eva-En, respectively.
Table 2 presents the general distribution of these datasets. The
collections contain tweets labeled as misogynistic and non-
misogynistic, referenced as the positive and negative classes,
respectively. Tweets labeled as positive are very diverse, some
contain explicit expressions with abusive language against
women, while others are equally offensive but more subtle,
using sarcasm or humor, as in the following example: ‘‘How
many men are required to clean a house? Zero, that’s a
women’s task’’.9

TABLE 2. Data distribution of the collections. It indicates the numbers of
misogynistic (Positive) and non-misogynistic (Negative) tweets in the
training and test partitions.

The datasets of filtered song phrases resulting from the
DA approach are described in Table 3 (they come from the
sets of labeled song phrases introduced in Table 1). These
song phrases were selected using the two proposed filtering

8https://scikit-learn.org/stable/modules/generated/
sklearn.neighbors.NearestCentroid.html

9The phrase was obtained from the Spanish dataset, and it was slightly
changed to respect the anonymity of users.
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FIGURE 3. Overview of the cross-domain data-augmentation process using song phrases to support the classification of misogynistic
tweets.

FIGURE 4. Representation of the filtering mechanism in the proposed
data augmentation method. Red and blue elements represent the
positive and negative classes, respectively.

TABLE 3. Distribution of the selected song phrases to augment the
tweets from the target domain.

strategies; in the case of the cosine-based strategy,
we employed a θ = 20%.10

B. TEXT REPRESENTATIONS
The tweets were lower-cased and tokenized into word uni-
grams. The special characters, emojis, URLs, and user men-
tions were removed. In addition, stopwords were deleted
from the text for the BoW and Neural Networks based
models, but they were kept for the case of BERT based
models. To model the tweets, we applied the following text
representations:

• Bag of words (BoW). A standard BoW using word uni-
grams weighted by normalized term frequency. This

10The thresholds of θ = 10% and 30% were also tested. The best
performance was obtained with 20%, suggesting that it represents a better
trade-off between the quality of instances and the number of them.

representation acts as the baseline method in the
experiments.

• Average Word Embeddings (AWE). A vector-based rep-
resentation built by averaging the embeddings of each
tweet word. Specific word embeddings were trained on
the misogynistic lyrics collection by using the skip-gram
model11 and FastText [61] through the Genism library12

with window_size = 6. For comparison purposes,
we also used general pre-trained embeddings,13 which
were learned with general information from Wikipedia.
Specific and general embeddings are 300-dimensional
vectors.

• Neural Networks. An attention-based GRU (Gated
Recurrent Unit) network model. The (specific or gen-
eral) word embeddings are used as the first layer in
the model, which is sequentially connected to a BiGRU
(Bidirectional GRU) with attention and a dense layer
with ReLU (Rectified Linear Unit) activation.14 The
latter is introduced to a final dense sigmoid layer to
generate the binary classification. We set the following
parameters in training: batch_size = 32, optimizer =

Adam, and loss_function = binary_cross_entropy.
• Pretrained language models. We used the pre-trained
distilbert-baseuncased [62], a lighter version of
BERT [20], for English experiments. Whereas for Span-
ish, we used BETO [63]. Both models were obtained
from the hugging-transformers library.15 To fine-tune
the models, we used a batch_size = 16 and an early
stopping mechanism.

11Both configurations, CBoW and Skip-gram, as well as Word2Vec were
evaluated. The best results to detect misogyny were obtained with the
Skip-gram FastText configuration.

12https://pypi.org/project/gensim/
13https://fasttext.cc/docs/en/pretrained-vectors.html
14We used a random search and 5-fold cross-validation to tune the number

of units in these three layers, resulting in the following values: 256, 128, and
24, respectively.

15https://huggingface.co/docs/transformers/index
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C. CLASSIFICATION AND EVALUATION
For classification, we applied different machine learning
algorithms: a support vector machine (SVM), XGBoost
(XG) [64], and Logistic Regression (LR). In line with the
shared tasks using the same datasets, for the binary classi-
fication tasks, we mainly report the accuracy (Acc). How-
ever, for some experiments, we also show the F1 scores.
The experiments using neural and pre-trained models were
run five times. In these cases, we report the average out-
come and the standard deviation (std) on the test partition
(Sections VI-B and VI-C).

VI. RESULTS AND DISCUSSION
This section reports the results that validate the ideas pro-
posed in this research work. Section VI-A aims to evaluate
conventional methods of transfer learning by leveraging song
lyrics as a source domain to tackle the AMI task. The con-
ducted experiments in Section VI-B evaluate the proposed
DA approach. Finally, Section VI-C presents an analysis of
different configurations of the approach and a comparison
with state-of-the-art results.

A. EVALUATION OF TRANSFER LEARNING STRATEGIES
Two well-known transfer learning strategies were employed:
domain adaptation and embedding-based methods. In the
following, we report some experiments with these strategies.

1) DOMAIN ADAPTATION METHODS
In general, domain adaptation (DA) aims to train a classi-
fier on one domain and test it on another with distinct data
distribution [24], [65]. In this regard, the purpose of this
experiment is to determine the relevance of transferring lyrics
language as markers of misogyny in social media through a
basic strategy of domain adaptation. Specifically, we train
classifiers on song lyrics (i.e., source domain) to classify
posts from social media datasets (i.e., target domain). Three
classifiers were trained using different information from
the source domain represented by a traditional BoW: first,
the whole song lyrics (indicated as Lyrics); second, only the
selected song phrases (SgPh), and third, tweets from social
media together with song phrases (Tw ∪ SgPh). The trained
models were applied to classify the unlabeled instances (i.e.,
the test data partitions) from the target domain into positive
and negative categories. For comparison purposes, we also
show the results from a BoW model trained and evaluated
only with the data from the target domain (Tw). Table 4 shows
the results obtained.

From the results, the following can be highlighted:
First, the use of song phrases was, in most cases, better

than the use of whole songs, regardless of the classifier.
This behavior was especially evident in the Iber-Sp and Iber-
En collections. These results suggest that useful linguistic
patterns for misogyny detection are concentrated in a few
phrases of the songs, and not present across the entire songs.

TABLE 4. Results of a BOW model applying different domain adaptation
configurations. Accuracy (Acc) and F1 values are reported. The baseline
classifier was trained only considering tweets from the target domain
(Tw). Lyrics information was considered in training in three manners:
whole song lyrics (Lyrics), song phrases (SgPh), and a combination
of the latter with tweets (Tw ∪ SgPh).

This finding can be exploited to enrich more robust DA
approaches.

Second, although classifiers trained on song lyrics did not
outperform the baseline in the first two collections, they show
better results than a random classifier in binary scenarios,
where the average results are close to 50%. Interestingly,
in the Eval-En collection, these classifiers surpassed the base-
lines. This suggests the presence of a common subset of fea-
tures across both domains that are valuable to detect misog-
yny, but different representations are necessary to explore in
order to take advantage of them.

Third, the combination of feature spaces during training
did not help the classification using the traditional BoW
representation. Only a slight gain over the baseline was found
with this combination in the Spanish dataset (around 1%).

In general, these findings motivated the development of the
proposed approach to leverage song phrases as a data source
to augment training sets in the target domain.

2) EMBEDDING-BASED METHODS
Word embeddings are another strategy for transfer learn-
ing that has contributed to many NLP (Natural Language
Processing) tasks [66], [67], [68]. Hence, the main goal
of this experiment is to evaluate embedding-based methods
to transfer knowledge from song lyrics to the AMI task.
In addition, we also aim to compare the use of specific
against general embeddings. The former learned from song
lyrics containing explicit misogyny content (i.e., they were
trained only on song lyrics labeled as misogynistic), and the
latter obtained from pre-trained word vectors from FastText.
For this purpose, two basic embedding-based representations
were evaluated: i) the average of the individual word embed-
dings (AWE). These vectors are classified through different
machine learning algorithms, and ii) a GRU architecture
fed by specific or general word embeddings. Their comple-
mentarity is also explored when both types of embeddings
are combined as two input channels in the GRU (combina-
tion). In this experiment, the classification models are always
trained and tested on the target domain. The GRU models
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were run five times, and the average accuracy and std were
reported. The results are shown in Table 5.

TABLE 5. Comparison of the performance (accuracy) of different
classification models using specific and general embeddings,
as well as a combination of them. Two text representations were
evaluated, one based on average word embeddings (AWE)
and the other learned by a GRU.

Through the experiments reported in the previous table,
we note that: i) in most cases, domain-specific embed-
dings performed better than general ones, regardless of the
model used (AWE or GRU). This indicates that song lyrics
can generate valuable embeddings for the task at hand;
ii) the combination of both types of embeddings by the
GRU did not favor the construction of a robust classifi-
cation model. These outcomes allow validating the knowl-
edge transfer using specific embeddings into one downstream
task.

B. EVALUATION OF THE PROPOSED APPROACH
Previous experiments have shown that knowledge from song
lyrics can help detect misogynistic messages in social media.
In this section, we evaluate the DA proposed method, which
is aimed to increase the diversity of training data in the target
domain (tweets) by adding examples from the source domain
(song phrases). Since pre-trained linguistic models such as
BERT have shown significant results in different text clas-
sification tasks, we fine-tuned BERT-base models to detect
misogyny in social media. Specifically, we used Distilbert
and Beto for English and Spanish datasets, respectively. For
comparison purposes, we evaluated the same models but
without data augmentation. Table 6 shows the results of these
experiments.

From results, we can notice the following:
First, substantial improvements, according to the average

values, were obtained when DAwas performed over the base-
line results (without DA), for all datasets and regardless of the
filtering strategy used. Even in the case of DA, the minimum
values were always better than those obtained without DA.
In particular, the proposed approach outperformed the base-
line results (No) with gains ranging from 1% in the Iber-Sp
collection with a cosine-based filter, to 5.6% in the Iber-En
dataset with a Roccio-based filter. In general, we consider that
the augmented instances added new linguistic patterns to the
training dataset in the target domain, therefore improving the
models’ performance.

TABLE 6. Performance (accuracy) of the proposed data augmentation
technique using positive and negative song phrases selected by the
cosine similarity and Roccio based filters. The model without data
augmentation (No) is included as baseline.

Second, the gains obtained by the Roccio-based filter were
higher than those from theCosinemechanism in both Iber-Sp
and Iber-En collections. However, in Eval-En, the Cosine fil-
ter yielded the best outcome. This suggests that the selection
of one of them is dependent on the kind of dataset.

It should be noted that the proposed approach achieved
better results than the conventional transfer learning strategies
(which were evaluated in the previous section). Therefore,
these results support the effectiveness of our method.

C. ANALYSIS
1) ANALYZING THE IMPACT OF DIFFERENT
CONFIGURATIONS IN THE FILTERING MECHANISMS
In the previous experiments, we observed the relevance of
evaluating the quality of song phrases through filters that
discriminate noisy ones. In this section, we performed a
deeper analysis of different settings that evaluate the instances
in the source domain. First, we examined the effect produced
by augmenting data with positive and negative song phrases,
which were not filtered. This configuration is denoted as All
SgPh. Second, we evaluated the DA with only positive (+)
instances to emphasize the behavior of interest. Third, for
comparison purposes, we show again the use of both pos-
itive and negative instances selected by the filters (these
results correspond to Cosine and Roccio rows in the previous
Table 6) and the baseline results when the models did not
receive DA (No). Table 7 shows the results.

The following can be highlighted from the results: first, all
DA configurations performed better than the baseline result
that does not use augmentation (No), except Cosine (+) in
Iber-En, even the cases where unfiltered song phrases were
added (SgPh). These results corroborate the usefulness of
augmenting data using song phrases. Second, the best result
in each dataset was always obtained when the increased data
were filtered with some configuration based on Cosine or
Roccio mechanisms. The biggest differences with respect
to baseline (No) correspond to: 2.2%, 5.6%, and 4.2% for
Iber-SP, Iber-En, and Eval-En collections, respectively. This
observation highlights the importance of adequately selecting
song phrases to yield good performance. Third, using positive
and negative instances works well, but adding only positive
examples sometimes causes the same or even better results
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TABLE 7. Evaluation of different settings in the filtering process; average,
minimum, and maximum accuracy values are reported.

(e.g., in the Iber-SP dataset). Therefore, it is convenient to
further explore these configurations in each dataset.

In general, the results obtained confirm that song phrases
can help increase the training data and improve the classi-
fiers’ performance, but also highlight the fundamental role
of the filtering mechanisms to select the most pertinent song
phrases.

2) COMPARISON WITH STATE-OF-THE-ART RESULTS
This section compares the proposed approach with state-of-
the-art methods with the intention of assessing its compet-
itiveness. Figure 5 presents the distribution of the official
results by the shared tasks participants in the same datasets
as those used in our experiments. In the figure, we indicate
with red crosses our best results, using the best configu-
ration for each dataset as previously reported in Table 6.
Particularly, they correspond to Bert-base models using the

FIGURE 5. Distribution of results (in accuracy) of the participants of the
shared tasks a) IberEval-Spanish, b) IberEval-English, and c)
EVALITA-English. The red crosses indicate the performance of our best
models in each collection.

following settings in the filtering mechanism: Cosine (+),
Roccio (+)(−), and Cosine (+)(−) for Iber-Sp, Iber-En, and
Eval-En, respectively.

From Figure 5, it is possible to appreciate competitive
results with respect to the participating teams. A special case
is the result in the Spanish collection of IberEval, where our
approach obtained better results than the winner of the shared
task. On the other hand, in the IberEval English dataset, the
performance obtained would have placed our approach in
the fourth position. In the Evalita shared task, the results
obtained are slightly lower than those of the winning team,
and would place the proposed approach in the second posi-
tion. At this point, it is important to mention that although the
winners of IberEval used basic BOW-based representations,
their systems were enriched with other elements beyond
words, such as hashtags, emojis, links, and others. More-
over, in Evalita, the winner method concatenated different
features: sentence embeddings, TF-IDF (Term Frequency-
Inverse Document Frequency) vectors, and BOW vectors.
In contrast, the proposed approach only exploits the words
contained in the texts through BERT-base models, since the
idea was to evaluate the potential of learning transfer between
the mentioned domains by applying data augmentation.

Other authors have also used the same datasets for their
research, obtaining in some cases very interesting results.
For example, [26] describes some approaches based on
cross-domain classification using several datasets of other
abusive language phenomena (e.g., sexism, hate speech, and
offensive language). These approaches included hashtags and
emojis in the text representation and used different classifiers
such as SVM, GRU, and BERT. Their results are indicated
in Figure 5 with orange hyphens and correspond to the fol-
lowing accuracy values: 91.32, 81.47, 71.6 for Iber-En, Iber-
Sp and Eval-En datasets, respectively. On the other hand,
the approach in [19], represented with a blue hyphen in the
figure (accuracy = 0.724 in the EVALITA English dataset),
used an LSTM16-based Bayesian transfer learning method,
which was pre-trained using three datasets, corresponding
to general and task-specific domains. Finally, the method
reported in [69] used a combination of embeddings and lin-
guistic features; its result in the IberEval Spanish collection
(accuracy = 0.815) is indicated with a green marker in the
figure.

To conclude, the proposed method performed better in
Spanish than in English, but in all cases, showed competitive
results compared to the robust methods mentioned above.

VII. CONCLUSION
Inspired by the frequent prevalence of misogynistic ideology
exposed in music, which reflects socio-cultural beliefs, this
paper explored the relevance of song lyrics content as a data
source for modeling verbal misogyny and transferring knowl-
edge to the task of Automatic Misogyny Identification in
social media. In particular, we proposed a data augmentation

16Long short-term memory.
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approach that leverages song phrases to increase training
data in the target domain (social media posts). The main
idea behind this approach is to improve the generalization
ability of learning models by transferring the semantic rich-
ness of song lyrics, which reflect the social context. Besides,
we introduced a methodology to build a labeled dataset with
relevant song phrases where the positive class is sensitive to
misogyny.

The proposed approach was evaluated through an exper-
imental study on benchmark collections containing English
and Spanish tweets. The results were encouraging since they
outperformed those of state-of-the-art in the Spanish collec-
tion and were competitive in English, which were obtained
bymethods computationallymore expensive than ours. These
results confirmed the suitability of the approach for the task
at hand. In particular, we obtained the following conclusions:

• The song lyrics contain valuable information that can be
transferred to the AMI task. However, the relevant fea-
tures are concentrated only on some phrases and not on
the entire songs. Therefore, their appropriate selection is
important to be used by transfer approaches.

• The proposed approach is suitable for transferring
knowledge between the aforementioned domains. Its
performance is better than other conventional trans-
fer learning models, such as domain adaptation and
embedding-based methods.

• A proper quality assessment of the augmented song
phrases is essential for the proposed approach. The
added phrases capture new linguistic patterns that
improve the generalization ability of the models. In gen-
eral, we believe that the increasing availability and diver-
sity ofmusicmake it a valuable source of information for
transferring knowledge.

We hope this work provides a general framework for
future research on the richness of song lyrics for transfer-
ring knowledge into other domains and tasks. Our findings
suggest opportunities for future research in modeling other
behaviors, such as aggression and bullying. Furthermore,
given that these conditions are common worldwide and tran-
scend linguistic boundaries, we plan to evaluate the proposed
approach in other languages, such as Italian and French.
Finally, we also plan to study its contribution to multimodal
tasks.
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