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ABSTRACT A keyframe extraction and process recognition method for assembly operations is proposed
based on density clustering to solve the problems of data redundancy and difficulty in obtaining valid data
frames from the process of continuous assembly operations. A standard operation gesture set, including
dynamic and static actions, was constructed by decomposing the assembly operation. The finger feature
variables and comprehensive gesture feature quantized function were defined according to the finger joint
structure. Based on searching for local extreme points in the function, the density clustering method was
used to extract the keyframes of the assembly operation sequence to eliminate redundant data. Finally,
the support vector machine algorithm model and Levinstein distance were determined to complete the
keyframe recognition and assembly operationmatching. A case study demonstrated that the proposedmethod
could effectively discretize the assembly operation sequence, remove approximately 84% of redundant data
frames, and achieve a comprehensive recognition rate of 92%.

INDEX TERMS Assembly operation, density clustering, gesture recognition, keyframe extraction, SVM.

I. INTRODUCTION
Human Computer Interaction (HCI) refers to the process
of information exchange between humans and computers
to accomplish certain tasks, such as voice, touch screen,
somatosensory, and gesture interactions. Among these, ges-
ture interaction has always been regarded as an important
issue in HCI research. We can recognize gestures and trans-
late them into device-control commands through semantic
conversion [1]. With the advancement of gesture data acqui-
sition technology, gesture recognition has become key to
accurately conveying interactive instructions. Gesture recog-
nition technology has been applied in many fields such as
kinesthetic games, assistant driving, virtual assembly, and
augmented reality. It provides users with an abundant, con-
venient, and immersive experience in HCI.
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As early as the 1990s, scholars conducted experimen-
tal research on gesture recognition. With the development
of technology, machine learning and neural networks have
become the most common methods for gesture recognition.
Kumar [2] proposed amulti-sensor fusion gesture recognition
method based on a coupled hidden Markov model. This
method overcomes the shortcomings of using the observation
state in the Hidden Markov Model (HMM) and provides
information interaction in the state space, thus improving the
gesture recognition performance. In [3], Jaime implemented a
possible gesture-recognition pipeline based on a classic Ran-
dom Forest classifier for a basic gesture set. Other researchers
attempted to apply deep learning to gesture recognition.
To fully integrate the advantages of different models, Zhu [4]
adopted a hybrid depth model to identify gesture data, which
is composed of a convolutional neural network and long-term
and short-term memory units. Nunez [5] presented a two-
stage training strategy. In the first stage, a Convolutional
Neural Network (CNN) is used to extract the relevant features
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FIGURE 1. Proposed system architecture.

of gestures from 3D skeleton data. In the second stage, Long
Short-Term Memory (LSTM) combined with a CNN is used
for gesture action recognition. This method yielded good
performance results for several benchmark datasets.

With the promotion of image and sensing technology,
many types of gesture data can be collected using sophis-
ticated acquisition equipment [6], [7], [8], [9], [10], but the
amount of gesture data is large and there is redundancy. Prior
work usually emphasized the use of whole data series, which
affects the efficiency of learning and recognition, resulting in
degraded performance. For complex data, feature extraction
can reduce the dimensions and computations of the data.
Therefore, feature extraction is widely used in classification
tasks, and has achieved good results. In addition, it is also
essential to extract the key data and remove redundant data to
reduce the time complexity in the long duration and dynamic
recognition environment. Currently, there are twomain meth-
ods for keyframe data extraction: the frame difference algo-
rithm and the clustering algorithm [20], [21], [22], [23], [24],
[25]. Feature and keyframe extraction can significantly com-
press gesture data, which is effective in video data processing
and has a good balance between performance and efficiency.

Recognition models typically need to be reconstructed
for different objects to achieve recognition accuracy, and a
significant amount of time is required for image marking and
model training. However, research based on 3D hand gestures
can circumvent these problems.

In this paper, a series of 3D digital gestures model of the
assembly operation process is obtained by a depth image sen-
sor, and divided into basic gesture elements, which are used
to form complex assembly actions; a gesture comprehensive
feature quantized function is designed to evaluate the varia-
tion degree of gestures frames; in order to compress the num-
ber of keyframes, density clustering method is introduced to

extract the keyframes. Then, the action and operation process
of the assembly are recognized accurately using the Support
Vector Machine (SVM) algorithm and by analyzing the Lev-
enstein distance between the identified and target operations.
Based on the above methods, in subsequent assembly oper-
ation recognition, the recognition of complex actions can be
realized only by constantly supplementing or improving the
gesture elements and corresponding recognition models. The
workflow of the proposed approach is illustrated in Fig. 1.
The remainder of this paper is organized as follows. Sec-

tion II briefly reviews related work on gesture recognition.
Section III analyzes the assembly action and extracts 12 oper-
ation gestures. Section IV models 3D gestures and extracts
gesture features. In Section V, the feature function is con-
structed, and keyframes are extracted. In Section VI, the iden-
tification of keyframes and assembly actions is discussed, and
the accuracy of the methods is verified through experiments.
The final section concludes this paper.

II. RELATED WORK
A. GESTURE DATA
According to the different data collection methods, gesture
data can be divided into visual-based data [6] and non-
visual-based data. Wearable devices [7] and EMG signals
[8] are common non-visual-based methods.Wearable devices
such as data gloves have the advantages of high recognition
accuracy and speed. However, the equipment is complex and
heavy, which affects the gesture flexibility. The acquisition
of EMG signals is more convenient, but it is significantly
affected by noise and is difficult to process. Currently, com-
puter vision is the most widely used gesture-recognition
method. EyeToy, Kinect [9] ES8000 and Leap Motion [10]
are commonly used devices. Leap Motion uses the binocu-
lar recognition principle to capture gestures, and its built-in
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algorithm can accurately track gestures and collect three-
dimensional (3D) data. The visual-based method is more
convenient, has a high recognition accuracy, and has gained
increasing attention from researchers.

B. GESTURE RECOGNITION
Gesture recognition is widely used in various HCI environ-
ments. In this section, we review the research on gesture-
recognition methods.

Before the deep learning method, the most important
method of the classification was the combination of man-
ual feature extraction and machine learning. Because feature
extraction can significantly simplify the data volume, it is
also applied to other methods. In [11], the Fourier coefficient
amplitude was utilized for extracting features from images,
and classification was performed via a Feedforward Neu-
ral Network (FNN). In [12], global and local features were
combined before using an SVM for finger-spelling recog-
nition. In [13], geometric features, Local Binary Patterns
(LBP), distance, and number of fingers were used to extract
features from the segmented depth image. Four multiclass
SVM kernels were then compared and used to recognize ges-
tures using the extracted feature vector as the input. In [14],
Lu used a novel data glove called YoBu to collect data, and
an extreme learning machine for gesture recognition. In [15],
a view invariant hierarchical parsing method for free-form
3Dmotion trajectory representation was proposed. Trajectory
recognition was achieved using the HMM. In [16], hand
gestures were segmented based on thresholding in the YCbCr
space. The segmented image was converted to grayscale and
resized before being fed into the CNN as input. In [17],
parallel CNNs using RGB and depth images as inputs were
designed.

The above methods can achieve high accuracy in gesture
recognition; however, the cost of computation is excessive.
In [18], the authors introduced an effective method to reduce
the number of frames of a gesture video by considering the
relevant hand poses. This process reduces the processing
time. In [19], a new deep-learning neural network model was
designed. The network integrates several modules to learn
both short-term and long-term features from video inputs and
addresses the complexity and performance issues in hand
gesture recognition.

Based on the keyframe extraction of the frame differ-
ence algorithm, Kim [20] proposed a method based on the
compressed domain, which divides the video into multi-
ple shots and determines a certain number of keyframes
for each shot using the probability distribution. Sheena
[21] calculated the mean and standard deviation of the
histogram difference between video frames by segment-
ing the video shot and obtaining the screening threshold.
Finally, the absolute difference in the histogram between the
video frames was compared with the threshold for extract-
ing keyframes. In [22], keyframe extraction was addressed
as a high-dimensional motion curve simplification problem.

Dictionary-based keyframe extraction adopts a dictionary
to reconstruct a video, assuming that the video keyframe
sequence is the best dictionary [23]. This type of algorithm
converts keyframe selection into dictionary learning.

Keyframe extraction mainly uses clustering strategies such
as k-means clustering, mean-shift clustering, and density
clustering. Jeong [24] removed a small number of redun-
dant frames using a spectral clustering method based on
color histogram features, and obtained a concentrated video
frame. Then, an accurate content sensing clustering was car-
ried out for each period to obtain the key frames of the
video sequence. Tang et al. [25] combined image entropy and
density clustering to exploit keyframes from hand-gesture
videos for feature extraction, which improves the efficiency
of recognition. Mangai [26] proposed a keyframe extraction
method using the HSV histogram and k-means clustering for
temporal feature-based anomaly detection from surveillance
videos.

Different application scenarios have certain requirements
for feature selection, which plays a decisive role in the accu-
racy of the recognition model. A suitable machine learning
model can improve the accuracy and efficiency of object
recognition. The extraction of keyframes can not only reduce
the amount of data input, but also improve the recognition
accuracy and computing efficiency of the model.

III. ASSEMBLY OPERATION ACTION ANALYSIS
Taking a decelerator as the research object, each assembly
process of its shafts was analyzed to find the therbligs from
a series of complicated components and part operations. The
therbligs can be summarized and extracted into 12 different
operation gestures, as listed in Table 1.

Based on the posture and displacement changes of the
gestures, they are divided into static and dynamic work ges-
tures. The static operation gestures include reaching, holding,
grasping 1, grasping 2, grasping 3, grasping 4, and pinching.
The dynamic operating gestures include moving, rotating,
inserting, pressing, and screwing.

IV. GESTURE DATA MODELING
A. HAND STRUCTURE
A depth image sensor (Leap Motion) was used to extract
the 3D gesture model in our investigation, which can be
expressed by the phalanges and joint poses of the hand.
As shown in Fig. 2, the human hand is composed of dis-
tal phalanges, middle phalanges, proximal phalanges, and
metacarpals, except for the thumb, which lacks middle pha-
langes. Thus, the hand structure can be defined as a tuple that
includes eight parameters, such as fingertip coordinates Ai,
distal finger joints Bi, proximal finger joints Ci, finger root
joint coordinates Di, finger length Li, palm point coordinates
O palm normal vector Q⃗, and palm orientation T (the direc-
tion from palm to finger), where i = 1, 2, 3, 4, 5 refers to
the thumb, index finger, middle finger, ring finger, and little
finger.
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B. TYPES OF GRAPHICS
According to the basic characteristics of assembly operation,
the degrees of elevation Pji, separation S

j
i , and curvature H j

i
of finger i (i = 1, 2, 3, 4, 5) are defined as the characteristic
variables of gesture j. The meaning and calculation method
for each characteristic variable are as follows.

TABLE 1. Gesture analysis of parts assembly operation.

1) Pji, the angle between finger i and the palm plane in
gesture j, is called the degree of finger elevation.

Pji = arccos

 (Aji − Dji) · f j∥∥∥Aji − Dji

∥∥∥ ×
∥∥ f j∥∥

 (1)

FIGURE 2. Manpower structure diagram, (a) A sketch of human hand, and
(b) Finger joint definition.

2) S ji is the angle between the two fingers in gesture j, which
is called the finger separation degree.

S ji = arccos

 (Aji − Dji) · (Aji+1 − Dji+1)∥∥∥Aji − Dji

∥∥∥ ×
∥∥ f j∥∥

 ,

i+ 1 =

{
i+ 1 i ≤ 4
1 i = 5

(2)

3) H j
i is the bending degree of finger i in gesture j, which can

be described as a quadrilateral formed by the four joint points
of the finger, as shown in Fig. 2(b).

H j
i =

∥∥∥Aji − Dji

∥∥∥
L ji

(3)

Finally, the eigenvalue vector Fj of a single gesture j can
be represented by 15 tuples.

Fj = (Pj1, . . . ,P
j
5, S

j
1, . . . , S

j
5,H

j
1, . . . ,H

j
5) (4)

V. KEYFRAMES EXTRACTION BASED ON DENSITY
CLUSTERING
In a series of job action data sequences, using keyframes to
record and analyze action behavior can significantly improve
data processing speed and save storage space. Therefore, this
study draws on the image keyframe extraction technology
[18] and proposes a keyframe extraction method for gesture
eigenvalues based on density clustering. The extraction pro-
cess includes three steps: (1) calculating the characteristic
parameters of the keyframe, (2) finding the local extreme
points of the parameters, and (3) performing cluster analysis
on the extreme points.

A. QUANTIZED KEYFRAMES REPRESENTATION FUNCTION
Keyframes refer to several action frames with typical rep-
resentative meanings extracted from a sequence containing
multi-frame action data. Keyframes generally appear when an
action occurs with prominent or large changes. A quantized
keyframe representation function is established, combined
with gesture and posture feature variables, to characterize the
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variation in actions. The function can be defined as

K (Fj) =

5∑
i=1

Pji +
5∑
i=1

S ji +

5∑
i=1

H j
i (5)

where j = 1, 2, . . . , n is the total number of frames in
the gesture data sequence of the assembly activity operation
segment. In the gesture operation sequence, the change in
gesture is represented by the change in the extreme point on
the quantized keyframe representation function curve. The
keyframe of the assembly action can be obtained by analyzing
the extreme points of the curve.

B. LOCAL EXTREMUM POINT SEARCHING
The extreme points on the curve of the keyframe represen-
tation quantization function are composed of multiple local
maxima and minima. The local maximum point set can be
searched using (6), and the local minimum point set can be
obtained using (7).

Mu = {(j,K (Fj)) : K (Fj) > K (Fj+1) and K (Fj) > K (Fj−1)}

(6)

Md = {(j,K (Fj)) : K (Fj) < K (Fj+1) and K (Fj) < K (Fj−1)}

(7)

Therefore, the set of extreme pointsMs is expressed as

Ms = Mu ∪Md (8)

FIGURE 3. The extreme points of quantized keyframes representation
function curve.

Representative frames can be extracted from the assem-
bly operation gesture sequence by using the local extremum
search method. The preliminary frame set forms a represen-
tative gesture sequence on behalf of the assembly process.
Fig. 3 shows the extreme point diagram of the quantized
keyframe representation function curve of a certain operation
gesture sequence. Because of gesture joggling and moving
during the operation, many extreme points will be obtained;
therefore, it is necessary to eliminate the repeated points or

similar points of extreme values to further reduce the amount
of data processing. Therefore, this study adopts a clustering
method to classify extreme points to obtain more representa-
tive keyframes.

C. DENSITY CLUSTERING ALGORITHM
Among the clustering algorithms, the K-means clustering
algorithm is simple, easy to implement, and converges
quickly. However, it has high requirements for the selection
of initial clustering points and may fall into a locally optimal
solution [6]. The density-based spatial clustering of applica-
tions with noise (DBSCAN) algorithm [27] does not need to
determine the cluster center and number in advance; however,
the density threshold must be determined first. The clustering
effect is not good for samples with uneven density and large
spacing. According to the data aspheric distribution charac-
teristics of the research object in this study, clustering by
fast search and finding of density peaks (CFDP) was selected
[28]. The CFDP algorithm is based on the assumption that
the local density of the points around the clustering center is
relatively low, and the distance from these points to the clus-
tering center is smaller than that from other clustering centers.
For each data point, the CFDP calculates two quantities: the
local density of the point, and the distance from this point to
a higher local density point. These two quantities depend on
the distance between data points.

The clustered point dataset is defined as Ms = {mk}Nk=1,
where N is the number of points in the set. Is is the index set
of points, and dh,l = dist (mh,ml) is the Euclidean distance
between point mh and point ml , where k, h, l ∈ Is. There are
two main approaches for calculating the local density of data
points: the cut-off kernel and theGaussianKernel. The cut-off
kernel is a density calculation method for discrete values,
and the Gaussian kernel is adept at continuous values. It is
rare for different data points to have the same local density if
the Gaussian kernel is selected to calculate the density. The
formula is as follows:

ρh =

∑
l∈Is\{h}

e−(
dh,l
dc

)2
, h ̸= l (9)

In which, the parameter dc is the cut-off distance, which
needs to be specified in advance according to the application
object. The higher ρh is, the more data points there will be,
and the distance from these data points to mh is less than dc.
For point mh, the density distance is defined as

δh =

min
l∈Is

{
dh,l

}
ρl > ρh;

max
l∈Is

{
dh,l

}
otherwise.

(10)

For the nonlocal maximum density point, the distance δh is
calculated in two steps: Find out all points with higher local
density than the pointmh, and from these points find the point
ml closest to the point mh, the distance between mh and ml
is δh; δh is the maximum value of the distance between the
point with the highest local density and other points.
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As shown in Fig. 4, the local density ρh and distance
δh of each extreme point in Fig. 3 were calculated using
(9) and (10), and the decision diagram was drawn with ρh as
the abscissa and δh as the ordinate. Only points with high local
density and relatively high distance are the cluster centers.
According to this rule, we selected six cluster centers, and
the data frame of the corresponding point was the keyframe,
as shown in Fig. 5. Through density clustering, many redun-
dant local extreme points are removed, and the key frame of
the action sequence represented by the classification center
point is obtained. This reduces the complexity of subse-
quent data processing and ensures the reliability of action
recognition.

FIGURE 4. Decision diagram of cluster centers.

FIGURE 5. The results of keyframes extraction and clustering.

VI. KEYFRAMES EXTRACTION AND RECOGNITION OF
OPERATION PROCESS
To evaluate the effectiveness of the keyframe extraction
method, taking the assembly operation of the bearing in the
shaft assembly of the decelerator as an example, the feasibil-
ity and effectiveness of the keyframes extraction algorithm
were verified as follows.

A. GESTURE DATA ACQUIRING OF ASSEMBLY SEQUENCE
In the process of bearing assembly, the left hand holds the
shafting unmoved, and the right hand completes the entire
assembly process of the right-end bearing. The primary pro-
cess is illustrated in Fig. 6. The assembly action of the right
hand was the primary object for recognition in this experi-
ment. Through an analysis of its action elements and gestures,
the operation process can be decomposed into five basic
therbligs: reaching, grasping, moving, rotating, and pressing.
The gesture data sequences of the assembly process were
collected using Leap Motion, which required 2.795 s and
collected a total of 559 frames data. The feature variables of
each frame’s gesture data were calculated to constitute the
corresponding feature vectors.

B. KEYFRAMES EXTRACTING
According to the keyframe extraction algorithm, the gesture
keyframes of the bearing assembly process were extracted as
follows:

1) EXTREME POINTS SEARCHING
First, all frames are input into the quantized keyframe rep-
resentation function, as shown in (5), to construct the feature
curve. Subsequently, 81 local extreme points can be identified
from the curve using (6) and (7). The results are shown in
Fig. 7.

FIGURE 6. Schematic diagram of bearing assembly. (a) Before
assembling, (b) In assembling, and (c) After assembling.

FIGURE 7. The gesture feature curve’s extreme points of the bearing
assembly operation.

2) CLUSTER ANALYZING
After obtaining the local extreme points, the cut-off distance
dc = 70.03 is set to guarantee that the average number of
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FIGURE 8. Decision diagram of key frame density clustering for bearing
assembly gestures.

neighbor points for each data point is approximately 2% of
the total number of data points. Any neighboring point should
be less than dc from its cluster center point. The Euclidean
distance, Gaussian local density value, and density distance
between extremum points must be calculated to form the
decision diagram shown in Fig. 8.

FIGURE 9. The keyframes that make up the operation process.

Fourteen keyframe points were selected as the cluster cen-
ter points from the 81 extreme points. In Fig. 9, the red
points are the local extremum points, the black points are the
keyframe points, and the serial number and quantized feature
value of the keyframe are marked in brackets near the points.
Finally, 83.9% of the local extremum points were discarded,
which helped reduce the number of invalid gestures and
computing resource consumption.

C. KEYFRAME PREDICTION
To identify the gestures of above extracted keyframes,
an SVM algorithm model was trained. A total of 7000 static
gesture data were collected, 60% of which were used as the
training set and 40% as the test set. Through training and
testing, the recognition accuracy of the SVM model is 98%.

Keyframe data were input into the trained model to predict
the gesture labels. The prediction results are presented in
Table 2. Five reaching and nine grasping gestures were pre-
dicted from the keyframes, indicating that the representative
keyframes could be effectively extracted using the density
clustering method.

Meanwhile, it is necessary to consider dynamic actions
such as moving and rotating to distinguish the dynamic
properties of the keyframes and then achieve a complete
match between the keyframe sequence and assembly process
sequence.

D. PROCESS SEQUENCE RECOGNITION
Dynamic gestures, such as moving and inserting, involve
translation and rotation of the palm while maintaining the
grasping posture. Here, we introduce the palm coordinate
variate 1O and palm normal vector variate 1Q to determine
the dynamic features of the gesture translate-on and rotation,
respectively, which are defined as follows:

1) The palm center point coordinate 1O is the distance
between the two palm center coordinates (x, y, z).

1O = Oh − Ol =

√
(xh − xl)2 + (yh − yl)2 + (zh − zl)2

(11)

2) The palm normal vector variate 1Q is the modulus of the
difference between the palm normal vectors (u, v,w) at two
positions:

1Q =

∣∣∣Q⃗h − Q⃗l
∣∣∣ =

√
(uh − ul)2 + (vh − vl)2 + (wh − wl)2

(12)

The 1O and 1Q values of two adjacent keyframes were
calculated to determine the degree of gesture dynamics,
as listed in Table 3.

In actual bearing assembly operations, gesture tremors are
inevitable owing to the natural characteristics of the hand. It is
necessary to use a threshold value to determine whether the
hand is in normal working movement or in natural vibration.
According to the work specification and assembly operation
requirements, the threshold α = 50 for1O, and the threshold
β = 0.1 for 1Q are set as the judgment conditions of the ges-
ture dynamic degree. If the value is greater than the threshold
value, it can be determined whether the hand is moving or
rotating. Combined with the definition of the work gesture
given in Table 1, the final recognition result of the assembly
sequence is (reaching, grabing4, moving, rotating, grabing4,
inserting, and moving) as shown in Table 3.

Finally, we analyze the matching degree with the stan-
dard assembly operation sequence to determine the assembly
operation to which the above operation sequence belongs.
The Levenshtein distance [29] is introduced for quantita-
tive analysis of the matching degree, and the minimum
number of editing operations (replacement, insertion, and
deletion) is counted in the conversion from recognized
sequence a to standard sequence b. The matching degree

13570 VOLUME 11, 2023



Y. Liu et al.: Keyframe Extraction and Process Recognition Method for Assembly Operation

TABLE 2. SVM-based keyframe prediction label.

TABLE 3. Dynamic feature judgment of two adjacent keyframes (α = 50, β = 0.1).

TABLE 4. The matching degree between the identified operation sequence and the standard assembly sequence.

Ra,b is expressed as

Ra,b = 1 −
leva,b

Max(lena, lenb)
(13)

where lena and lenb are the lengths of sequences a and b
respectively, and leva,b is the Levinstein distance of conver-
sion from a to b.

By calculating thematching degree in the bearing assembly
experiment, the recognized sequence was found to have the
highest matching degree of 0.714 with the standard assem-
bly operation sequence of bearings, as shown in Table 4.
The recognition results show that the proposed method is
feasible and effective and can accurately identify the target
operation.
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At the same time, the final matching degree also shows that
there are certain differences between the recognized process
and the standard process. The main reason for this is the high
flexibility of the hand joints. It is difficult to maintain con-
sistency in operation and ease mixing in redundant gestures.
Therefore, it is necessary to further verify the recognition
accuracy and reproducibility of the method.

E. EXPERIMENTAL VERIFICATION OF RECOGNITION
ACCURACY
To verify the recognition accuracy of the above method, eight
standard assembly operation sequences, listed in Table 4,
were studied experimentally. A total of 160 assembly oper-
ation process sequences from the four tests were captured to
constitute a test set for the eight sequences. The recognition
results for the assembly sequences were obtained via feature
extraction, keyframe recognition, and sequence matching,
as shown in Fig. 10.

FIGURE 10. Experimental data confusion matrix.

From the recognition results, the recognition rate of the
process sequence of coupler and key is low, the reason should
be due to the high similarity between the defined grasping
gestures. For bearings and shafts, the assembly operation
sequences are quite different, and thus, the recognition accu-
racy is higher. Overall, the proposed process sequence recog-
nition method could effectively identify assembly operations
with an average recognition accuracy of 92.25%.

VII. CONCLUSION
This study is based on the assembly operation recognition of
decelerator shaft parts. It conducts an analysis and modeling
of assembly operations and gestures. A density cluster-based
keyframe extraction method and process sequence recogni-
tion method are presented to achieve an effective judgment
of the assembly operation.

1) The assembly action was decomposed into 12 basic
operation gestures from both the static and dynamic aspects,
which was conducive to the discretization of the process
sequence.

2) Based on the analysis of the hand shape and structure,
a 15-tuple hand gesture vector model was established to
represent the operation postures of the hand.

3) A comprehensive feature quantization function of the
gesture state was designed to obtain local extremum points
from the trend curve of the action change. The keyframes of
the process sequence were extracted using the density clus-
tering method, and 83.9% of the data frames were redundant
and were eliminated.

4) According to the dynamic representation parameters of
gestures, dynamic and static gestures are subdivided to form
a complete process sequence for recognition and matching
with standard operation sequences. Levinstein distance was
used to measure the matching degree of the recognized pro-
cess sequence. The test experiments showed that the average
recognition rate reached 92.25%.

The operation keyframes extracting method based on
density clustering can discretize the continuous operation
process, and at the same time can reduce redundant data
frames, which is helpful to improve the recognition efficiency
and accuracy. Subsequently, process recognition of different
assembly operations can be realized by establishing a broad
basic hand gesture database, which lays the foundation for
robot operation process planning and teaching.
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