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ABSTRACT Extreme learning machine (ELM) uses a simple machine learning (ML) architecture that
allows its implementation for smart IoT network operations. However, some inaccuracy lies between the
predicted and the actual data during the ELM training, which can be caused due to the limitation of the
modeling representation. This paper thus investigates a residual compensation-based ELM (RC-ELM) for
its application in designing a receiver for MIMO-NOMA aided IoT systems. In RC-ELM, the base ELM
layers determine the relationship between the transmitted and received data and the additional layers of
the RC-ELM attempt to compensate the error introduced during the training mechanism. The analysis of
the appropriate number of compensation layers for training error minimization is conducted on the basis
of the bit error rate (BER) and the error vector magnitude (EVM) performances of the RC-ELM training.
A minimum BER improvement of 5% for user 1 and 18% for user 2 is shown with with the aid of RC-ELM
for a two-IoT user instance. The EVM is marginally increased by 0.0008% for user 1 and 1.61% for user 2 in
training stage. Besides, the RC-ELM receiver is also compared to the minimum mean square error (MMSE),
the classic ELM and the trained multilayer perceptron (MLP) receivers in terms of BER and EVM. Both of
the ELM receivers show improved performances with respect to the other receivers.

INDEX TERMS 10T, MIMO-NOMA, machine learning, extreme learning machine, RC-ELM, multilayer
perceptron.

I. INTRODUCTION

The deployment of 5G/B5G has created the opportunity to
realize Internet of Things (IoT) into reality. Since the popular-
ity of the internet is ever increasing, the growth of the number
of communication devices is escalating exponentially. Thus,
multiple access technology is being brought into attention for
massive access provision to IoT devices. However, accommo-
dating large number of smart [oT devices within a given band-
width and ensuring QoS parameters such as low latency and
high throughput at the same time can be a challenging task.
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Non-orthogonal multiple access (NOMA) is seen a promising
enabling technology to address this issue [1]. In orthogonal
multiple access (OMA), the users are allocated with orthogo-
nal time/frequency resources. On the contrary, in NOMA, the
users are allocated with same frequency resources at the same
time. Thus, massive accessibility with increased throughput
and lower latency is ensured. By combining NOMA with
multiple-input multiple-output (MIMO), enhanced spectral
efficiency is also achieved. MIMO-NOMA has thus received
much interest in research domain and industrial applications
to enhance the IoT network performance.

Generally, power domain NOMA is adopted for multi-
ple access provision. Multiple users with different power
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allocations are accommodated in same time and frequency
resources. Later, the signals from multiple sources are super-
imposed and transmitted to the desired destination. How-
ever, this leads to the inter-user interference problem since
the time and frequency resources utilized by the users are
non-orthogonal, and consequently complicates the extraction
of the required information from the received signal. Thus,
several studies are being conducted on MIMO-NOMA sig-
nal processing, which includes channel estimation, signal
detection and interference cancellation operations. In [2],
a zero-forcing (ZF) beamforming is studied for multi-user
downlink MIMO-NOMA system where each cluster contains
two single-antenna user devices. Channel state information
(CSI) of each cluster-head is extracted for the ZF beamform-
ing design. Maximum-likelihood based receiver is utilized
in [3] for uplink MIMO-NOMA to detect quadrature phase
shift keying (QPSK) modulated symbols. A precoding
scheme, which focuses on minimization of transmission
power consumption, is suggested in [4] where the trans-
mitted signal is recovered with the help of the precoder
and the minimum mean square error (MMSE) equalizer.
An iterative linear MMSE (LMMSE) is designed in [5] mul-
tiuser detection in MIMO-NOMA system. The mismatch
between LMMSE detection and decoding is attempted to
remove in the study for better signal recovery and achievable
rate is then analyzed. The performance of these approaches
depends on the accuracy of the channel estimation. Besides,
the inter-user interference mitigation approaches required
in MIMO-NOMA also relies on channel information-based
techniques [6]. However, parameters such as auto-covariance
of the channel and noise variance are challenging to obtain in
practical communication systems [7]. One possible approach
can be the adoption of machine learning (ML) techniques to
conduct such signal processing mechanisms [8].

Several studies on ML algorithm such as deep neu-
ral network (DNN)-based approaches are conducted for
MIMO-NOMA systems to detect signals [9], [10], [11].
DNN based precoding and decoding approaches are proposed
in [9] for MIMO-NOMA system with successive interfer-
ence cancellation (SIC) scheme. Uplink signal detection for
MIMO-NOMA is performed by means of convolutional neu-
ral networks (CNN) in [10]. The iterative soft-thresholding
technique is the foundation of the adaptive DL-based receiver
architecture known as MMNet [11]. The performance of the
MMNet receiver is evaluated for massive MIMO (mMIMO)
channel with spatial correlation. However, the tuning of
DNN parameters such as weights and biases are performed
by means of iterative mechanisms, which may complicate
the implementation of such DNN algorithms. Contrary to
the tuning mechanism-based ML algorithms, extreme learn-
ing machine (ELM) uses randomly assigned input weights
and biases (that connect between the input layer and the
hidden layer) and perform supervised learning with the
help of training datasets by determining the output weights
(connecting the hidden layer and the output layer), which
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is responsible for determining the desired output. In [12]
and [13], the ELM-based receiver systems are proposed
which do not require any channel information. However,
due to the limitation of modeling representation, some
training inaccuracy may be introduced during the learning
stage as ML approaches, including ELM, might not always
reach the global minima with the given ML parameters.
Thus regularization technique is applied to ensure that the
ML algorithms perform well when generalized. A residual
compensation-based ELM (RC-ELM) is proposed for build-
ing the MIMO-NOMA receiver in order to reduce training
error. To our knowledge, this is the first time an RC-ELM
has been researched in relation to creating a MIMO-NOMA
receiver. The following highlights the paper’s contribution.

o An RC-ELM-based receiver is presented for a multi-
user MIMO-NOMA aided IoT system. The base ELM
layers are used to map the transmitted and received data,
whereas the additional layers are used to compensate the
error introduced during training. A bit error rate (BER)
analysis of choosing the effective number of compen-
sation layers to mitigate training error by means of the
RC-ELM receiver is conducted.

o The performance of the proposed ELM receiver is con-
trasted with that of the MMSE, multilayer perceptron
(MLP) and classic ELM receivers. It is demonstrated
that both of the ELM receivers provides better BER than
the MMSE and the MLP receivers.

The paper is organized as follows. Section II discusses
the MIMO-NOMA system model, which includes data trans-
mission and reception, channel estimation and signal detec-
tion with linear receiver. Section III discusses the basics of
ELM-based receiver and section IV discusses the RC-ELM
receiver. Section V presents the simulation parameters and
discussions on the results. Section VI concludes the paper.

Notations: Matrix is represented by the bold uppercase
letters, vector is represented by bold lowercase letters and
scalar variables are represented by small letters. The inverse,
transpose, conjugate transpose and Moore-Penrose inverse
operations are denoted by O~ L OF, ()* and (.)Jf respec-
tively. The matrix inverse operation with regularization
parameter is represented by (). Activation function is rep-
resented by G(.). The Frobenius norm of a matrix is denoted

by [[.||F-

Il. SYSTEM MODEL

A. MIMO-NOMA DATA TRANSMISSION AND RECEPTION
A visual representation of the downlink MIMO-NOMA sys-
tem is presented in Fig. 1. The source data bits for the IoT
user k are digitally modulated. Afterwards, inverse discrete
Fourier transformation (IDFT) of the data symbols of each
IoT user is carried out, followed by cyclic prefix (CP) addi-
tion. Each user is allocated with power p; and multiplied with
the respective signals. Later, the respective signals are added.
After that, the superposed data transferred to the receiver
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FIGURE 1. MIMO-NOMA system diagram.

through wireless channel [14]. After receiving the superposed
data by each IoT user, CP is removed and discrete Fourier
transformation (DFT) is carried out. The received DFT sym-
bols can be mathematically expressed as shown in (1).

Yi = FiX + Z (H

Here, Y € CNR*N js the received symbol matrix by the
user k, Ng is the number of receiving antennas and N is the
number of subcarriers. F, € CN#*NT i the channel matrix for
user k, where Fj, = ﬁH «» H follows Rayleigh distribution

and dj is the distance between the BS and the user k. X €
CN7*N i the superposed signal transmitted by the BS with
Nr transmitting antennas and X = Z,f:] /DX, where py
is the power allocated to the user k. Z is the added noise with

2
power oy .

B. CHANNEL ESTIMATION AND EQUALIZATION WITH
LINEAR RECEIVER

Channel estimation is performed by means of transmitted and
received reference symbols. If the transmitted and received
reference symbols are represented by X, and Y, i, then
according to (1),

Y, =Fi X, +Z; (2)

Generally, channel is estimated in practical communication
network by means of LS estimation method due to its compu-
tational simplicity [7]. The LS estimation of the channel Fy
is determined as follows [15].

Fros=X3X,) ' X3Y 0 = XY, 4 3)

A Bayesian-based MMSE estimation method can be used
to reduce the average mean square error (MSE) of the LS
estimation of the channel [16], [17].

F =02 (62 +402)'F 4
kMMsE = 0f P z.) FrLs 4)

Here, o}% is the estimated channel variance. Since,

k,LS
MMSE approach provides better estimation of the channel,
Fi yusk s chosen for performing the equalization operation.
The MMSE equalization is expressed as follows.
A A A %
Xy mse = Fy ypaseFrmmse + 07, D7 Fi s Ye (5)
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The user with highest power can directly decode its own
signal and the user with low power needs to perform SIC
operation. Each user receives their desired data bits after
executing digital demodulation.

Il. CLASSIC EXTREME LEARNING MACHINE (ELM) FOR
MIMO-NOMA SYSTEM

The classic ELM-based receiver for the MIMO-NOMA sys-
tem is presented in this section. Instead of tuning the input
weights by back-propagation algorithms, the input weights
as well as the biases, that connect the input layer and the
hidden layer, are randomly chosen. The output weights, that
connect the hidden layer and the output layer, are determined
in the training stage of ELM. Keeping the input weights and
biases unchanged in testing stage, the received data symbols
are processed to obtain the transmitted data.

The working principle of the ELM algorithm is demon-
strated in Fig. 2. Training of ELM algorithm is required
prior to its implementation, which is performed with the help
of transmitted-received reference symbol pairs. At first, the
received reference symbols Y, ; are fed into the input layer,
with input neurons is equal to Ng. The hidden layer output
M, i € CE*V is determined with the help of the activation
function G(.). The output layer neuron weight parameter
Box € CL*N s then determined from the transmitted
reference symbols X, and M, ;. The following mathematical
equations state the training mechanism of ELM.

My, o =GWiY,  +bp) (6)
Box = Mo My ok +aD)™'M5 (X,
=M, 01X, @)

In the equation (6) and (7), subscript (.), refers to
terms associated with reference signals. W, e CL*Nr and
by € CL*! are input weight and bias parameters respec-
tively which are randomly chosen and kept constant once
assigned. The symbol «, in (7), is the regularization param-
eter and used to solve the least square problem Bj; =
argming, ,|\M ,.0xBox — X, I [18].

Symbol detection is executed in testing stage. The hidden
layer output M, is computed with the received data sym-
bols Y as shown in (8). The detected symbols are obtained
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FIGURE 4. BER vs. SNR for the classic ELM receiver as a function of
different hidden layer neurons.

from (9).
Mo = G(W Yy +by) ®)
Xietn = B Mo ©)

Here, X k.eLm denotes the ELM detected symbols. It is
to be noted that detection by means of ELM algorithm
takes place without determining the channel matrix directly.
It directly removes the channel effect from the received data
by performing online training with the help of the transmitted
and the received reference symbols.

IV. RESIDUAL COMPENSATION-BASED ELM (RC-ELM)
RECEIVER FOR MIMO-NOMA

Though the classic ELM is an effective ML algorithm for
regression or classification, some error may exist in the train-
ing of the algorithm. Suppose, X is the actual data and X k.ELM
is the predicted symbols with the help of the ELM receiver.
The estimation error can then be expressed as follows.

E=X _Xk,ELM

=X- ﬂ&kMo,k (10)
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Algorithm 1 Summary of RC-ELM Receiver Design Mech-
anism

TRAINING OF ELM

Input: Y, 1, X,

Random assignment of the input weight W and the bias
b

Computation of the hidden layer neuron parameter M,
from (6)

Determination of output weight B ; from (7)
Computation of Ey,s from (15) and 7, from (17) for s™
compensation layer!

TESTING OF ELM
Input: Yy, 7, and E,
Computation of hidden layer neuron parameter M from (8)

Determination of X k.eLm from (9)
Determination of Xy rc—gzy from (18)

The first compensation layer operation will always be performed according to

(11) -(12).

In order to reduce this error occurred in the training stage,
the RC-ELM receiver is presented in this paper. In RC-ELM
[19], additional components (which are known as compen-
sation layers) are added to the classic ELM layers, as shown
in Fig. 3. In the input of each compensation layer, Y, ; is
provided as input. The reference symbols Y, i, if were used
in (8), then the expression in (9) would provide an estimated
output b'¢ y- According to (10), the error between the actual
reference symbols and the ELM equalized symbols could be
written as

Eyi1=X,-X, =X, - B} M, 0x )

E, | represents the training error. The first compensa-
tion layer performs the estimation of E, 1 according to the
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FIGURE 5. BER for ELM and RC-ELM-based MIMO-NOMA receivers in training stage with (a) « = 1072 (b) « = 1073 (¢) « = 1074 (d) « = 1075.

()

following equation.

I T
Ey,l = ﬂl,kMy,l,k

TABLE 1. Simulation parameters.

Parameters Value/Technique
_ * —Lyg* T MIMO configuration Np X N 2x4
- ((M%lkayvl*k +al) M)’vlvkEV’l) My,l,k Number of IoT users, K 2
(4 _ v W Number of BS 1
= My 1kXy — X)) My 1k (12) Modulation format 16QAM
Here, E, | is the tar.get output in the first compensation layer. Transsnll\}fslgi?)’ ower 3%_‘2%“
The first layer prediction inaccuracy Ey, > is then determined Number of PRB 66
by Number of subcarrier per PRB 12
R Carrier frequency 30 GHz
Ey,2 = EVJ — Ey,] . (13) Subcarrier spacing 120 kHz
Number of OFDM symbols per slot 14
In the second compensation layer, considering E,, > as the

desired output, the RC-ELM training is executed as follows.
E, ,= ﬂzT,kMy,z,k

= (My,2,k(Ey,1 _Ey,l))TMy,lk
= (M}, My s+ al)—lM;z,kE%z)TM%z,k

= My2(X) — X)) —E, 1) M, 21 (14)
13402
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TABLE 2. EVM vs SNR of the classic ELM and the RC-ELM receivers in training stage for different regularization parameters.

SNR [0 [5 [ 10 [ 15 [ 20 [ 25 [ 30 [ 35 [ 40
Classic ELM (o = 10~ 2)

User 1 | 45.114 29.823 20.021 14.816 13.061 | 12.416 | 12.175 | 12.103 | 12.083
User2 | 127.732 | 123.888 | 111.104 | 102.550 | 98.885 | 95.732 | 93.653 | 93.593 | 91.100
RC-ELM (2 compensation layer, o = 10~ 2)

User 1 | 44.477 28.247 17.367 10.732 8.013 7.048 7.060 7.743 8.491
User2 | 126553 | 123.761 | 107.657 | 98.470 91.615 | 82.686 | 79.169 | 84.808 | 88.493
RC-ELM (3 compensation layer, o = 10~ 2)

User 1 | 44.639 28.653 18.074 11.903 9.574 8.823 8.871 9.447 10.028
User2 | 127.104 | 122.967 | 108.863 | 100.016 | 94.687 | 87.198 | 87.897 | 91.532 | 89.807
RC-ELM (4 compensation layer, « = 10— 2)

User1 | 44.739 28.904 18.502 12.579 10.423 | 9.736 9.753 10.210 | 10.659
User2 | 127299 | 123.426 | 109.398 | 101.168 | 95.789 | 89.804 | 90.158 | 92.788 | 90.486
Classic ELM (a = 10—3)

User1 | 47.025 29.796 18.694 10.226 6.386 3.681 2.350 1.734 1.488
User2 | 130967 | 119.235 | 111.465 | 101.717 | 86.476 | 77.847 | 74.934 | 74215 | 72.942
RC-ELM (2 compensation layer, o = 10~ 3)

User1 | 45911 28.630 18.096 10.042 6.253 3.484 2.034 1.276 0.912
User2 | 131.023 | 119.546 | 112.073 | 99.887 85.209 | 71.845 | 63.463 | 54.721 | 43.401
RC-ELM (3 compensation layer, o = 10~ 3)

User1 | 46.124 28.769 18.135 10.062 6.281 3.535 2.120 1.409 1.091
User2 | 130.745 | 119.864 | 111.027 | 100.430 | 85.127 | 74.827 | 68.944 | 61.480 | 55.948
RC-ELM (4 compensation layer, oo = 10~ 3)

User 1 | 46.283 28.886 18.169 10.076 6.298 3.565 2.171 1.484 1.186
User 2 | 130.479 | 119.737 | 111.504 | 100.906 | 85.072 | 75.486 | 72.080 | 66.331 | 57.889
Classic ELM (a = 10—%)

User1 | 46.734 27.228 15.665 8.910 4.999 2.837 1.640 0.929 0.552

User2 | 128916 | 122.963 | 108.064 | 94.954 76.873 | 64.013 | 45737 | 31.478 | 1.840
RC-ELM (2 compensation layer, o = 10— %)

User 1 | 46.734 27.228 15.665 8.908 4.996 2.827 1.632 0.919 0.536

User2 | 128917 | 122.964 | 108.067 | 94.970 76.892 | 63.522 | 45.112 | 31.484 | 1.829
RC-ELM (3 compensation layer, « = 10—%)

User 1 | 46.734 27.228 15.665 8.909 4.997 2.829 1.633 0.921 0.540

User2 | 128917 | 122.964 | 108.066 | 94.965 76.886 | 63.976 | 45.107 | 31.481 | 1.832
RC-ELM (4 compensation layer, o = 10— %)

User 1 | 46.734 27.228 15.665 8.909 4.997 2.8330 1.634 0.923 0.542

User2 | 128917 | 122.964 | 108.065 | 94.962 76.883 | 64.428 | 45.104 | 31.480 | 1.833

Classic ELM (o = 10—93)

User1 | 44.410 26.927 15.175 8.769 5.014 2.848 1.594 0.879 0.506
User2 | 128.073 | 121.317 | 110.258 | 94.977 82919 | 66.085 | 54.708 | 40.223 | 14.876
RC-ELM (2 compensation layer, « = 10— 2)

User1 | 44.410 26.927 15.175 8.769 5.014 2.848 1.593 0.878 0.505
User2 | 128.140 | 121.319 | 109.772 | 95.962 82.937 | 65.282 | 53.795 | 37.451 | 12.920
RC-ELM (3 compensation layer, « = 10~ °)

User1 | 44.410 26.927 15.175 8.769 5.014 2.848 1.593 0.878 0.505
User2 | 128.139 | 121.318 | 110.263 | 95.963 83.259 | 65.689 | 53.776 | 37.449 [ 12.920
RC-ELM (4 compensation layer, « = 10— °)

User1 | 44.410 26.927 15.175 8.769 5.014 2.848 1.593 0.878 0.505
User2 | 128.139 | 121.318 | 110.262 | 95.963 83.255 | 66.096 | 53.763 | 37.447 | 12.920

Thus the s compensation layer operation (where, s

1,2,...,S5)in RC-ELM can be generally represented as

I. _nT
EV’S - ﬂx,kM%k’

_ * —lagx*
where, By, = M) My —|—AozI) M, (Ey s

15)

S
=X, + Z 1
s=1

(16b)

Here, 7, represents the weights of each compensation layer

which fulfills the criteria Z‘f:l 7y, = 1. The compensation

layer weights can be calculated as follows.

My,s,kEy,S and E,; = E,; 1 — E, ;1. The output
the RC-ELM in the training stage would be expressed
follows.

XV,RC—ELM = )A(y + T]Ey,l + Tzi‘:y,z + -+ ‘CslA’:y,S
(16a)
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1
||Ey..v_Ey.x||F

S ZS 1A (17)
=1 \|E, —E, ,lIF

In the testing stage, the estimated errors and the compen-
sation layer weights are used. After performing equalization
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FIGURE 6. BER for MMSE, MLP, ELM and RC-ELM-based MIMO-NOMA receivers (in testing stage with (a) « = 10-2 (b) « = 10~3 (¢) « = 10~%

(d) @ = 1075).

according to (9), the final output by means of RC-ELM for
the IoT user k can be represented as follows.
A A S A
Xirc—piv = Xegrv + D TEy 5 (18)
s=1
The mechanism of the RC-ELM receiver is summarized in
Algorithm 1.

V. SIMULATION RESULTS
This section presents the simulation results for MIMO-

NOMA communication system operating at 30 GHz carrier
frequency. The user 1 and user 2 are respectively at the
distances 20 m and 10 m apart from the BS. The transmission
power is considered to be 30 dBm and the values of p;
and p; for user 1 and user 2 are respectively 0.92 and 0.08.
Normalized 16-quadrature amplitude modulation (16-QAM)
is chosen in our study. Transmitted data are organized in phys-
ical resource block (PRB) arrangement [12]. The transmitted
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and received reference symbols at one OFDM symbol time
are considered for channel estimation as well as the online
training of both of the ELM receivers and the MLP receiver.
The parameters of simulation are stated in Table 1.

To design both the ELM receivers, activation function tanh
is used [12], [13]. The input weights W and biases b fol-
low uniform distribution within the interval [-0.01,0.01]. The
input layer in both the ELM receivers consists of 2 neurons
(each neuron takes the symbols received at each antenna)
and the output layer consists of 4 neurons (each neuron takes
the symbols transmitted from each antenna). Fig. 4 demon-
strates the BER obtained by adopting the classic ELM-based
receiver with different hidden layer neurons, which are L1 =
2, Ly = 4 and L3 = 8. It is observed that the BER for L, and
L3 is superior to that for L. Besides, the difference in BER
values for L, and L3 is almost negligible in all SNR values.
For simplicity, L, = 4 is chosen in this study for both of the
classic ELM and the RC-ELM receivers.
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TABLE 3. EVM performance of MMSE, MLP, classic ELM and RC-ELM receivers (in testing stage for different regularization parameters).

SNR [0 [5 [ 10 [ 15 [ 20 [ 25 [ 30 [ 35 [ 40
MMSE
User 1 | 110.562 | 52.055 32.148 20.966 13.71 10.67 5.382 2.711 1.595
User2 | 293.536 | 141.744 | 122.59 101.899 | 88.089 | 72.782 59.499 42.971 27917
MLP
User 1 | 164.653 | 166.454 | 170906 | 135.689 | 92.724 | 167.884 | 168.269 | 155.838 | 152.643
User2 | 106.954 | 108.428 | 109.209 | 109.37 108.12 | 108.907 | 110.219 | 110.849 | 110.053
Classic ELM (o = 10— 2)

User 1 | 47.068 30.679 19.157 11.993 8.005 5.928 5.136 4.835 4.728
User2 | 130.228 | 124.465 | 113.331 | 100.481 | 94.405 | 92.786 94.189 99.026 101.332
RC-ELM (2 compensation layer, « = 10—2)

User 1 | 46.939 30.683 19.091 12.015 8.086 6.083 5.311 5.023 4.898
User2 | 130.35 124.404 | 113.178 | 100.588 | 93.955 | 91.211 89.881 91.655 92.664
Classic ELM (o« = 10—3)

User 1 | 44.602 27.325 15.671 8.928 5.073 2.904 1.684 1.099 0.809
User2 | 130.255 | 123.489 | 109.456 | 98.478 88.551 | 79.345 75.446 74.869 73.636
RC-ELM (2 compensation layer, oo = 10— 3)

User 1 | 44.603 27.324 15.675 8.927 5.076 2.908 1.700 1.121 0.838
User2 | 130.350 | 123.627 | 109.780 | 97.803 88.320 | 79.510 74.205 71.641 72.264
Classic ELM (o = 10—%)

User 1 | 44.837 27.134 15.511 8.895 5.041 2.850 1.600 0.898 0.516
User2 | 130.845 | 123.838 | 109.345 | 99.084 90.607 | 79.279 70.281 63.313 52.863
RC-ELM (2 compensation layer, « = 10— %)

User 1 | 44.837 27.133 15.512 8.899 5.043 2.850 1.601 0.898 0.516
User2 | 130.569 | 123.713 | 109.487 | 99.132 89.783 | 79.359 69.518 62.693 53.099
Classic ELM (o« = 10~9%)

User 1 | 44.850 27.137 15.611 8.872 5.056 2913 1.687 0.957 0.549
User2 | 130.999 | 123.093 | 109.548 | 97.125 80.412 | 65.184 52.280 33.963 11.131
RC-ELM (2 compensation layer, o« = 107 °)

User 1 | 44.850 27.137 15.611 8.874 5.063 2.919 1.688 0.956 0.549
User2 | 130.952 | 123.091 | 109.551 | 97.196 80.249 | 65.535 51.971 34316 11.309

Fig. 5 demonstrates the BER obtained by the classic ELM
receiver and the RC-ELM receiver in training stage with 2, 3
and 4 compensation layers. As the regularization parameter
« varies from 1072 to 107>, the BER performance improves
with the increase of SNR. The RC-ELM receiver is able to
provide lower BER than the classic ELM. The RC-ELM with
2 compensation layers shows lower BER with respect to the
RC-ELM with 3 and 4 compensation layers. In Fig. 5d, the
BER values of the classic ELM receiver is very similar to that
of the RC-based receiver, although marginal improvement is
observed in high SNR values. For instance, at SNR = 35 dB,
compared to the classic ELM receiver, the RC-ELM provides
about 5% lower BER for user 1 and about 18% lower BER for
user 2. Table 2 presents the EVM performance (determined
on the basis of the Euclidean distance between the equalized
symbols and the reference constellation symbols) of the clas-
sic ELM and the RC-ELM receivers with training symbols.
Overall, RC-ELM with 2 compensation layers shows descent
performance with respect to the classic ELM receiver as well
as the RC-ELM receivers with 3 and 4 compensation layers.
For user 1, compared to the classic ELM, the EVM per-
formance improvement with RC-ELM with 2 compensation
layers, within 25 — 30 dB SNR, for « = 102, 103, 10* and
10° are observed to be 4.7%, 0.34%, 0.01% and 0.0008%
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respectively. For user 2, the EVM performance, for o
102,103, 10* and 107, is improved by 9.2%, 13.5%, 0.28%
and 1.61% within the same SNR values. Based on the BER
and the EVM performances observed with the reference
symbols, the number of compensation layers in RC-ELM in
testing stage is chosen to be 2.

An MLP-based receiver is also implemented in this study
for performance comparison [20]. A three hidden layer
incorporated-MLP algorithm is trained online in order to
detect the real and imaginary part of the received symbols.
For each part, the number of neurons in each layer is 4, 8 and
6 respectively. Similar to the ELM receivers, the number of
input layer and output layer is respectively chosen to be equal
to 2 and 4. Activation function tanh is also considered for the
MLP receiver at each hidden layer and the weight parameters
are updated with the learning rate of 0.005 and momentum
of 0.8. Fig. 6 presents the BER obtained by the MMSE,
the trained classic and the RC-ELMs as well as the MLP
receivers. For all the values of «, both of the ELM receivers
provide better performance than the MLP receivers. For o =
103, the BER performances by both of the ELM receivers
are almost identical. Even the ELM receivers show improved
performance against the MMSE receiver. At the BER value
of about 1072, about 2.5 dB and 5 dB gains are observed
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by the ELM receivers (with respect to the MMSE receiver)
for user 1 and user 2 respectively. Table 3 presents the
EVM performance of the MMSE and the ML algorithms (in
testing stage). The ELM receivers shows better performance
fora = 107>,

The accuracy of the channel estimation determines the
inter-user interference mitigation and as a result, the recov-
ery of the signal in NOMA-based communication networks.
Thus, any error in the channel estimation will affect the over-
all signal recovery process by means of the linear receiver,
since such receiver utilize the estimated channel information.
On the other hand, ELM receiver does not require to directly
estimate channel. It rather uses the reference symbols to per-
form signal detection and minimize the interference. Contrary
to the complicated structure of the MLP algorithm-based
approach, ELM does not require tuning of input weights
and biases, which simplifies its application. The addition of
the compensation layers in ELM for RC-ELM receiver may
increase complications. However, it is able to minimize the
error caused in the training of the ELM algorithm, which is
reflected by the BER and the EVM analyses in training stage.

VI. CONCLUSION

An RC-ELM based receiver is studied in this paper for
designing a receiver for the MIMO-NOMA aided IoT sys-
tem. The proposed receiver uses the classic ELM algorithm
for equalizing the symbols and the additional compensation
layers are used to minimize the errors introduced in the
classic ELM training. The BER and the EVM analyses of
both of the ELM receivers in training stage is conducted.
The performance of the RC-ELM is also compared to the
MMSE, classic ELM and MLP receivers. In terms of BER
and EVM, It is shown that both of the ELM receivers have
shown improved performance against the MMSE and the
MLP receivers. Furthermore, it is shown that the RC-ELM
receiver training is more reliable than the conventional ELM
training. The automatic estimation of the RC-compensation
ELM’s layer count in order to enhance the performance of its
input-output mapping could be a future research target using
RC-ELM.
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