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ABSTRACT We propose a novel look-up table (LUT)-based multi-user detection (MUD) algorithm to
imitate approximate message passing (AMP) for uplink signal detection in massive multi-user multi-input
multi-output (MU-MIMO) systems. When AMP is implemented with double-precision arithmetic, the
dramatic increase in power consumption and process latency becomes a major barrier to practical application,
as the system scale expands. To circumvent this issue, we design a novel referential AMP detector composed
of many small LUTs cascaded hierarchically, where only informative integer-valued messages are exchanged
on a factor graph (FG). Our method tracks the discrete distribution of the LUT outputs according to the
multi-layer structure, and successively determines non-uniform quantization thresholds of the LUTs, using
an unsupervised learning approach. Specifically, the thresholds at each level of the hierarchy, i.e., layer,
are optimized by clustering with the Lloyd-Max algorithm with initial values given by the k-means++
method, in order to minimize the performance degradation caused by quantization errors. The efficacy of
the proposed referential AMP detector is confirmed by numerical simulations, which show that the proposed
method significantly outperforms the state-of-the-art (SotA) in terms of the bit error rate (BER) performance
in various channel models. The results also indicate the referential AMP is robust to changes in wireless
channels, and then clarify the reason in terms of the algorithmic structure.

INDEX TERMS Massive MIMO detection, approximate message passing, quantization, look-up table,
unsupervised learning.

I. INTRODUCTION One of the promising methods to achieve low-complexity

Over the last decades, massive multi-input multi-output
(MIMO) technology has made tremendous strides in the
enhancement of user capacity and throughput in wireless
communication networks. With the explosive growth in the
number of wireless terminals connected to the network, mas-
sive MU-MIMO technology will play a key role in the fifth
generation (5G) advanced and future sixth generation (6G)
networks [1]. The main challenge in such uplink scenarios is
areduction of computational cost for high-dimensional signal
separation, i.e., MUD [2].
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MUD is AMP [3], which is derived by rigorously approximat-
ing Gaussian belief propagation (GaBP) [4], [5]. The AMP is
proven in [6] to converge toward a Bayes-optimal solution
with the complexity of order O(MN) in the large-system
limit, where the input and output dimensions for MIMO, M
and N, respectively, are infinity for a given compression rate
o £ N/M. However, the theoretically achievable perfor-
mance under AMP-based detection requires high-precision
message representations and computationally complex node
operations, causing high power consumption, and impractical
latency [7], [8]. Thus, future wireless networks require prac-
tical signal processing implementations that use the MUD
algorithms based on finite-precision message passing.
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A solution to the challenge is LUT-based MUD, where
the baseband signal processing is performed with integer
precision by imitating the AMP algorithm with only search
and reference processes to LUTs.! Specifically, all arith-
metic operations are replaced by simple LUT searches such
that message passing is performed with only simple integer
arithmetic while holding the relationship between the node
inputs and outputs. However, the size of LUTs would depend
exponentially on the number of possible input and output
combinations; hence, it is infeasible to replace the whole
process of the AMP-based detection with one huge LUT,
in terms of memory usage to store the LUT and computational
effort for LUT search. In order to address this issue, it was
proposed in [18] and [19] to split the computation of the LUT
into the successive computation of cascaded two-dimensional
LUTs. This enables a significant reduction in memory usage,
leading to energy-saving and low-latency signal processing
required for low-cost receiver design [19], [20], [21]. A chal-
lenging issue here is how to design the LUTs with a limited
number of quantization bits without severely sacrificing the
communication reliability.

The most successful area of finite-precision message pass-
ing algorithms is the sum-product algorithm (SPA) for decod-
ing low-density parity-check (LDPC) codes [22], [23], [24],
[25], [26], [27], [28]. One of the classical ways to design
LUTs is finite-alphabet iterative decoding (FAID) approach
[22], [23], in which the LUTs are hand-optimized to approx-
imate the arithmetic operations as accurately as possible.
The resultant quantized SPA is shown to achieve competitive
performance on a binary symmetric channel (BSC) with the
double-precision scheme; however, the applicable areas for
FAID approach are mainly restricted to regular LDPC codes.
As a more flexible strategy, the information-bottleneck (IB)-
based SPA decoder has been investigated [24], [25], [26],
[27], [28], where the LUTs are learned in an unsupervised
manner, using IB method [29], [30], [31], [32], which is
fundamentally different from the FAID approach. The under-
lying idea is to preserve as much information as possible
about the variable of interest at each iteration step of message
passing algorithms, i.e., the mutual information (MI)-based
optimization [18], [33], [34]. The probability density of log-
likelihood ratios (LLRs) propagating between the nodes of
the SPA is analytically estimated using discrete density evolu-
tion (DDE) [35], and then based on the estimated distribution,
the thresholds of the LUTs are optimized via the sequential
IB (sIB) algorithm [19].

IPlease note that our goal is to quantize the entire baseband signal process-
ing for MUD, which is different from the problem setting considered in the
literature [9], [10], [11], [12], where the received signal is quantized by low-
resolution analog-to-digital converters (ADCs), but the subsequent signal
processing is performed in double precision (i.e., the input to the system is
quantized, but the internal processing is performed with double precision).
In such quantized MIMO scenarios, the Bayesian inference algorithms for
quantized observations have been investigated in e.g., [13], [14], [15], [16],
and [17]. While it is easy to integrate these studies, their directions are
essentially different.
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Inspired by these works, this framework was extended to
uplink MUD via AMP in [7], and it has been shown in [8] that
the resultant IB-based referential AMP detector outperforms
the typical SotA method in which each arithmetic process
in the AMP algorithm is replaced individually with an LUT
based on the entropy maximization criterion.

However, if there is an error between the estimated prob-
ability density via DDE and the actual probability density,
the quantization threshold designed by this method deviates
from its appropriate value, resulting in significant perfor-
mance degradation. In LDPC decoding, this is not much of
an issue because both check nodes (CNs) and variable nodes
(VNs) refer to binary values as original referencing values,
and the noise is subject to Gaussian distribution. In contrast,
the original values referenced at the factor nodes (FNs) in
AMP are continuous and have a wide dynamic range due to
the randomness of wireless channels, and thus one cannot
expect a kind of message correction capability brought by
the discreteness of the referenced variables. In addition, since
Gaussianity is assumed based on the central limit theorem
(CLT) for the equivalent noise consisting of interference-
plus-noise components, the distribution under the operation
with finite-precision deviates significantly from the distri-
bution estimated via DDE. In order to address these issues,
several parameters are introduced to adjust the referenced
double-precision AMP when estimating the distribution by
DDE in [8]. However, even with these parameters, the per-
formance degradation due to distribution mismatch cannot
be fully compensated. This parameter-dependent nature also
leads to vulnerability to changes in wireless channels.

In light of the above, this article proposes a novel refer-
ential AMP algorithm based on discrete distribution tracking
(DDT) that incorporates an unsupervised learning approach
to eliminate cumbersome distribution estimation and achieve
robust LUT design against wireless channel changes. Specif-
ically, according to the multi-layered LUT structure that con-
stitutes the referential AMP, the discrete distribution of the
LUT outputs is actually measured starting from the shallow-
est layer, and the subsequent LUTs are designed sequentially
based on the histogram. The threshold of each LUT is deter-
mined by considering the discrete distribution as a weighted
point cloud and clustering it by the Lloyd-Max algorithm
[36] from initial values obtained by the k-means++ method
[37]. The above procedures are repeated until all message
passing operations for a predetermined number of iterations
are replaced by multi-layer LUT structures, resulting in a
referential AMP designed via DDT. Our method can be posi-
tioned as an unsupervised learning-based development of the
DDE-assisted method, incorporating data-driven distribution
tracking.

The contributions of the article are summarized as
follows?:

2Part of this work is due to be presented in the IEEE Global Communica-
tions Conference 2022 [38].
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« Anovel LUT-based MUD algorithm, dubbed referential
AMP, is presented with the aim of achieving uplink
signal detection in massive MU-MIMO systems. Our
method minimizes the harmful effect of quantization
errors by attributing the threshold optimization problem
of LUTs at each layer to the clustering problem via DDT
based on measured histograms. In addition, there is no
need to consider mismatches between the estimated and
actual distributions, thus eliminating adjusting parame-
ters considered in [7] and [8].

o Thanks to the abovementioned feature, the proposed
method can imitate double-precision AMP with high
accuracy for a given number of quantization bits.
Numerical results show that the proposed referential
AMP detector can outperform existing alternatives in
terms of detection capability in uncorrelated channels
with the same level of memory usage.

« Making use of the proposed detector, a simulation-
based study of the performances achieved under differ-
ent channel models is performed, which shows that the
referential AMP detector designed based on DDT works
robustly even in correlated channels assumed in practical
wireless communication environments.

The rest of this article is organized as follows: Section II
presents the Bayes-optimal AMP algorithm and the basic
mechanism of quantization as a preliminary step. Section III
presents the structure of the referential AMP detector.
Section IV proposes the design of referential AMP detector
using DDT. In Section V, computer simulations are con-
ducted to demonstrate the efficacy of the proposed method in
terms of memory usage and BER, and clarify the robustness
of changes in wireless channels. Finally, Section VI con-
cludes the article with a brief summary.

Notation: The following notation is used unless otherwise
specified. Vectors and matrices are denoted by lower- and
upper-case bold-face letters, respectively. Sets of numbers
in the real and complex spaces are denoted by R and C,
respectively. The conjugate, transpose, and conjugate trans-
pose operators are denoted by -*, T, and H, respectively.
The real and imaginary parts of a complex quantity are
respectively denoted by NR{-} and I{-}. The real-valued and
complex-valued Gaussian process with mean a and variance b
are denoted by NV(a, b) and CN (a, b), respectively. The a x a
square identity matrix is denoted by I,. The a x 1 zero vector
is denoted by 0,. The floor function is expressed as |-].

Il. PRELIMINARIES

A. SIGNAL MODEL

Consider a single cell MU-MIMO system composed of a base
station (BS), having N’ receive (RX) antennas and M’ (< N”)
user equipment (UE) devices equipped with a single transmit
(TX) antenna. The m'-th UE transmits a TX symbol x/ ,,
that represents one of Q' quadrature amplitude modulation

(QAM) constellation points X’ = {Xi, . Xé/l" . Xé,},

where the average power density of x’ , is set to Es. Assuming
nm
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the Gray-coded quadrature phase-shift keying (QPSK) sig-
naling, X" £ {+./E;/2 £ j/Es/2}. The RX vector is given
by

YA, Y] = HY 47, )
e ,xj’VI,]T € XM *1 denotes a TX
vector, H' € CN*M' denotes an N’ x M’ MIMO channel
matrix, and the entries of a complex additive white Gaus-
sian noise (AWGN) vector 77 £ [z/l e z;l,, e z;\,/]T ~
CN Oy, NoI 5v) is an AWGN vector, where Ny is the noise
power spectral density.

For ease of algebraic manipulations, the complex-valued
signal model of (1) can be rewritten using a double-sized
equivalent real-valued signal model on the basis of pulse
amplitude modulation (PAM) as [39]

A
where x' = [xi,...,x/

y=Hx+z, 2)
where
o [RY}]  ovxa
y - _S {yl}_ ER )
o [W{H'} -3 {H'} NxM
H= 5wy sy |8
x A _GR{ }_ XMXI
s{x ] ’
22 { ﬂ RV, )
with M £ 2M’ and N £ 2N’. The m-th PAM symbol x,,

in x represents one of Q (£ +/Q') PAM constellation points
= {Xi..--. Xg» -+ X0} whose entries are amplitudes
of the real and imaginary components of X”’. In the QPSK

signaling (Q' = 4, Q = 2), we have X’ = {:I:«/Es/2}.

B. BAYES-OPTIMAL AMP DETECTOR

When designing a LUT-based signal processing, the original
algorithm on which it is based is necessary. In this subsec-
tion, we briefly review the algorithm of the Bayes-optimal
AMP detector designed in accordance with the framework
proposed in [3] as the original MUD algorithm.

The pseudo-code of the MUD algorithm via Bayes-optimal
AMP [3] based on the signal model of (2) is given in Alg. 1.
For ease of notation, we refer to the equation in the i-th line
of Alg. 1 as (Al-i), hereafter. For each variable, &) indicates
the corresponding variable at the k-th iteration step, and K
denotes the maximum number of AMP iterations. Besides
the RX vector y and the channel matrix H, the algorithm
requires only system parameters such as the noise power
spectral density Ny and the maximum number of iterations
K, outputting the hard-decision estimates of the TX vector x.

We highlight that the message passing is performed by
exchanging beliefs (i.e., likelihood information reflecting
detection reliability) and soft replicas (i.e., tentative esti-
mates) on the FG consisting of FNs and VN, which cor-
respond to the RX symbols and TX symbols. In the FNs,
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Algorithm 1 MUD algorithm via AMP
Input: y, H, Ny, K

Output: & = [%1,...,%n, ...,)?M]T
/* Inltlahzatlon */
V3O =0,vm:¥P =0

2: ¢<°> = 0, o = ES/2
3: fork =1to K do
/* Belief computation in FNs */
4 Y3y = =My i
vk
5: Vn: y()—yn—y2)+
. k) — N M x(k
6: 1p()_TO_|_7¢()
/* Soft symbol computation in VNs */

M _$® k-1
Tw(k—l)yn

7m0 = 25N py i 4 5P
8: Vm:)“c,(nk“) = /Etanh [ﬂ“w(z,f“ (k)]

o: q;(k+1) _E _ 1 EM (v(k+1))

1
10: end for

/* Decision */
11: Ym : Xy = ,/Essgn[ (K)]

the inter-UE interference is canceled on each RX symbol by
using soft replicas of x generated in the previous iteration
step, in (A1-4) and (A1-5). The residual interference-plus-
noise component is approximated as a real-valued Gaussian
random variable in conformity to the CLT, and then beliefs
are computed based on the estimated Gaussian distribution
with the effective variance w(k) in (A1-6). In the VNG, taking
advantage of the interference cancellation mechanism and
its resultant statistics, the beliefs are combined over all RX
symbols in (A1-7). Finally, the soft replicas and their mean
square error (MSE) used in the next iteration step are com-
puted by Bayes-optimal denoiser on the basis of symbol-wise
conditional expectation in (A1-8) and (A1-9), respectively.
By iterating these steps alternately, the estimation accuracy
of x can be gradually improved.

The convergence property of iterative detection is com-
promised, when the system scale, i.e., the input and out-
put dimensions, M and N, is small so as not to meet the
large-system limit condition and/or there are strong spatial
correlations among fading coefficients. In order to mitigate
such potential issues, an adaptively scaled beliefs (ASBs) [5],
[40], [41] is introduced, which is given by replacing (A1-8)

with
ity _ [Es () )
=45 tanh [u X ] , 4

where the scaling parameter 1 *) is designed to be a mono-
tonic increasing function of the number of iterations, i.e.,
w® = k- (k/K)*?, with the predetermined parameters
(k1, k2).

C. QUANTIZATION
Consider a B-bit quantization process of an arbitrarily con-
tinuous variable a € R to a natural number index (i.e., label)
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ue Q 2 {0,1,...,2%}, according to the quantization
thresholds 7[u] € R. Assuming the quantizer input is rounded

to the range of (—y, y), we can set t[0] = —y and 7[28] =
y. The quantization function is defined by
u=Qa), iftlu—1]l<a<rtlul, u= 1,...,23. 5)

In addition, a representative value a[u] € R, satisfying
T[u — 1] < alu] < t[u], is introduced for each label. When
a is quantized to the label u, the quantization error is defined
as |a — alu]|, and the criteria for the quantization thresholds
determine the detection performance.

For the simplicity of hardware implementations, uniform
quantization that partitions the whole space with the common
quantization step is often employed; however, it is hard to mit-
igate the harmful effect of quantization errors as the number
of quantization bits becomes small. Throughout the article,
we employ non-uniform quantization.

Ill. REFERENTIAL AMP

Based on the preliminaries, in this section, we describe a
referential AMP detector that replaces all of the internal oper-
ations in Alg. 1 with search and reference processes to LUTs.
The goal of the article can now be stated concisely: design a
LUT-based MUD algorithm that enables the receiver to detect
the TX vector x, out of the RX vector y and the pre-estimated
channel H, with only integer precision information exchange
required for LUT search and reference processing. Please
note that there are two phases: the phase to create the LUT-
based MUD algorithm and the phase to perform the detection
process using it, i.e., detection phase. In the detection phase,
the RX vector y is first quantized by ADCs with an arbitrary
number of bits. Regardless of its quantization bit number,
y and H are input to the referential AMP detector after
B-bit quantization, and the subsequent MUD processing is
performed with B-bit precision by the LUT operations [8].

The simplest way to achieve this goal is to convert the
processing of each row of Alg. 1 into a single large LUT with
multiple inputs and outputs including all possible combina-
tions; however, it results in impractical memory usage to hold
the LUT, making it infeasible for practical implementations.
To circumvent the issue, each processing in Alg. 1 is further
divided into basic arithmetic operations (i.e., additions and
multiplications), each of which is replaced by a small two-
dimensional LUT with two inputs and one output. With the
2-to-1 LUT as a basic unit, the referential AMP detector has
a hierarchical (successively multi-layer) structure consisting
of a large number of 2-to-1 LUTs.

Fig. 1 visualizes the replacement process to 2-to-1 LUTs,
using the operations in (A1-4) and (A1-5) of Alg. 1, as an
example, where we focus on the operation on the n-th RX
symbol at the k-th iteration. To distinguish between quan-
tization labels, we here denote a label corresponding to the
variable a by u(a). The squares L1 to L5 in Fig. 1 (b) are
the 2-to-1 LUTs at each layer, each of which corresponds to
each basic arithmetic operation in Fig. 1 (a). Specifically, the

13047



IEEE Access

A. Shimamura et al.: Uplink Signal Detection via Look-Up Table-Based AMP for Massive MIMO Systems

| =
Ll
Yn g’l(lk) = E‘z‘l:lhn.,ligk) v :
) |
B, 11 + N2 .I Q) R, ;;r(k) + Ay, )
hn,w'cﬁk) hn,Qfgk) hn,si,gk) hn,4f(4k)
hn 1 fgk) hn2 jék) hn,3 “Lg ) haa iy@)

(a) The arithmetic operations comprising (Al1-4) and (A1-5)

u ()

i o
il | o)

ulyn) <y ‘k)> =u <E:1:1hn.ii‘l('k)>

o

| — |
u <h7,,11.1 + hy, 21;")> u <hn,3i3(,k> + h,,,,Aigk)>
i r
h 1I§k) u h gzz h 31 h77 4zJ
|—> L1 L1 <—| |—> L1 |—> L1
ulhni) u u (hn2) u< hn3) u a.(f) ulhna) u 7 >

(b) Replacement by 2-to-1 LUTs

FIGURE 1. Schematic of the replacement process with 2-to-1 LUTs to
obtain the LUT-based MUD algorithm, where we set to M = 4 as an
example.

L1 corresponds to the multiplications {hn, X )Vc(k)} . the
L2 s o L]

corresponds to the additions {h,,,lle;l + Ay 2iXy; } ,
and the same applies to L3 and beyond. Following the same
procedure, all additions and multiplications that make up the
AMP-based MUD algorithm in Alg. 1 are replaced by the
2-to-1 LUTs.

Since all of these 2-to-1 LUTs are generated by the same
procedure, it is sufficient to focus on one of them. In the
following subsection, we focus on one LUT and explain its
creation procedure. Since the following explanation is not
limited to a specific variable, the notation (-) is not used.

A. 2-TO-1 LUT CONSTRUCTION

Let u;, up € Q denote input labels of a 2-to-1 LUT. Making
use of these labels, addition and multiplication are respec-
tively defined by the LUT functions as

Wi Z(ul, ), (62)
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| 1 > | 3 1 | 1 > T 3 1
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(c) Resultant table for w;,

(a) All possible combinations s

b w0y = Q(¢[(ur, u2)]) Q

(b) Quantization

FIGURE 2. 2-to-1 LUT design for addition case (B = 2).

Wi = [ ] w). (6b)

where wif | wy € Q denote output labels of the 2-to-1
LUT. Consider the case of addition in (6a) as an example, the
design procedure for a 2-to-1 LUT is shown in Fig. 2.
(a) For all combinations of two input labels, the following
equation is used to perform the operation between the

corresponding representative values.
el u)l = alu] +blu] € R, )

where (u1, up) is a two-dimensional label. The opera-
tion results are respectively stored in the corresponding
location of the table, tied to two-dimensional labels.

(b) The representative value of each result is quantized
from 2B bits to B bits based on the designed quantiza-
tion threshold. Using the quantization function in (5),
the output index can be expressed as

wi =0 (€ [(u1, w))). 8)

(c) A table storing the input-to-output correspondence of
the 2-to-1 LUT is generated, which corresponds to a
table form of (6a).

In a similar manner, the design of the LUT corresponding to
multiplication in (6b) is obtained by replacing addition on the
right-hand side of (7) with multiplication. All other procedure
is the same.

By repeating the above procedure with the outputs of the
2-to-1 LUTs as the inputs of the subsequent 2-to-1 LUTSs,
one can convert the double-precision AMP algorithm to the
referential AMP algorithm consisting of integer-precision
multi-layer LUTs, as shown in Fig. 1.

Since the performance is determined by the quantization
function in (8), the quantization threshold and the represen-
tative value must be appropriately designed based on the
variable distribution. This is the central issue addressed in this
article and will be discussed in detail in Section I'V.

B. TREE STRUCTURE FOR SUMMATION

Before moving on to the design of quantization function, i.e.,
the design of quantization threshold and representative value,
we describe a method for further reducing the number of
2-to-1 LUTs required, by focusing on the tree structure for
expressing summation operations in Fig. 1.
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L

aj—-1 aj

Layer T’

Layer 2 D |
Layer 1 r’lﬁ‘j U
ai a2 Gz a4

FIGURE 3. Multi-layer structure for summation.

Fig. 3 shows a tree structure of 2-to-1 LUT to represent
the summation of J terms, i.e., Z{Zl aj, where the number
of layers (i.e., tree-depth) is 7. The white square in Fig. 3
corresponds to a 2-to-1 LUT. At the first layer, there are | J /2]
LUTs, and the output labels are input to the LUTs at the
subsequent layer, and the addition is sequentially conducted
according to the multi-layer structure. When J is not divisible
by two, an additional 2-to-1 LUT consists of one output and
the remaining input. The expected sum is obtained after the
T-th layer processing is completed. Here, when LUTSs at
the same tree-depth are approximately identical, the memory
usage is further reduced to 228 . |log, J].

IV. DDT-AIDED REFERENTIAL AMP DESIGN

In this subsection, we describe the design of quantization
function, i.e., the design of quantization threshold, and rep-
resentative value of each 2-to-1 LUT. In the previous stud-
ies [7], [8], the quantization threshold is determined based
on the underlying continuous distribution of the variable
of interest as estimated as in [19], [20], and [21]. In this
article, we investigate an unsupervised learning approach to
determine the quantization threshold based on histograms of
discrete variables actually measured in the referential AMP
detector, in order to suppress the discrepancy between the
distribution used to determine the quantization threshold and
the distribution of information actually propagated inside the
referential AMP.

In this section, we describe (i) an overview of LUT design
based on DDT-aided clustering method and (ii) a detailed
procedure of clustering with the Lloyd-Max algorithm using
initial values given by the k-means++ method.

A. LUT DESIGN VIA DDT-AIDED CLUSTERING METHOD
As mentioned earlier, the AMP detector in Alg. 1 is divided
into its internal processing down to two-input arithmetic
operations, which are then replaced by 2-to-1 LUTs, starting
from the shallowest layer according to the hierarchical struc-
ture. Since the discrete distribution to be tracked is obtained
from the measured histogram, a sufficient amount of data is
required to capture the true distribution without missing the
feature. The specific procedure is described below along with
the process flow diagram in Fig. 4.

First of all, we prepare R sets of RX vectors and channel
matrices as a sufficient number of samples and quantize
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them with B bits by the classical Lloyd-Max algorithm [36].
By yielding them into the multi-layer structure of the ref-
erential AMP, histograms of each variable at each layer are
generated, and the discrete distribution is tracked.

As an example,’ the following procedure is used to design a
2-to-1 LUT for a certain two-input arithmetic operation from
the input discrete label vectors u; = [u11, u12, ..., ulR]T and
uy = [uz1, un, ..., usgl".

S1: For the inputs u; and uj, the operation between the
corresponding representative values is performed as

Vr e R: ¢ [y, uz)] = alur, ]+ bluz] € R, (9)

where R = {1, ..., R)}.

S2: Generate a histogram of ¢, [(u1,, uz,)] from the sam-
ples obtained as a result of the operation in (9). Since
each input is a discrete variable represented by B bits,
the number of bins in the histogram is 2%5.

S3: Based on the histogram, the quantization threshold 7 [u]
and representative value d [u] are determined, and then
the operation results represented by 2B bits are quan-
tized with B bits.

S4: The quantization function in (8) is designed with
(t[ul, d [«]). The output of the resultant 2-to-1 LUT
is used to the input to the subsequent 2-to-1 LUT
according to the multi-layer structure.

As illustrated in Fig. 4, the above LUT design procedure
from the step S1 to the step S4 is performed for each
2-to-1 LUT, according to the multi-layer structure of refer-
ential AMP. The B-bit quantization in the step S3 can be
attributed to the clustering problem of dividing a discrete data
set of 228 scalar values into 28 classes. To solve the clus-
tering problem and readily obtain the quantization threshold
and representative value that minimizes the MSE between
before and after the quantization operation, we employ the
Lloyd-Max algorithm with the aid of the k-means++ method,
which will be described later. Consequently, the LUTs are
designed with reference to the same discrete distribution
experienced by the referential AMP detector during actual
operation, thus suppressing the performance degradation
caused by the deviation in the probability density as described
above.

B. DETAILED PROCEDURE OF CLUSTERING (S3)

In this subsection, we describe the details of the quantization
process in S3 with clustering using the Lloyd-Max algorithm
[36]. The Lloyd-Max algorithm is well known unsupervised
approach to designing the quantizer to minimize the MSE
distortion between input and discrete output values of the
quantization. However, the solution to which the algorithm
converges strongly relies on initial centroids (i.e., cluster cen-
ters). In order to compensate for this drawback caused by the

3As explained in Section III, the LUT-based referential AMP detector has
a multi-layer structure consisting only of the 2-to-1 LUTs. Since the quan-
tization functions of all 2-to-1 LUTSs are determined by the same procedure,
it is sufficient to focus on one 2-to-1 LUT.
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Multi-layer structure of referential AMP
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Step 1. Representative value operation Step 2. Histogram conversion

Step 3. Lloyd-Max quantizer ~ Step 4. LUT genelation with (7[u], d[u])

FIGURE 4. Overview of the referential AMP design based on the proposed DDT-aided method. Prepare R sets of RX vectors and channel matrices as
inputs, and then operations consisting of T layers in AMP detector are sequentially replaced to LUTs in order from the shallowest layer to the
deepest layer. Each layer receives discrete label vectors and generates LUT based on the histograms of operation results between the corresponding
representative value vectors, and returns the discrete label vector of quantized operation results as the output to the next layer. The detailed
procedure for designing each 2-to-1 LUT with B = 2 in ¢-th layer is shown at the bottom of the figure. Note that all LUTs in the same layer are

identical.

initial value dependence, the k-means++ method [37] can be
employed to select appropriate initial centroids. With that in
mind, in our method, quantization is performed in a two-step
process: selecting initial centroids by the k-means++ method
and clustering by the Lloyd-Max algorithm.

First, the process of centroid initialization by the k-
means++ method with the result of (9) is shown below.

k1) Randomly select an initial centroid cjpj [1] from the
discrete data set of samples in (9),

S £ {c1 [, o], - .., cr [(uir, war)1l} . (10)

k2) For each element s of S, let D(s) be the distance to
the nearest centroid. The additional centroid cjp;; [] is
determined according to the probability %.

k3) Repeat the step k2) for the number of clusters to deter-
mine all initial centroids.

For further details on each step, we refer the reader to [37].
Consequently, 2 initial centroids are obtained from 2% bins
of the histogram in Step 2 of Fig. 4.
Next, the B-bit quantization process with clustering by the
Lloyd-Max algorithm is shown below.
L1) Sort the initial centroids {cini[1], ..., cinc[28]} in
ascending order and set them as the initial representa-
tive values d[1] < d[2] < - -- < d[25].
L2) Foreveryj; 1 <j <28 — 1, the quantization threshold
t[j] is computed and updated as

1. .
vj T[/']=§(d[i]+d[/'+1]). (11)

Note that 7[0] and t[25] are pre-set to —y and vy,
respectively.
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L3) Foreveryj; 1 <j< 28 the representative value d [7]1s
updated as

. 1
j | = — 12
vj dlj] |5/|s€zsjs’ (12)

where S; £ {s € S|t[j — 1] < s < z[jl}.
L4) Repeat the steps L.2) and L3) until further improvement
in MSE is negligible; then stop.
From the above procedure, the clusters can be formed that
minimize the MSE without bias, achieving the optimal quan-
tization minimizing the MSE distortion.

C. MEMORY USAGE
The number of searches and reference operations of the ref-
erential AMP detector is in order of O(MN) per iteration,
which is naturally the same as the number of double-precision
operations in the AMP-based MUD algorithm. Since it is
difficult to compare memory reads with double-precision
arithmetic operations in terms of computational cost, this arti-
cle additionally evaluates the memory size required to hold
the LUTs. Note that as the LUTs are designed offline, we do
not need to focus on the order of computational complexity
associated with constructing LUTs.

The total memory usage to hold the proposed referential
AMP detector is formulated from the number of two-input
arithmetic operations as

V =9g+ Gy +2Gy, (13)
where

B-2*8 .k,
B-2*8.K - |log, J ],

(14a)
(14b)

> >

Gy
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FIGURE 5. BER performance of the proposed detector for varying designed Es /Ny, where (M’, N’) = (64, 80).

which is similar to that of the SotA method based on the
DDE-aided IB approach [8]. As an example, in the case of
(M’',N’, B) = (64,96, 5), it is possible to realize the AMP-
based MUD with only 307 KB of memory usage and reading
of it.

V. NUMERICAL RESULTS

Computer simulations were conducted to validate the perfor-
mance of the proposed referential AMP detector for uplink
MUD in large MU-MIMO systems. In all subsequent sim-
ulations, the average RX power from each TX antenna was
assumed to be identical on the basis of slow TX power
control, and the time and frequency synchronization were
assumed to be perfect. The modulation scheme was Gray-
coded QPSK, and the channel coding was not utilized. The
MIMO channel H' was assumed to be perfectly estimated
at the BS. To demonstrate the feasibility of the proposed
LUT design in practice, we evaluated the performance under
various channel models. Each model will be described in
detail at the beginning of each subsection, along with the
system parameters.

A. UNCORRELATED RAYLEIGH FADING CHANNELS

Our assessment starts from the BER performance evaluation
in uncorrelated Rayleigh fading channels, where the entries of
H' obey CN (0, 1), which aims at evaluating the fundamental
performance improvement attained by the proposed method
and providing a fair comparison with the SotA alternatives.
Aligned with the same system parameters as those used in [8],
the MIMO configuration was set to (M’, N') = (64, 80) and
(64, 96), respectively, and the number of AMP iterations was
set to constant to K = 16. In the proposed LUT design, the
ASB is not used because the system size, M and N, is large
enough to meet the large-system condition and there is no
spatial correlation among fading coefficients. The histograms
used for DDT were generated using R = 1 x 103 sets of RX
vectors and channel matrices in (9).

Before proceeding to the presentation of simulation
results on comprehensive BER performances, let us offer
a simulation-based analysis focusing on the effect of
E/No designing the LUT on performance. Hereafter, the
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TABLE 1. Optimum values for designed Es /N for each quantization bit in
uncorrelated channels.

B=14 B=5 B=6
(M7, N7) = (64,80) | —6[dB] | —8[dB] | —8[dB]
(M, N7) = (64,96) | —9[dB] | —9[dB] | —11 [dB]

E;/Ny for which the LUT is designed is referred to as
designed Es /Ny, and the E /Ny for which the signal detection
is actually performed is referred to as operated Es/Ny. First
of all, we check to what extent the detection performance of
the referential AMP designed by the proposed DDT-aided
clustering method depends on the designed Eg/Ny. Fig. 5
shows the BER performance of a referential AMP detector
designed by the proposed method with different designed
Es/Np and operated at various Es/Ny. The horizontal axis
shows the designed Es/Ny, and the vertical axis shows the
BER performance. Each curve is depicted for each operated
E¢ /Ny, as shown in the legend.

Intuitively, it would seem that the best performance
is achieved when the designed Es/Ny and the operated
E/No match. However, focusing on the designed Eg /Ny with
the lowest BER for each curve, it does not vary significantly
regardless of the operated Eg/Ny, which indicates that the
number of quantization bits almost determines the designed
E¢/Nyp that achieves the best performance over the entire
E/No range. This is because, since the entire algorithm is
quantized, the effect of the quantization noise accumulated
in the LUTS is quite large, so that at the values of Eg/Ny near
the operating point, the quantization noise is dominant for
AWGN. It is worth noting that similar trends were observed
in cases of correlated channels described below. With these
results, in this article, we use a single set of LUTs which
achieves the best performance over the wide Es/Ny range
when evaluating the performance of the proposed method;
this makes it possible to significantly reduce the memory
usage. Table 1 summarizes optimum values of designed
E/Ny for each number of quantization bits, which is deter-
mined according to the results in Fig. 5.

Our first set of results is given in Fig. 6, where the per-
formances in terms of BER as a function of the E/Ny in
MU-MIMO systems with B € {4, 5, 6} are compared:
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FIGURE 6. BER performance of massive MU-MIMO systems in uncorrelated Rayleigh fading channels.

o Double-precision: AMP-based detector presented in
Alg. 1, which provides a performance reference high-
lighting the harmful effect of coarse quantization.

e EPQ: Conventional referential AMP detector, in which
the LUTs are designed based on the maximal entropy
criterion, i.e., equiprobable quantization (EPQ) [42].

o IB: Conventional referential AMP detector, in which the
LUTs are designed based on the maximal MI criterion,
using DDE-aided sIB algorithm [8], [19].

o DDT: Proposed referential AMP detector, in which the
LUTs are designed based on the proposed method.

The adjusting parameters in “EPQ” and “IB” were set to
the same values as in [8]. For further details about these SotA
alternatives, we refer the reader to [8], [19], and [20].

The results in Fig. 6 clearly demonstrate the efficacy of the
proposed LUT design method in both configurations, espe-
cially in the number of quantization bits is small. In “EPQ,”
the performance deteriorates dramatically for the decrease
in the number of quantization bits B. This is because each
2-to-1 LUT is optimized individually to imitate the original
arithmetic operation with reference to the continuous distri-
bution, and cannot take into account the effect of accumulated
quantization errors according to the multi-layer structure.
In contrast, “IB” can improve the detection performance
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significantly when the number of quantization bits is large,
i.e., B =15 and 6, because the DDE estimates the probability
density function (PDF) of beliefs at each layer, and then
sIB algorithm determines the quantization threshold to maxi-
mize the MI between the quantized beliefs and the estimated
continuous PDF [8]. However, the gap between the distribu-
tion estimated by DDE and the actual distribution of beliefs
propagating inside the referential AMP detector results in a
significant degradation at the operating point with respect
to ““Double-precision.” Specifically, there is about 4.0 dB,
1.5 dB, 3.0 dB, and 1.0 dB degradation at BER = 10~% in
Figs. 6(b), 6(c), 6(e), and 6(f), respectively. In addition, when
the number of quantization bits is small, i.e., B = 4, and the
systems running “IB” method exhibit high-level error floors
due to the mismatch in the PDF.

The most attractive feature is that the proposed method
can reduce the error floor level for B = 4 and approach
the performance of “Double-precision” for B = 5 and 6.
These results indicate that the DDT, which tracks discrete
distributions from actual measurements, is quite effective in
avoiding distribution mismatches and shows the validity of
quantization threshold design by clustering. Notably, in the
case of B = 5, the degradation from ‘“‘Double-precision”
is suppressed to about 1.0 dB at BER = 10~*. When the
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FIGURE 7. BER performance of massive MU-MIMO systems in uncorrelated Rayleigh fading channels at Es/Ny = 0 dB with respect to

the predetermined maximum number of iterations K.

number of quantization bits reaches B = 6, the performance
of “DDT” 1is asymptotic to that of ‘“Double-precision”,
as shown in Figs. 6(c), 6(f).

To gain insight into the convergence behavior of LUT-
based referential AMP detection, we compare in Fig. 7 the
BER performances of “EPQ,” “IB,” and “DDT,” as a func-
tion of the predetermined maximum number of iterations K.
The operated E/Ny is fixed at 0 dB under the conditions
of (M',N’) = (64, 80) and (64, 96), and the other system
parameters are the same as in Fig. 6.

In both configurations, the proposed method “DDT” can
reduce the BER with a much smaller number of iterations
than the conventional methods, “EPQ’ and “IB.” In the
case of B = 4 in Figs. 7(a) and 7(d), due to the poor BER
performances of “EPQ” and “IB’ and the high-level error
floors, it may be difficult to compare the performances in
terms of convergence speed. In contrast, in the results of
B 5 and 6, it can be clearly seen that the convergence
speed of the proposed method is much faster than those of
the conventional methods. More specifically, “DDT” can
achieve BER = 107> within less than K = 6 in all settings
with B = 5 and 6. These results are precise because the DDT-
aided clustering method can design the quantization functions
that accurately capture the discrete distribution of information
actually propagated between 2-to-1 LUTs.

B. ROBUSTNESS TO CORRELATED CHANNELS
In practice, employing a large number of antennas at a BS
leads to spatial correlation among fading coefficients; hence,
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it is vital to confirm that our method works well even in
correlated channels. In addition, it is preferable to be able
to continue to use the same LUT for some changes in chan-
nel model (i.e., communication environments) for practical
use. To evaluate the robustness of the LUT designed by the
proposed method to changes in the wireless communica-
tion channels, in this subsection, we shift our focus to the
BER performance when we use the referential AMP detector
designed in uncorrelated Rayleigh fading channels in corre-
lated channels.

In the following evaluation, results for “IB” are omitted.
This is because due to the nature of DDE, which esti-
mates the distribution assuming independence of the vari-
able, it is impossible to capture the correlation between
beliefs, and sIB algorithm cannot design appropriate quanti-
zation thresholds, resulting in unstable convergence behavior
of iterative detection even if the adjusting parameters are
tuned. Indeed, “IB” is more sensitive to wireless channel
changes than “EPQ.” Also, in addition to the referential
AMP detectors designed with uncorrelated channels as in
Fig. 6, “EPQ” and “DDT,” the referential AMP detector
designed using the proposed method with correlated chan-
nels that actually performs signal detection “DDT (opt.),”
is added for comparison. By comparing “DDT” and “DDT
(opt.),” we can evaluate the impact of the difference between
the channel model for which the LUT is designed and
the channel model for which the referential AMP detec-
tor actually operates, on the performance of the proposed
method.
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FIGURE 8. BER performance of massive MU-MIMO systems in correlated channels following the one-ring model, where (M’, N’) = (32, 96).

1) GEOMETRIC ONE-RING MODEL

In practice, the wireless channels between the BS and the
UE exhibit a small angular spread from the perspective of
the BS, as a result of local scatterers around the UE and the
high placement of the BS antennas [40], [43], [44]. To rep-
resent such a spatial correlation among fading coefficients,
we use the geometrical one-ring model [45], without loss
of generality in (1). Assuming that isotropic scatterers exist
uniformly on the 2-dimensional plane around each UE, the
(i, j) element in the RX spatial correlation matrix of the m'-th
UE ©,, € CV'*N' can be expressed as

1/,nr?/ax

Allﬂm/ ymin expljz (i — j) cos(¥)ld s, (15)

[Ow];; £

which denotes the correlation coefficient between the i-th and
Jj-th RX antenna elements. The antenna element spacing is
fixed to half the wavelength, and waves from the m’-th UE are
assumed to arrive in an angular spread A1, = Yo = 1/fn‘?,i“.
The m’-th column vector of H' is given by

Bt = © 29, vy ~ CNOyr, Iy). (16)

Based on the channel model mentioned above, computer
simulations were conducted. The same system parameters
were used as in Fig. 6 unless otherwise specified. The MU-
MIMO configuration was setto (M’, N') = (32, 96). The pre-
determined parameters in (4) were set to (k1, k2) = (3, DA
A sector antenna with a 120° opening is considered, and the
UEs are randomly and uniformly distributed inside the area.
The angular spread of the RX signal was set to 10°. Let 6, be
the azimuth position of the m’-th UE, and its spatial frequency

4The predetermined parameters (k1, k7) were determined according to [5]
so as to suppress the error floor level of BER performance via preliminary
simulations. These parameters are not very sensitive to changes in system
parameters, and actually this setting has been found to be robust to changes
in antenna configuration and channel models via simulations.
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TABLE 2. Optimum values for designed Es/N, for each quantization bit in
correlated channels following the one-ring model, where
(M, N') = (32, 96).

B=41 B=5 B=6
“DDT” —6 [dB] —12[dB] | —10[dB]
“DDT (opt.)” | —10[dB] | —10[dB] | —10[dB]

is defined as 2,y = & sin(Qm/).5 As in the case of uncorre-
lated channels, the designed Eg/Ny is determined based on
the simulation-based optimization, which is summarized in
Tab. 2 for every quantization bit. The adjusting parameter in
“EPQ” needed to account for the effect of quantization errors
is also hand-optimized.

With that clarified, the BER performances are compared
in Fig. 8. It can be seen that “EPQ” exhibits high-level
error floors and significantly deteriorates from ‘““Double-
precision” due to the adverse effect of individual opti-
mization of each LUT. Even with relatively high-resolution
quantization, i.e., B = 6, in Fig. 8(c), it cannot achieve
BER = 10~* with a reasonable Es/Np. In contrast, the per-
formance of “DDT” is significantly improved as the number
of quantization bits increases, and even for B = 4, it can
reduce the error floor level to below BER = 104, Notably,
the performance degradation from ‘‘Double-precision” at
BER = 10~* is less than 1.0 dB in both Figs. 8(b) and 8(c),
which indicates that the proposed LUT design operates even
in correlated channels and robustly against changes in the
wireless channels.

Another point to discuss is that the performances of
“DDT” asymptotically approach those of “DDT (opt.)” in
which the channel model for which the LUT is designed and
the channel model for which the algorithm runs coincide,
at any number of quantization bits. This is because, with the
assistance of proper TX power control, the discrete distribu-
tions of the RX vectory and channel matrix H are necessarily

SWe enforce a minimum separation in spatial frequency between any two

users for avoiding the excessive interference, where £2,i, = 2'1\7/2}3 [46].
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FIGURE 9. BER performance of massive MU-MIMO systems in correlated channels following the finite path model, where (M’, N’) = (8, 96).

similar based on the law of large numbers. According to the
mechanism of the one-ring model, a large number of paths
arrive in the angular spread at the BS; thus, the entries of y
and H fundamentally (and approximately in practice) follow
a Gaussian distribution in conformity with CLT. In addi-
tion, the internal processing of AMP detector consists only
of scalar-by-scalar operations as shown in Alg. 1; thus,
it is impossible to take into account the correlation between
beliefs across iterations. This is very natural in view of the
fact that the AMP algorithm was designed for large-scale
independent and identically distributed (i.i.d.) measurements
[3]. The feature makes the AMP detector vulnerable to spatial
correlation among fading coefficients; however, it also makes
the referential AMP detector robust to changes in the rich
scattering wireless channels.

2) FINITE PATH MODEL

In the previous subsection, we investigated the scenario
where the Gaussianity is relatively high; however, such a rich
scattering environment cannot always occur in practice. For
example, in Millimeter-wave (mmWave) wireless commu-
nications, where diffraction and scattering rarely occur, the
number of paths arriving at the receiver is limited [47], [48].
To represent such wireless channels, we use the finite path
model [49], [50], without loss of generality of (1). According
to the literature, the channel matrix H is given by a geometric
model with L scatters, where each scatter contributes to a
single propagation path between the BS and the UEs. The
m’-th column vector of H’ can be expressed as

L
4
h',y = Zam’,lamﬂl(a)m/,l),
=1

7)

where a,,y ; is the channel gain along the /-th path of the m/-th

UE. This is obtained from the antenna steering vector
. - T

a@p) 2 [1, 6o, o | (18)
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TABLE 3. Optimum values for designed Es/N, for each quantization bit in
correlated channels following the finite path model, where
(M’,N’) = (8, 96).

B = B = B=6
“DDT” —10[dB] | —10[dB] | —12[dB]
“DDT (opt.)” —6 [dB] —2[dB] 0 [dB]

where w,, | £ sin ¢, With g,y denoting the azimuth
angle of the [-th path of the m’-th UE. The antenna element
space is fixed to half the wavelength.

Based on the channel model mentioned above, computer
simulations were conducted. The same system parameters
were used as in Fig. 8 unless otherwise specified. The MU-
MIMO configuration was set to (M', N') = (8,96). The
predetermined parameters in (4) were set to (k1, k2) = (3, 1).
A sector antenna with a 120° opening is considered. The
number of paths was set to L = 4, and each path gain was set
to ey ~ CN(0, 1) on the basis of slow TX power control
[49], [50]. The designed Es/Ny is summarized in Tab. 3 for
every quantization bit, and the adjusting parameter in “EPQ”
is also hand-optimized.

To gain insight into the behavior of the proposed method
in a poor scattering environment, we compare in Fig. 9
the BER performances. As expected, the performances of
“EPQ” are found to be much worse than those of “Double-
precision,” and exhibit high-level error floors at any quanti-
zation number of bits. In contrast, “DDT”’ can significantly
reduce the error floor level and approach the double-precision
scheme at BER, which indicates that the proposed method can
robustly operate even in poor scattering correlated channels.
However, in the high Es/Ny regime, there are performance
gaps between “DDT” and “DDT (opt.),” especially for B =
4 and 5. This is clearly due to the reduced Gaussianity of
the signal. In the low E/Ny regime, the AWGN ensures the
Gaussianity of the RX signal, while in the high E /Ny regime,
the multiplexed MIMO signal determines the nature of the
signal. In the finite path model, the law of large numbers
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does not work well, making it difficult to design the optimal
threshold in the high E¢/Ny regime.

Based on the above, one can conclude that “DDT”
achieves accurate signal detection at the operating point in
various channel models and that the referential AMP detec-
tor designed using the proposed method is extremely robust
against wireless channel changes.

VI. CONCLUSION

In this paper, we proposed a novel unsupervised learning
approach to design a referential AMP detector based on DDT-
aided clustering method, aiming at the reduction of power
consumption and memory usage for uplink MUD in massive
MU-MIMO systems. The quantization thresholds are sequen-
tially determined from the actual discrete PDF of beliefs in
each layer as measured by DDT, in order to avoid the problem
of mismatch between the estimated PDF and the actual PDF,
which has been a bottleneck in the existing methods. The
threshold design based on the measured discrete PDF uses the
Lloyd-Max algorithm, which overcomes initial value depen-
dence with the k-means++ method, minimizing information
loss when replacing the LUT. The memory usage to hold the
proposed referential AMP detector is similar to that of the
SotA.

In order to numerically study the benefits of the proposed
method, we carried out performance assessments via Monte-
Carlo simulations, revealing the effectiveness of the proposed
method in terms of the BER performance. The results showed
that the referential AMP detector designed by the proposed
method achieves BER performance asymptotically approach-
ing that of the double-precision AMP detector in uncorrelated
channels. Furthermore, it was also found that the referential
AMP detector designed in uncorrelated channels works well
robustly even in correlated channels. These results greatly
contribute to the practical feasibility of low-complexity MUD
via message passing in massive MU-MIMO systems.

Future work includes performance analysis when the num-
ber of quantization bits is varied according to the module and
the depth of layer in the algorithm, assuming the situation that
low-resolution ADCs is used as the first-stage quantizer at the
receiver side, as in the literature [9], [10], [11], [12]. In par-
ticular, when the number of quantization bits of the ADCs
is extremely small (e.g., 1-3 bits), converting the message
passing algorithm (MPA) designed based on quantization
observation [13], [14], [15], [16] to the LUT-based MUD
algorithm by using the proposed method may be considered.
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