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ABSTRACT The unprecedented growth in production and exchange of multimedia over unsecured channels
is overwhelming mathematicians, scientists and engineers to realize secure and efficient cryptographic
algorithms. In this paper, a color image encryption algorithm combining the KAAmap with multiple chaotic
maps is proposed. The proposed algorithm makes full use of Shannon’s ideas of security, such that image
encryption is carried out through bit confusion and diffusion. Confusion is carried out through employing
2 encryption keys. The first key is generated from the 2D Logistic Sine map and a Linear Congruential
Generator, while the second key is generated from the Tent map and the Bernoulli map. Diffusion is
attained through the use of the KAA map. An elaborate mathematical analysis is carried out to showcase the
robustness and efficiency of the proposed algorithm, as well as its resistance to visual, statistical, differential
and brute-force attacks. Moreover, the proposed image encryption algorithm is also shown to successfully
pass all the tests of the NIST SP 800 suite.

INDEX TERMS Chaos theory, image encryption, KAA map.

I. INTRODUCTION
An impressive technological revolutionmaterialized in recent
decades reshaping human lives. This is easily seen in the
advancements in computing, wireless smart devices, the
Internet as well as their interconnectivity through heteroge-
neous 5G networks. Such advancements came hand in hand
with expansive developments in multimedia, where huge
numbers of files are being exchanged every second around the
globe. This has posed security challenges to scientists, mathe-
maticians and engineers, who are now constantly developing
new algorithms to secure the transmission of data between
any two communication entities. For some time, a number of
algorithms were mostly utilized to provide this much needed
security. Those included the Data Encryption Standard (DES)
and its variant, triple DES (3DES), as well as the Advanced
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Encryption Standard (AES). While they did provide security
for a while, they are no longer suitable for the purposes
of image encryption. This is because they have either been
proven susceptible to cryptanalysis or are simply not efficient
algorithms for image encryption. Unlike textual data, images
possess a number of properties that require different encryp-
tion algorithms. For example, high-definition (HD) images
have very high data payloads. Moreover, adjacent pixels in
an image exhibit a very high redundancy and correlation [2].

A review of the literature on image encryption confirms
Shannon’s theory, where a high level of image security can
only be attained through the application of two mutually
independent encryption stages, namely, confusion and diffu-
sion [5]. A confusion stage forces every bit in an encrypted
image to depend on many parts of the key, thus hiding the
connection between the two [32]. While a diffusion stage
introduces an avalanche effect, such that a change of a single
bit in the plain image would result in a change of roughly
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half of all the bits in the encrypted image. The purpose
of diffusion is to eliminate any statistical relationship from
being exhibited between a plain image and its corresponding
encrypted one [35]. It is in the design of those two stages of
encryption where chaotic functions come into play. Chaotic
functions exhibit a number of inherent characteristics that
make their use advantageous in relation to communication
security. Those characteristics include sensitivity to initial
conditions, ergodicity, pseudo-randomness, control parame-
ters and periodicity, to name a few [24]. In general, chaotic
functions are classified either into one-dimensional (1D) or
multi-dimensional (MD). The choice of adopting 1D over
MD chaotic functions for their utilization in image encryption
algorithms is always a matter of trade-off between complex-
ity and security. One-dimensional chaotic functions provide
simple software and hardware implementations at the price of
acceptable security. This makes them ideal for image encryp-
tion applications requiring real-time efficiencies. On the
other hand, MD chaotic functions provide excellent security
but do achieve at the price of more complex designs and
implementations [7].

The utilization of multi-dimensional chaotic maps for the
purposes of image encryption is very well documented in
the literature. For example, the Lorenz system of differential
equations is employed in [3], [18], and [51]. The authors
of [3] use the Lorenz system as the first encryption stage in
a 3-stage encryption process. The other 2 stages involve an
S-box and Rule 30 cellular automaton. The authors of [18]
apply different scan patterns to each of the RGB color
channels of the image to be encrypted. Next, they separate
the Lorenz equations and apply the use of each equation
on a different color channel. In [51], the Lorenz system is
modified, by adding a delay coupling and a mod function,
and employed in a single-stage image encryption algorithm.
Other MD chaotic functions are also found in the literature.
An interesting work is proposed in [6], where the authors uti-
lize a modified Chua’s circuit, which exhibits a hyper-chaotic
behavior, as a pseudo-random number generator (PRNG)
for encryption. In their proposed algorithm, SHA-256 is
employed to generate the initial set of secret keys. The authors
of [34] make use of a 2D Logistic-adjusted-Sine map to carry
out confusion of the RGB pixels, while a single neuron model
is employed to generate the key. Their proposed diffusion
process is based on a hash value of the plain image. In [15],
the authors propose a 3-stage algorithm that incorporates the
use of a Chen hyperchaotic function, in addition to an S-box
and various fractals. The Julia fractal set is utilized to generate
the keys, while the Hilbert fractal is utilized to construct
the S-box.

Many works in the literature showcase algorithms that
combine the use of more than a single 1D or MD chaotic
functions to achieve high levels of image encryption. The
authors of [11] combine the use of the Logistic system with
the hyperchaotic Chen system, in addition to a dynamic
zigzag pattern which depends on the dimensions of the plain
image being encrypted. The idea of utilizing a dynamic key

is also proposed by the authors of [1] who combine the
use of a fractional order chaotic map with elliptic curves.
In [40], the authors employ a composite chaotic map, a staged
Logistic map, as well as a Tent map to generate their primary
encryption key. Then, an Arnold map is utilized to carry out
an image scrambling process. The authors of [23] present an
image encryption algorithmwith a diffusion step that is based
on a Lorenz-Rossler chaotic system, while their confusion
step is based on 2D Logistic maps. In [13], an efficient
algorithm based on hyper-chaos and a vector operation is
proposed. The author of [13] employs a post-processing tech-
nique to a create a key matrix which reduces the required
number of iterations needed for the hyperchaotic system.
The authors of [4], propose a 3-stage image encryption algo-
rithm that makes use of a piece-wise linear chaotic map
(PWLCM), a chaotic-map-based S-box and the logistic map.
The strength of their algorithm emanates from the large pos-
itive Lyapunov exponent of the utilized PWLCM. In [16],
the authors propose a cloud model Fibonacci dynamical sys-
tem. Their proposed system builds upon combining a cloud
model with a Fibonacci sequence and a quantum Logis-
tic 3D map. Next, a matrix convolution operation allows
for the true introduction of bit randomness in the result-
ing encrypted images. The authors of [19] introduce a pool
of chaotic maps, namely, Arnold, Logistic, Henon, Duffing
and Tent maps. Then, based on the properties of the image
to be encrypted, as well as other parameters, one of maps
from the pool would be selected for use. This map is then
employed in combination with DNA sequence operations to
carry out image encryption. Next, a Mandelbrot set based
algorithm is utilized to carry out bit confusion on each of
the RGB channels of the encrypted image. DNA coding is
also utilized by the authors of [41], in combination with
a six-dimensional discrete hyperchaotic system. Their pro-
posed algorithm carries out multiple rounds of diffusion
encryption.

The carried out literature review reveals that many image
encryption algorithms have already been proposed, utiliz-
ing one or more chaotic maps. However, it is clear that
there is a sheer redundancy of the maps being employed,
as well as their combinations. Furthermore, it is clear that
to design algorithms suitable for real-time image encryption
applications, the literature is redundant with algorithms that
either carry out confusion or diffusion, but not both. Thus,
sacrificing security and robustness. In this paper, the main
contributions are as follows:

1) A color image encryption algorithm is proposed, uti-
lizing 2 keys and a combination of 1D and MD chaotic
functions, as well as the KAA map.

2) In order to reach a heightened level of security, the pro-
posed algorithm utilizes both confusion and diffusion,
satisfying Shannon’s theories [5].

3) The proposed algorithm is tested against a number of
visual, statistical and differential attacks, in order to
measure its performance in terms of efficiency, robust-
ness and resistivity to cryptanalysis.
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4) By employing 2 keys and 9 variables, the key space can
be enlarged to 2478, resisting brute-force attacks.

5) The proposed algorithm is shown to pass all the tests of
the NIST SP 800 analysis suite.

The rest of this paper is organized as follows: Section II
provides the preliminary mathematical concepts employed in
the proposed algorithm. Section III describes the methodol-
ogy of the proposed algorithm. Section IV carries out the
performance evaluation and presents the results of the com-
putations in relation to the various visual, statistical, differ-
ential and brute-force analyses. Finally, Section V draws the
conclusions of this paper and suggests some future research
directions.

II. PRELIMINARY OF THE PROPOSED IMAGE
ENCRYPTION ALGORITHM
The proposed image encryption algorithm is based on a
number of chaotic maps and a mathematical transformation.
These are presented next.

A. THE KAA MAP
In physics, symmetry transformations keep physical quanti-
ties invariant [8], [9], [28]. Each symmetry transformation
represents a conserved physical quantity or keeps it invariant.
Two of the traditional symmetry transformations are: First,
the Galilean transformation which is defined as:

r ′
= r + vt

t ′ = t (1)

where r is the position of the particle in an inertial frame
(x, y), r ′ is the transformed position in a new inertial frame
(x ′, y′), v is a constant in which |v| ≪ c is the linear velocity
vector of the new frame, and finally t and t ′ are the invariant
time variables.

The Galilean transformation keeps some physical quanti-
ties invariant. Among them, is the distance1r = r2−r1, that
remains invariant under the transformation in the new frame,
1r ′

= r ′

2 − r ′

1 = 1r = r2 − r1.
Second, the Rotational transformation, which is defined as

r ′
= Rr =

[
cos θ −sin θ

sin θ cos θ

]
r,

t ′ = t, (2)

where θ is a constant rotation angle around the z–axis, for the
frame r = (x, y) to rotate into the frame r ′

= (x ′, y′).
Rotational symmetry transformation also keeps the dis-

tance 1r invariant in the new frame. It keeps the position
distribution of points unchanged as well. Therefore, the com-
bined symmetry transformation, which is

r ′
= Rr + vt

t ′ = t (3)

keeps the distance 1r invariant in the new frame and the
distribution of the positions of particles (in this case, pixels)
is maintained.

In the KAA map model, we introduce the transformation:

r ′
= R(θ (t))r + v(t), (4)

where the rotation angle θ is made time (step) dependant θ (t)
and the linear velocity v is no longer constant but made time
(step) dependant v(t), as well. The θ and v are polynomial
functions that depend on the parameter t . This transformation
destroys completely any symmetry of the group of positions r
in the initial frame after being transformed into the new
frame.

We introduce the KAA map finally as[
y′

x ′

]
=

[[
cos θ −sin θ

sin θ cos θ

] [
y
x

]
+

[
V1
V2

]
× t

]
mod N , (5)

where mod N is used to confine the numbers from 0 to 255
which is the minimum and maximum value a pixel can
attain.

B. THE 2D LOGISTIC SINE MAP
The 2D Logistic Sine Map (LSM) is a 2 dimensional chaotic
map that exhibits excellent chaotic performance because it is
derived from both the Logistic map and the Sine map. In [17],
the output of the Logistic map was fed as the input of the Sine
map and extended to 2D. This results in the mathematical
definition of

xn+1 = sin(πa(yn + 3)xn(1 − xn)) (6)

and

yn+1 = sin(πa(xn + 1 + 3)yn(1 − yn)). (7)

The output are the 2 sequences xn and yn while a is the
control parameter and a ∈ [0, 1]. In this work, the follow-
ing parameters are used to generate the chaotic sequence:
x(1) = 0.3, y(1) = 0.3, and a = 0.9 as in [17]. Using
initial values, their trajectory and Shannon’s entropy [33],
the authors of [17] estimated the chaotic performance of
their 2D LSM. In their work, they provided a trajectory plot
of the 2D LSM (Fig. 1 in [17]), showing randomly distributed
points in the whole phase plane. This translates into the
output of the 2D LSM possessing excellent randomness and
ergodicity properties.

C. THE LINEAR CONGRUENTIAL GENERATOR
The linear congruential generator (LCG) was first published
in 1960 by Thomson and Rotenberg [31]. It is one of the best
PRNGs that provide fast software and hardware implementa-
tions [22]. This is because a LCG requires minimal memory
to retain state. Evidence of the LCG’s statistical superiority as
a PRNG is that a 96-bit LCG is compliant with (i.e. passes)
the most rigorous BigCrush suite [30]. Here, it is used to
generate a sequence of integers from 1 to (m − 1), and is
mathematically defined as

Xn = (aXn−1 + c)mod m, (8)

where a is a control parameter as in [36].
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D. THE BERNOULLI MAP
The Bernoulli chaotic map is a one dimensional chaotic map
that is defined from the range −A to A. It is one example of
strongly chaotic functions that display exponential decay of
correlation to their equilibrium values. Not only is it easy
to compute, but also provides much desired properties of
chaotic behavior needed for image encryption. The Lyapunov
exponent of the Bernoulli map is log2. Being an exact system
(i.e. mixing and ergodic), after only a small number of iter-
ations, the Bernoulli map when applied with 2 different sets
of initial conditions, results in very different trajectories [10].
It is mathematically defined as

x(n+ 1) =

{
(Bx(n)) − A, −A < x < 0,
(Bx(n)) + A, 0 < x < A,

(9)

where the sequence is generated with the following parame-
ters: A = 0.5, B = 1.75 and x(1) = (B×0.25)−A. Therefore,
the range of the generated chaotic system is from −1/2 to
1/2 as in [12].

E. THE TENT MAP
The Tent map is also a chaotic one dimensional map that
displays a good chaotic sequential behaviour. Similar to the
Bernoulli map, it has a Lyapunov exponent of log2 [10], but
unlike the Bernoulli map, the x−correlation function for the
Tent map is δ−correlated. It is mathematically expressed as

x(n+ 1) =

{
C(x(n)), 0 < x < 1/2
C(1 − x(n)), 1/2 < x < 1

(10)

where the sequence is generated with the parameters
C = 1.5 and x(1) = 0.5, as in [39].

III. METHODOLOGY OF THE PROPOSED IMAGE
ENCRYPTION ALGORITHM
A. THE ENCRYPTION ALGORITHM
The proposed image encryption algorithm is implemented
over a number of steps, as follows.

1) A color image of dimensionsN×N , where for example
N = 256, is loaded and color-separated into its 3 RGB
channels.

2) Each channel’s pixels are then shuffled using the
sequence generated from the KAA map, thus inducing
diffusion in the image pixels.

3) Two encryption keys are generated. The first key is gen-
erated using the 2D Sine Logistic Map and the Linear
Congruential Generator. It consists of a 256×256 bits
matrix.

• The floating point output sequences, x and y,
resulting from the 2D Sine Logistic Map are then
converted to 64–bit by utilizing the IEEE–754 dou-
ble precision conversion. The control parameter a
is converted to 64–bit in the same manner. Nev-
ertheless, it is shortened, such that only the first
44 bits are employed.

• Two sequences, L1 and L2, are generated through
the use of the linear congruential generator. These

employ the parameters, respectively: L10 = 3,
538, 644, 446, aL1 = 27, c = 0, m = 252 − 1 and
L20 = 2, 700, 000, aL2 = 37, c = 1,m = 232−1.
The generated integer sequences L1 and L2 are
converted to 52 and 32 bits, respectively.

• Hence, the first key is the concatenation of the bits
of the x, y, a, L1 and L2 which is 64 + 64 + 44 +

52 + 32 resulting in a 256 × 256 bits matrix.
4) Each channel’s shuffled pixels bits are reshaped to

8 × [256 × 256] resulting in 8 sub matrices in each
channel to be XORed with the first key generated in a
bit–by–bit manner.

5) The Bernoulli and the Tent chaotic maps are then
employed to generate the second key. This key is made
up of a 65536 × 8 matrix.

• The decimal number sequence generated from the
Bernoulli map is binarized through a simple deci-
sion rule. This is carried out by setting a threshold
and comparing each element against it. If an ele-
ment is greater than the threshold, it is assigned a
value of 1, otherwise it is assigned a value of 0. The
threshold is set to be 0. Furthermore, the length of
the output bit sequence is 32768 × 8.

• In a similar fashion a bit sequence is obtained from
the Tent map. However, the threshold is set to have
a value of 0.5. The length of the output bit sequence
is 32768 × 8.

• The second key is the concatenation of both
sequences. This generate a 65536 × 8 bit matrix
which is XORed again in a bit–by–bit manner with
each of the RGB channels of the image.

Flow charts illustrating the generation of each of the
encryption keys, as well as the proposed algorithm, are shown
in Fig. 1, Fig. 2 and Fig. 3, respectively.

B. THE DECRYPTION ALGORITHM
The decryption algorithm follows the reverse order of steps
of the encryption algorithm, generating and utilizing the same
set of keys.

FIGURE 1. Flow chart showing the generation of the first encryption key,
based on the 2D LSM and the LCM.

IV. SECURITY ANALYSIS AND NUMERICAL RESULTS
This section provides the computation of the various metrics
utilized to gauge the performance of the proposed image
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FIGURE 2. Flow chart showing the generation of the second encryption
key, based on the Tent and Bernoulli chaotic maps.

FIGURE 3. Flow chart showing the encryption process.

encryption algorithm. A number of images popular in the
image processing community are employed. Those are Lena,
Mandrill and Peppers, all of dimensions 256× 256. Compar-
isons with counterpart algorithms from the literature are also
carried out.

FIGURE 4. Plain lena image.

FIGURE 5. Encrypted lena image.

A. VISUAL AND HISTOGRAM ANALYSES
The first and most simple metric for evaluating any image
encryption algorithm is through an assessment by the human
visual system (HVS). Fig. 4 and Fig. 5 respectively show the
plain and encrypted images of Lena. Fig. 6 and Fig. 7 respec-
tively show the plain and encrypted images ofMandrill, while
Fig. 8 and Fig. 9 respectively show the plain and encrypted
images of Peppers. It is clear that the images in Fig. 5, Fig. 7
and Fig. 9 represent unintelligible data.
The second visual evaluation metric is the image his-

togram. In the context of data encryption, an image his-
togram is a description of the probability density function for
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FIGURE 6. Plain mandrill image.

FIGURE 7. Encrypted mandrill image.

its pixels. A strong encryption scheme appears in the his-
togram as a uniform distribution among an image’s gray
levels, hiding any statistical characteristics in the image. This
can be interpreted in Fig. 10, which proves the difficulty
of information retrieval from encrypted images and thus the
resistance of the proposed encryption algorithm against sta-
tistical attacks.

B. INFORMATION ENTROPY
Information entropy is used as a metric to evaluate an image
based on the randomness of the distribution of its gray pixels.

FIGURE 8. Plain peppers image.

FIGURE 9. Encrypted peppers image.

Equation (11) shows how it is calculated for an image, where
p(mi) represents the probability of occurrence of each symbol
m in the total number ofM symbols in an image.

H (m) =

M∑
i=1

p(mi) log2
1

p(mi)
. (11)

Ideally, for a randomly encrypted gray scale image with
256 symbols, its entropy value would be 8, and is reduced
with less random encryption [48]. This is shown in Table 1,
where information entropy is calculated for each of the RGB
channels of the 3 test images, all exhibiting values greater
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FIGURE 10. Image histogram of plain and encrypted Lena image.

TABLE 1. Entropy values of the RGB channels of different images.

TABLE 2. Comparison of entropy values of the Lena image RGB channels.

than 7.99. A comparison with the literature for this metric is
also provided in Table 2 and Table 3, where a comparable or
superior performance is calculated for our proposed image
encryption algorithm, as an average value, or as a separate
value for each of the RGB channels, respectively.

TABLE 3. Comparison between the entropy values of the Lena image of
the proposed algorithm and different schemes in the literature,
of dimensions 256 × 256.

TABLE 4. MSE and PSNR values of different image RGB channels.

C. MEAN SQUARED ERROR
The Mean Squared Error (MSE) is one of the popular metrics
used for evaluating the error between original and encrypted
images in order to assess the reliability of any encryption
algorithm. It is calculated as shown in (12) by squaring the
difference between the pixel of the plain image P(i,j) and the
encrypted image E(i,j) for allM ×N pixels in the image, then
dividing the total squared error for all pixels by their count.
HigherMSE values indicate better resilience of an encryption
algorithm against statistical attacks.

MSE =

∑M−1
i=0

∑N−1
j=0 (P(i,j) − E(i,j))2

M × N
. (12)

D. PEAK SIGNAL TO NOISE RATIO
Based on the MSE, the Peak Signal to Noise Ratio (PSNR)
is another performance metric that evaluates the quality of
encryption algorithms. As shown in (13), the PSNR is cal-
culated by evaluating the log value of the ratio between
the square of the maximum pixel value Imax to the MSE,
where Imax is ideally equal to 255. Since PSNR and MSE
are inversely proportional, lower PSNR values indicate better
resilience of an encryption algorithm.

PSNR = 10 log
( I2max
MSE

)
. (13)

Table 4 shows the MSE and PSNR results of our proposed
encryption algorithm for different images. In addition, com-
parison with the state of the art literature is given in Table 5
and Table 6 for the MSE and PSNR, respectively. The results
show that our proposed algorithm’s MSE and PSNR values
are superior to [47], comparable to [3], underperforming
those of [20].
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TABLE 5. MSE values comparison of different images.

TABLE 6. PSNR values comparison of different images.

E. CORRELATION COEFFICIENT ANALYSIS
Analysis of correlation coefficient, r , is another metric that is
highly important in evaluating the performance of an encryp-
tion algorithm. The correlation coefficient between 2 pixels
x and y is calculated as shown in (14) to (17); resulting in
a value that varies between −1 and 1. For an encryption
scheme to be resilient against statistical attacks, the correla-
tion coefficient between adjacent pixels in all three directions,
horizontally (H), vertically (V) and diagonally (D), should
be close to zero to indicate no correlation. Otherwise, values
close to −1 indicate strong negative correlation and values
close to 1 indicate strong positive correlation, which make it
feasible for an encrypted image to be exposed by statistical
attacks.

Table 7 clearly shows a strong correlation between the
adjacent pixels of the plain image. On the other hand, from
Table 8, it is clear that adjacent pixels of the encrypted
image have no correlation what so ever, in each of the H, V,
or D directions. These differences in values between Table 7
and Table 8 can be visually confirmed by inspecting the
sub-figures of Fig. 11. It is clear the first 3 sub-figures show
a strong correlation between their pixels, unlike the lack of
correlation in the last 3 sub-figures. The same pixel correla-
tion behavior is also noticed when examining the correlation
plots for each of the separate RGB channels of the Lena
image in Fig. 12, Fig. 13 and Fig. 14. Furthermore, Table 9
and Table 10 show that the computed correlation coefficient
values are comparable to counterpart schemes from the lit-
erature. Finally, Fig. 15 and Fig. 16 provide 3D plots for
the correlation coefficient matrices of the plain and encrypted
Lena images, respectively. While Fig. 15 displays values
concentrated in a diagonal fashion, it is clear that Fig. 16
shows total random distribution of the values.

rxy =
cov(x, y)

√
D(x)

√
D(y)

, (14)

where

cov(x, y) =
1
N

N∑
i=1

(xi − E(x))(yi − E(y)), (15)

D(x) =
1
N

N∑
i=1

(xi − E(x))2, (16)

TABLE 7. Correlation coefficients of adjacent pixels in plain images.
Shown here in 3 directions, horizontal, diagonal and vertical.

TABLE 8. Correlation coefficients of adjacent pixels in encrypted images.
Shown here in 3 directions, horizontal, diagonal and vertical.

and

E(x) =
1
N

N∑
i=1

(xi). (17)

Another interesting manner to examine the correlation
between adjacent pixels is to examine the Fourier Trans-
form of a plain image and its encrypted version. First off,
the Fourier transform of a square image f (i, j) is expressed
mathematically as

F(k, l) =

N−1∑
i=0

N−1∑
j=0

f (i, j)e−i2π (
ki
N +

li
N ), (18)

such that f (a, b) is the image representation in the spatial
domain, with the exponential term being the basis function
that corresponds to each point F(k, l) in the Fourier space.
The basis functions here are the sine and cosine waves with
increasing frequencies. This translates into F(0, 0) being the
DC-component of the image and thus corresponds to average
brightness, while F(N−1,N−1) would represent the highest
frequency. Fig. 17a shows the plain Lena image where the
Fourier transform is applied. It is clear that the center of
the image represents pixels with high correlation, evident
through the plus-sign form in the middle of the image. This is
due to the plain image having special features such as edges
for example. On the other hand, Fig. 17b shows the Fourier
transform applied to an encrypted Lena image, with a rather
uniform distribution of values due to the lack of any special
features. This corresponds to no correlation between adjacent
pixels.

F. KEY SPACE ANALYSIS
In our 2 utilized keys we have a total of 9 variables and
we consider in this paper that the largest machine precision
is 10−16, which leads to our proposed image encryption
algorithm to effectively have a key space that is larger than
109×16

= 10144 ≈ 2478, and achieve theoretical nonvi-
olent cracking [27]. Table 11 compares the achieved key
space of the proposed image encryption algorithm with those
of its counterparts from the literature. It is clear that our
achieved key space is superior to other values in the table,
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FIGURE 11. Correlation coefficient diagram of the plain and encrypted
Lena images.

TABLE 9. Correlation coefficient comparison of plain and encrypted Lena
image colour channels with the literature.

TABLE 10. Correlation coefficients comparison between plain and
encrypted Lena images.

with the exception of the algorithm proposed in [19] which
reportedly has a key space given by (2 × 1015)3 × 102 ×

25665,536×3
≈ ∞.

FIGURE 12. Correlation coefficient diagram of the plain and encrypted
red channel of Lena image.

TABLE 11. Key space values comparison.

G. DIFFERENTIAL ATTACK ANALYSIS
Differential attacks are carried out by introducing small
changes to a plain image, then obtaining the correspond-
ing encrypted image, before and after the said modification.
Next, an attempt to compute the key through data analysis
is carried out. Thus, a secure image encryption algorithm
should allow even the simplest of changes to the plain image
to lead to a tremendous change in the resulting encrypted
image. The 2 metrics that can be best utilized to assess
an image encryption algorithm’s resistance to differential
attacks are the number of pixel changing rate (NPCR) and the
unified average change intensity (UACI). The mathematical
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FIGURE 13. Correlation coefficient diagram of the plain and encrypted
green channel of Lena image.

expression for NPCR is given as

NPCR =

∑
i,j Di,j

M × N
× 100, (19)

where Di,j is given by

Di,j =

{
0 C1(i,j) = C2(i,j)

1 C1(i,j) ̸= C2(i,j).
(20)

The NPCR is a calculation that results in the number of
pixels which are different between a plain and an encrypted
image. The UACI is mathematically expressed as

UACI =
1

M × N

∑
i,j

C1(i,j) − C2(i,j)

255
, (21)

where C1(i,j) and C2(i,j) are 2 images of dimensions M × N .
It is a calculation that reflects the difference in the average
intensity between a plain and an encrypted image. Table 12
and Table 13 provide the achieved NPCR and UACI values
of the Lena image. As shown, the achieved NPCR values
are all above 99%. However, while the UACI should be
about 33.35%, a few of the values are close enough but not
exactly that percentage. Moreover, the achieved results are
comparable to those resulting from counterpart algorithms
from the literature.

FIGURE 14. Correlation coefficient diagram of the plain and encrypted
blue channel of Lena image.

FIGURE 15. 3D plot of the correlation coefficient matrix of the plain Lena
image.

TABLE 12. NPCR values for the RGB channels of the Lena image.

H. MEAN ABSOLUTE ERROR
The Mean Absolute Error (MAE) is another metric that is
utilized to evaluate how an encryption algorithm performs
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FIGURE 16. 3D plot of the correlation coefficient matrix of the encrypted
Lena image.

TABLE 13. UACI values for the RGB channels of the Lena image.

TABLE 14. MAE values comparison of different images.

against differential attacks. The MAE measures the average
difference between a pixel of the plain image P(i,j) and that of
its encrypted version E(i,j) for all M × N pixels in an image.
It is mathematically expressed as

MAE =
1

M × N

M−1∑
i=0

N−1∑
j=0

P(i,j) − E(i,j). (22)

The higher the value of the MAE the more the proposed
encryption algorithm would be robust to differential attacks.
Table 14 shows how our computed MAE values compare to
those of counterpart schemes. It is clear that our MAE values
are lower bounded by those of [21] and upper bounded by
those of [20].

I. ENCRYPTION TIME ANALYSIS
We use the time needed for encryption as a measure of
the complexity of the proposed algorithm, as well as its
suitability for utilization in real time applications. Table 15
shows the encryption time of 3 images having dimensions
of 256 × 256, while Table 16 provides an encryption
time comparison among the proposed algorithm and its
counterparts from the literature. Our proposed algorithm’s
encryption time is low compared to [16], and [44], high

FIGURE 17. Fourier transform of the plain and encrypted Lena images.

TABLE 15. Encryption time of the proposed algorithm for various images.

compared to [4], [49], and [14] while similar to [3]. However,
it is important to note that the provided encryption times
in Table 16 are achieved utilizing machines with different
processing powers and memories.
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TABLE 16. Encryption time comparison of the Lena image.

TABLE 17. NIST analysis on the RGB color channels of an encrypted Lena
image.

J. THE NATIONAL INSTITUTE OF STANDARDS AND
TECHNOLOGY ANALYSIS
One good measure of randomness in encrypted images
is that introduced by the National Institute of Standards
and Technology (NIST), commonly known as the NIST SP
800 analysis. The NIST analysis is a suite of tests carried
out on a bitstream to check for its behavior as a PRNG.
For a bitstream to pass each of those tests its probability,
or p−value should be greater than 0.01. Here, we test a
lengthy sequence of bits, obtained from the concatenation
of the rows of a large encrypted image, using our proposed
algorithm, and prove that the bit sequence does in fact pass
the NIST analysis. For illustration purposes, we display
the results of a NIST analysis in Table 17, as carried out
on each of the RGB color channels of a Lena image of
dimensions 256 × 256. It is clear that all of the values in
Table 17 are greater than 0.01, showcasing the success of
the proposed image encryption algorithm at passing the NIST
analysis.

V. CONCLUSION AND FUTURE WORKS
In this paper, we proposed a color image encryption algo-
rithm based on a number of chaotic maps, as well as
the derived KAA map. The various maps were utilized to
implement Shannon’s ideas of confusion and diffusion for
better cryptographic security. The performance of the pro-
posed algorithm was evaluated using various metrics, includ-
ing a visual comparison, a histogram analysis, information
entropy, MSE, PSNR, a correlation coefficient analysis,
a differential attack analysis (including NPCR, UACI, MAE),
a key space analysis, an execution time analysis, as well as a

NIST analysis. The outcome of the various conducted anal-
yses showcase the ability of the proposed image encryption
algorithm to withstand various cryptanalytic attacks, includ-
ing visual, statistical, differential and brute-force attacks.
Finally, upon comparing the values of the various metrics of
the proposed algorithm, it was shown to exhibit a comparable
or superior performance when compared to those computed
for its counterparts from the literature. Superior performance
is especially exemplified both by the near-null pixel correla-
tion coefficients of the encrypted images as well as the very
large key space.
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