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ABSTRACT In the application of medium and long-term runoff forecasting, machine learning has some
problems, such as high learning cost, limited computing cost, and difficulty in satisfying statistical data
assumptions in some regions, leading to difficulty in popularization in the hydrology industry. In the case
of a few data, it is one of the ways to solve the problem to analyze the data characteristics consistency.
This paper analyzes the statistical hypothesis of machine learning and runoff data characteristics such as
periodicity and mutation. Aiming at the effect of data characteristics inconsistency on three representative
machine learning models (multiple linear regression, random forest, back propagation neural network),
a simple correction/improvement method suitable for engineering was proposed. The model results were
verified in the Danjiangkou area, China. The results show that the errors of the three models have the same
distribution as the periodic characteristics of the runoff periods, and the correction/improvement based on
periodicity and mutation characteristics can improve the forecasting accuracy of the three models. The back
propagation neural network model is most sensitive to the data characteristics consistency.

INDEX TERMS Danjiangkou reservoir, data characteristics consistency, machine learning, medium and
long-term runoff forecasting, mutation, characteristics, periodicity characteristics.

I. INTRODUCTION
Medium and long-term runoff forecasting is a quantitative or
qualitative analysis of the state of runoff in a certain period in
the future based on the available information (tested or ana-
lyzed information). It is one of the essential bases for national
economic and social development scientific planning. It has
a high demand in flood and drought prevention, reservoir
scheduling, hydropower plant operation and shipping man-
agement. The medium and long-term runoff forecasting is the
primary reference and vital link to full use of water resources,
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realizing the optimal operation of reservoirs and bringing into
play the economic benefits of power stations.

There are limitations of natural phenomena. In medium
and long-term runoff processes, the prediction period of river
flood forecasting cannot exceed the propagation time of river
flood waves, and the prediction period of rainfall-runoff
forecasting cannot exceed the basin confluence time. How-
ever, most short-term runoff forecasting methods mainly
deduce through solid causality. These causal relationships do
not work well over more extended periods. Therefore, the
medium and long-term process of runoff is not a simple com-
bination of multiple short-term processes. Consequently, it is
challenging to meet the application requirements by apply-
ing traditional physically driven methods (e.g., short-term
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runoff forecasting methods) to solve the medium and long-
term runoff forecasting problems because of the low accu-
racy of the results. At this time, data-driven strategies (such
as machine learning) weakened the physical relationship
between factors represented and came into the limelight.

Machine learning algorithms belong to the algorithmic
model in the data-driven model. Data-driven models are
mainly based on statistics, which start from initial data or
observations and apply heuristic rules to find and estab-
lish relationships between interior characteristics to discover
some theorems or laws. The algorithms consider that the data
generation process is so complex and unknown that it is chal-
lenging to establish mathematical or physical relationships.
Therefore, the constructed algorithms are always tricky to
explain the reasons.

Machine learning methods have received attention from
scholars researching medium and long-term runoff fore-
casting since their introduction. Among them, neural net-
works [1], Support Vector Machine (SVM) [2], Random
Forest (RF) [3], and aggregation algorithms [4] have been
used in flood analysis and simulation for a long time. These
methods are effective, but it has been found that there are
many limitations to the method. At this time, the improve-
ment of the algorithm and the integration with other methods
become the focus. Such as combining traditional hydrological
models like the Xin’an Jiang model [5] or improving based
on an intelligent algorithm like Particle Swarm Optimization
(PSO) [6].

With the maturity of deep learning techniques, machine
learning methods have higher performance. Deep learn-
ing models represented by Convolutional Network and
Temporal Network are analyzed in space and time, respec-
tively, improving performance significantly. Wavelet Cou-
pled Neural Network (WNN) [7], Long Short-Term Memory
(LSTM) [8], Deep Belief Network (DBN) [9], and Extreme
Learning Machine Algorithm (ELM) [10] and other models
have good accuracy in the study of rainfall-runoff relationship
and climate factor-rainfall relationship.

Although the accuracy of the machine learning model is
getting higher and higher in medium and long-term runoff
forecasting, there are still some things that could be improved
at the application level. First, although deep learning has
high precision, it requires workers with a particular computer
foundation to master it. Current machine learning models
cannot co-model and learn between rivers with wide gaps,
which requires high learning costs. Secondly, hydrologists
need to be responsible for the result of runoff forecasting.
However, the results of machine learning models cannot
be fully trusted and only serve as a reference because of
no interpretability, so the computational cost provided by
machine learning is relatively limited. Finally, some non-
key rivers have less data, which is challenging to meet the
statistical hypothesis of the data of high-precision machine
learning. Therefore, regarding runoff forecasting, the amount
of computation and accuracy of machine learning models
should match the amount of data and demand. However,

the current trend in research is to apply better and more
complexmodels to solve problems. Researchers are primarily
concerned with the structure and performance of models so
that everyone wants to do the model work rather than the
data [11]. In cases where the data type is insufficient to
provide sufficient information, they lack a systematic under-
standing of the consistency of invisible, trying, and taken-for-
granted data characteristics in machine learning, leading to
ambiguous data characteristics and, thus, a learning process
with deviation. At this point, data characteristics consistency
is essential.

Therefore, this paper analyses whether the runoff sequence
meets the data characteristics consistency regarding period-
icity and mutation. Then analyze the influence of differ-
ent runoff characteristics on the simulation results of three
machine learning models (multiple linear regression, random
forest, and back propagation neural network). Finally, the
results of the machine learning model are improved and com-
pared by periodic characteristics and mutation characteristics
to show the impact of inconsistent data characteristics on the
medium and long-term runoff forecasting based on machine
learning. This study aims at alerting researchers to incon-
sistencies in data characteristics on medium and long-term
runoff forecasting and provides a simplemodificationmethod
to provide a data-driven reference for runoff forecasting in the
absence of data.

II. METHODOLOGY
A. DATA CHARACTERISTICS CONSISTENCY
1) STATISTICAL HYPOTHESIS OF MACHINE LEARNING
To some extent, machine learning has solved the difficulty of
getting analytical solutions when hydrological process simu-
lation occurs. The traditional paradigm of machine learning
research can be defined as follows [12]:

f ∗
= argminfθ∈F {ED [l (fθ (x) , y)] + λp (fθ )} (1)

where D =
{
xi, yi

}
is a dataset; f ∗

: x → y is a possibly
existed mapping; argmin is an optimization algorithm; F is a
hypothetical space; l is a loss function; p is a regularizer; fθ
is a function in F with parameter θ .
An excellent machine learning model has the best loss

function, optimization algorithm, complete data, regular
term, reasonable assumption space. So, the model’s applica-
bility should consider these five points, not just the structure
and parameters. This paper focuses on the machine learning
model in the big data environment, which attempts to simulate
all cases of functions by fitting them to the data. A prerequi-
site to achieving this goal is to satisfy the statistical hypothesis
of the data on machine learning, that is, the independence
hypothesis on loss function, the large capacity hypothesis
on hypothetical spaces, and the completeness hypothesis
on training data. Under these hypotheses, machine learning
models will assume that the sample data are large enough
and good enough to cover a variety of extreme cases and that
there is enough information for all characteristic changes to
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be simulated. So, the more complex machine learning models
will always be based on big data.

2) RUNOFF DATA CHARACTERISTICS
These hypotheses are not entirely valid in the current research
on medium and long-term runoff forecasting. We cannot
observe the complete life cycle of rainfall runoff, making the
class distribution imbalanced and partial data available. Com-
pared with the whole life cycle of runoff, the data sequence
is short. Small samples make the frequency and weight of
various characteristics not necessarily conform to the general
law, leading to data characteristics often being unbalanced.

On the other hand, runoff data are easily disturbed. Due to
climate change or human intervention, the runoff process’s
environmental characteristics are prone to change, and the
data characteristics are very likely to vary significantly. The
naturally recorded/collected data are guaranteed to be neither
from the same distribution nor independent of each other in
different times and spaces, resulting in data heterogeneity.
Due to the particularity of medium and long-term runoff
process data, it is challenging to label many labels like image
recognition so that the data are accurate.

Therefore, small sample data will be most input in the
current learning of medium and long-term runoff. It is com-
mon for data series to be distributed in a different distribu-
tion on medium and long-term runoff forecasting. Different
distributions can easily lead to the instability of eigenvalues
in machine learning. The model itself finds this situation
challenging because of insufficient data. This effect caused
by the inconsistency of data characteristics is difficult to solve
by the improved algorithm, so it needs to be analyzed from
the characteristics of the data itself.

3) PERIODICITY AND MUTATION
Periodicity and mutation are the common cases of incon-
sistent data characteristics in runoff series. These two situa-
tions are sometimes tricky to mined by the machine learning
model. Periodicity is the expression of long-term cyclic fluc-
tuations in the response area and is one of the main character-
istics of runoff evolution. The mutation is the appearance of
discontinuous jumps in the form of changes in the sequence,
usually caused by hydrological series subjected to changes in
the substratum and climate change [13]. Periodicity analysis
often utilizes wavelet analysis, and mutation analysis uses the
M-K test.

Wavelet analysis [14] is a non-smooth time sequence anal-
ysis method that can analyze the multi-timescale resolution
characteristics and the variation characteristics of hydrologi-
cal elements by identifying the period. The main contents of
wavelet analysis are wavelet function and wavelet transform.
The wavelet coefficients are obtained by wavelet transforma-
tion, and they can reflect the periodic transformation charac-
teristics of the wavelet function. The medium and long-term
runoff process belongs to the non-stationary time sequence
and multi-time scale structure, and it has the elements of

randomness and regionality. The characteristics match well
with the aspects of a wavelet function, so it is often used to
obtain the periodic characteristics of hydrologic sequence.

Mann-Kendall (M-K) test [15] is a nonparametric test
method recommended by the World Meteorological Organi-
zation and is widely used in mutation research. It is one of the
trend analysis methods of runoff time sequence [16]. Once
proposed, this method has been respected by many scholars
and is widely used to analyze the runoff trend, temperature,
precipitation, and water quality. A nonparametric M-K muta-
tion test does not require the analysis of samples to obey a
specific distribution. It is also not disturbed by other outliers,
so it is often used in hydrology.

B. MODEL UPDATING METHOD
1) MACHINE LEARNING ALGORITHM
Multiple linear regression (MLR) algorithm [17] can be used
to study the quantitative linear statistical relationship between
multiple predictors and predictors. After mastering a certain
amount of hydrometeorological data, the regression model
can obtain the closeness of the relationship between objective
variables and the structural state. Assuming that the predictor
is Y and the set of predictors is X, the linear regression
modulus is:

Y = Xβ + ε (2)

where:

Y =


y1
y2
...

yn

 ; X =


1x11x12· · ·x1m
1x21x21· · ·x2m
...

1xn1xn1 · · · xnm

 ,

β =


β0
β1
β2
...

βm

 ; ε =


ε1
ε2
...

εn

 (3)

Where n is the sample size, that is, the series length of the
forecasting quantity Y; m is the number of factors; β is the
forecasting factor coefficient, estimated by the least square
method; ε is a random error.

The MLR algorithm is the most basic and straightforward
in multiple regression analysis. Forecasting or estimating by
the algorithm is more effective and practical than a single
variable. However, the choice of factor and the expression
of the factor is only a conjecture. The interpretation of the
relationship between the data is often different from person to
person, and different analysts will get different conclusions.
Because the MLR algorithm has the characteristics of fast
modeling speed and simple calculation in the case of a large
amount of data, the algorithm’s result is a reference result that
can be quickly obtained.

The random forest (RF) algorithm [18] is a classification
algorithm to create a forest by random sampling. Its essence
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FIGURE 1. Schematic diagram of RF algorithm.

FIGURE 2. Schematic diagram of BPNN algorithm.

is a classifier combination method combining bagging inte-
grated learning theory and decision tree classification. Where
bagging is used to generate multiple classifiers/models that
independently learn and make predictions, the decision tree
makes decisions based on a series of questions about eigen-
values. Schematic diagram of RF algorithm is shown in
Figure 1.

As a classification regression intelligence algorithm, the
RF algorithm can process the data of higher dimensions,
effectively fit the correlation between related variables with-
out feature selection, and the model can still be trained
efficiently when the characteristic dimension of the sample
is very high. However, in some noisy sample sets, the RF
algorithm easily falls into overfitting. Due to its high effi-
ciency and ease of use, the RF algorithm is widely used in
hydrological forecasting.

The back propagation neural network (BPNN) algo-
rithm [19] is one ofmany artificial neural network algorithms.
The BPNN’s learning process consists of forward and back-
ward propagation. In the forward propagation process, the
state of neurons in each layer only affects neurons in the next
layer. When the desired output layer cannot get the expected
output, the reverse propagation process will be transferred.
The error signal will be returned to modify the connection
weight of neurons in each layer, and the signal will result
forward again. When the error reaches expectations, the net-
work’s learning process ends. Schematic diagram of BPNN
algorithm is shown in Figure 2.

The BPNN algorithm has strong nonlinear mapping ability
and is particularly suitable for solving problemswith complex
internal mechanisms. BP neural network has a high degree of
self-learning and adaptive ability. During training, it can auto-
matically extract the output and ’’reasonable rules’’ between
the output data by learning and adaptively remembering the
learned content in the weight of the network. However, the BP
algorithm is a local search optimization method to solve the

extreme global value of the complex nonlinear function. The
algorithm will likely fall into the local extreme value, causing
the training failure. The ability of network approximation and
generalization is closely related to the typicality of learning
samples, so selecting typical sample samples from the prob-
lems to form training sets is challenging.

MLR, RF, and BPNN are representative algorithms in
machine learning. They have simple models, fast calculation
speed, low learning cost and are suitable for non-computer
practitioners. The three algorithms are data-driven and do
not apply too much physical meaning of data, so they are
complementary to the traditional physically-driven hydro-
logical forecasting model. The three algorithms are the
fundamental algorithms of machine learning and have high
scalability. Therefore, this paper selects these three algo-
rithms for improvement and comparison to research the effect
of data characteristics inconsistency on medium and long-
term runoff forecasting by machine learning.

2) IMPROVEMENT METHODS OF THE MODEL
In order to objectively evaluate the accuracy of the forecasting
model, this paper uses the mean absolute percentage error
(MAPE) value to test the accuracy of forecasting models
to reflect the model’s applicability to the long-term runoff
forecasting of Danjiangkou Reservoir.

When the sequence has a periodic or mutation characteris-
tics, it represents a change in the characteristics of the runoff
on the scale of time. When the sequence has a periodicity or
mutation characteristics, it represents a change in the runoff
characteristics. It is hard to know whether machine learning
models have found the effect of these characteristics. How-
ever, modifying the sequence according to its periodicity or
mutation might be an excellent decision.

Periodic characteristics are mainly the result of some large-
scale factors. If there are extensive periods, the data sequence
length may be only a few cycles, so that the volatility of the
cycle is not enough to cause the model’s attention, but also
makes the results not conform to the periodic analysis. The
simulation results of machine learning are corrected based
on the periodic analysis. The forecasting results are divided
into different sets according to different periods, and the
correction values are increased or decreased respectively so
that the mean MAPE value of the set is the smallest, that is,

y = min
1
n

∑n

i=1
ki = min

1
n

∑n

i=1

∣∣∣∣ (Pi + x)−Oi
Oi

∣∣∣∣ (4)

where y represents mean value of MAPE of different sets;
ki is the modified value of element i in different sets; n is
the number of elements of different sets; Oi represents the
measured value of element i; Pi represents the forecasting
value of the first factor, x is correction values.
The mutation is runoff characteristics have undergone

more severe changes, that is, the sequence has multiple dif-
ferent characteristics of the stage, so the treatment method
is divided runoff sequence into multiple segments, then ana-
lyzed separately.
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III. STUDY AREA AND DATA
A. STUDY AREA
Danjiangkou Reservoir is the water source of China’s South-
to-North Water Diversion Project and a national-level water
conservation area. The control area of the reservoir is in the
middle and upper reaches of Han River in China, at 110◦ E
and 30◦ N. The control basin area is 95,200 km2, accounting
for about 60% of the total basin area of Han River. The
average annual runoff of the Danjiangkou Reservoir control
area is 37.9 billion m3, accounting for about 75% of the total
annual runoff of the Han River.

The control area of Danjiangkou Reservoir belongs to
the East Asian subtropical monsoon climate zone, which is
mainly influenced by the cold high pressure of the Eurasian
continent in winter and the western Pacific subtropical high
pressure in summer. Precipitation in the reservoir mainly
comes from two warm and humid air currents from the south-
east and southwest. Precipitation distribution during the year
is not uniform.

Danjiangkou Reservoir is mainly divided into two phases
to complete the construction. The initial project was com-
pleted in 1973, with a standard storage level of 157 m and a
storage capacity of 17.45 billion m3. The dam-raising project
started in 2005 and was completed in 2012. After the rise,
the standard storage level was raised to 170 m, the reservoir
capacity increased to 29.05 billion m3, and the total reservoir
capacity increased to 33.91 billion m3. The main task of
Danjiangkou Water Conservancy Hub is water supply and
flood control, and the secondary task is power generation and
shipping.

B. DATA SOURCES
The primary data applied in this paper are runoff sequence
and atmospheric circulation factors. The runoff sequence
is a month-by-month runoff sequence of the Danjiangkou
inlet from 1969 to 2017. The main influencing factor is the
Huanglongtan hydropower station, which is regulated in the
upstream season of the reservoir. The runoff sequence data
were provided by the Hydrological Bureau of Changjiang
Water Resources Commission of The Ministry of Water
Resources, China. There are 130 atmospheric circulation fac-
tors, including 88 atmospheric circulation indices, 26 SST
indices, and 16 other indices such as cold air, typhoon num-
ber, and Southern Oscillation index, covering the period from
1968 to 2011. After eliminating the missing items, 97 mete-
orological factors were selected. The weather factor index
data were provided by the National Climate Center of China
(http://data.cma.cn/).

IV. RESULTS
A. ANALYSIS OF RUNOFF DATA FEATURE
INCONSISTENCY
1) PERIODICITY
The Morlet wavelet [14] is used to transform the inflow
runoff sequence of Danjiangkou Reservoir. The variation

FIGURE 3. Schematic diagram of the Danjiangkou Reservoir control area.

characteristics of the inflow runoff are displayed in the
wavelet transform domain and are characterized by the real
number part coefficient of the wavelet transform. The fluc-
tuation surface reflected in the wavelet transform domain is
projected to the (a − b) plane in the form of contour lines.
The real number part of Wf (a, b) reflects the size. The pos-
itive and negative values of Wf (a, b) reflect the excessive
water and less water in the runoff. The alternation of peaks
and valleys corresponds to the changes in the runoff. The
wavelet variance diagram reflects the distribution of fluctu-
ation energy of runoff time sequence with scale a, which
is used to determine the main period existing in the runoff
evolution process. Draw runoff sequence of Danjiangkou
Reservoir,Wf (a, b) real-time frequency diagram and wavelet
variance Var (a) curve of annual runoff, as shown in Figure 4.
It can be seen from the Figure 4 that the annual inflow

runoff of Danjiangkou Reservoir mainly shows the period-
icity oscillation and variation characteristics of the two-time
scales of 6-8 years and 19-22 years. The first peak value of
the inflow runoff sequence is about 20 years, indicating that
the periodicity oscillation around 20 years is the strongest, the
first cycle of annual runoff cycle change, namely the primary
cycle. The second peak value is about eight years, indicating
that the periodicity oscillation of about eight years is sub-
strong, which is a small periodicity oscillation. The oscil-
lation frequency has been more intense over the years, and
it is the second principal period of annual runoff periodicity
change.

Related studies have shown that for the same hydrological
sequence, the period value will change when intercepting
different sequence lengths for wavelet analysis [20], and
the period results identified by choosing different pairs of
wavelet functions to vary. According to the conclusion of the
Morlet wavelet cycle analysis and the actual situation, the
inflow runoff in Danjiangkou Reservoir can be divided into
22-year cycles, as shown in Figure 5.
Combined with Figure 5, the statistical data for every

11 years shows that the Danjiangkou Reservoir runoff
sequence has alternating oscillations above and below
the mean value for about 11 years, showing a trend of
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FIGURE 4. Wavelet analysis results of runoff data series in Danjiangkou
Reservoir.

FIGURE 5. Period distribution of inflow runoff of Danjiangkou Reservoir.

’’less - more - less - more.’’ Based on the cyclical character-
istics, the runoff from Danjiangkou Reservoir can be divided
into 11 years, which are called Multi-water Period and the
Low-water Period. Characteristics table of quasi-periodic
oscillation of annual runoff from Danjiangkou Reservoir is
formed in Table 1.

Danjiangkou Reservoir inflow runoff sequence about the
cycle and each period in the annual inflow is further analyzed
and counted. The annual runoff was compared with the mean

TABLE 1. Characteristics table of quasi-periodic oscillation of annual
runoff from Danjiangkou Reservoir.

FIGURE 6. M-K statistic curve of annual runoff in Danjiangkou Reservoir.

annual runoff, andWet Year, Normal Year, and Dry Year were
divided according to the amount of water. The number of
different types of years in each cycle is as follows:

In the Multi-water Period, the number of Wet Years is
more than that of Dry Years and Normal Years. During
1969 ∼ 1979, only one continuous two years of Dry Years
occurred, but the magnitude is small, so it is considered
abnormal. The proportion of Wet Years is less than that of
Dry Years from 2002 to 2012. However, the water departure
of Wet Years is more extensive, and the absolute value of the
water departure of Dry Years is smaller, which can also better
reflect the characteristics of the Multi-water Period. During
the Low-water Period, the proportion of Dry Years is more
significant than that of Wet Years and Normal Years, and no
consecutive Wet Years have occurred.

2) MUTATION
The nonparametric M-K test method was used to identify
and analyze the mutation of inflow runoff of Danjiangkou
Reservoir from 1969 to 2015. When α = 0.05, the critical
valueU0.05 = ±1.96, and the M-K statistical curve of annual
runoff in Danjiangkou Reservoir is shown in Figure 6.
It can be seen from Figure 6 that UFk and UBk have three

points of intersection, so there are three mutation points in
the annual runoff sequence of Danjiangkou Reservoir during
1956 - 2017, which are 1990, 2008, and 2012, respectively,
which is consistent with the construction and elevation time
of reservoir engineering.

B. RESULTS OF MACHINE LEARNING
1) FACTOR SCREENING
The screening of forecasting factors is the basis of long-term
runoff forecasting using machine learning, and a subset of
compact and informative inputs can significantly enhance
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the model performance [21]. Mathematical statistics anal-
ysis is one of the main methods of factor screening, and
the single-factor correlation coefficient method effectively
measures the correlation between the two variables, which is
widely used [22].

The screening of forecasting factors is based on 97 mete-
orological factors. The single-factor correlation coefficient
method sets the confidence level. The correlation between
monthly runoff in 39 years from 1969 to 2017 and
meteorological factors in the previous year is analyzed.
According to the screening principle, five positive and five
negative correlation factors with the highest absolute correla-
tion coefficient value each month are selected as the selected
factors. The primary screening principle is as follows:

(a) Selected factors selected must be prominent relevant
factors;

(b) Each selected correlation factor appears at most once
per month;

(c) The factors of the samemonth in the previous year were
selected up to five times each month.

2) FORECASTING RESULTS AND ERROR ANALYSIS WITHOUT
CORRECTION
The model sets 1969 - 2007 as the Training Period and 2008
- 2017 as the Forecasting Period.

The MLR model for medium and long-term runoff fore-
casting of inflow runoff in Danjiangkou Reservoir is estab-
lished using the formula between the selected factor and
inflow runoff. The parameters are calibrated according to the
periodic fitting of the model rate. The F-test and the multiple
correlation coefficient R-test are used to determine the fitting
the ten selected factors situation., Each month’s β value and
β0 are determined and the factors of elimination take β is 0.
The calculation formula of the multivariate linear regression
model for medium and long-term runoff forecasting in Dan-
jiangkou Reservoir is as follows:

y = β0 +

∑10

i=1
Xiβi (5)

A RF model for medium and long-term forecasting of inflow
runoff in Danjiangkou Reservoir is established. The model
takes the selected factor as the input of the model and realizes
the model forecasting through the random forest toolbox of
MATLAB. The number of sub-forecasting modelsM is set to
6000, and the number of variables N selected for regression
tree node division is set to 2000.

A BPNN model for medium and long-term runoff fore-
casting of Danjiangkou Reservoir is established. According
to the screening of forecasting factors, it is determined that
the input layer n is 10, the hidden layer is 2n + 2, and the
output layer is 1. The activation function selects the S-type
function and assigns a random number in the interval (−1, 1)
to each connection weight. The target value error ε and the
maximum learning number M are given, where ε = 0.05,
the learning rate λ = 0.1, and the maximum learning number
M = 5000.

FIGURE 7. Training results obtained using different models without
correction.

FIGURE 8. Forecasting results obtained using different models without
correction.

TABLE 2. The number of different types of years in each cycle.

Through the three methods, the training results and fore-
casting results of inflow runoff of Danjiangkou Reservoir are
shown in Figure 7 and Figure 8.
According to Figure 7 and Figure 8, MAPE values of each

month in the Training Period and the Forecasting Period are
calculated, and the results are shown in Table 3.

It can be seen from Table 3. that the overall forecasting
results in the Training Period are better than those in the
verification period, but the forecasting results are not ideal.
For each month in the Training Period, the effects of the three
models are relatively sound from January to April and poor
from August to November. In the Forecasting Period, the best
months are January, February, June, and December, followed
by May and April, and the months with poor forecasting
results are between July and October. The overall forecasting
results of the non-flood season are better than those of the
flood season, which also shows the influence of more water
and less water on the model. Comparing the three machine
learning models, BPNN has the best effect in the Training
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TABLE 3. MAPE of different models using different models without
correction.

TABLE 4. Statistical table of error per cycle.

Period, and RF has the best effect in the Forecasting Period.
However, generally, it does not meet the accuracy require-
ments of engineering forecasting.

3) CORRECTION BY PERIODIC CHARACTERISTICS
The inflow runoff of Danjiangkou Reservoir has the alternate
phenomenon between Multi-water Period and Low-water
Period, and its cycle is 11 years, which makes the runoff
in each cycle have a strong tendency to wet or dry. The
error of inflow runoff forecasting of Danjiangkou Reservoir
is calculated according to the periodicity law, and the results
are shown in Table 4.

It can be seen from Table 4 that the forecasting values of
the three models have apparent positive and negative differ-
ences under different cycles. This phenomenon shows that the
forecasting results of the threemodels are less in the rainy sea-
son and more in the rainy season. The forecasting deviation
and dry and wet characteristics show significant regularity
changes. Therefore, it has specific theoretical feasibility to
amend the forecasting results in different periods.

The annual runoff simulation results of the threemodels are
modified based on the periodic characteristics. The forecast-
ing results of the Training Period are divided into sets accord-
ing to different months, periods (Multi-water Period and
Low-water Period), and years (wet year, normal year, and dry
year). The correction values of medium and long-term runoff
forecasting based on periodicity are obtained according to the
formula. Correction values of periodic characterization are
shown in Table 5.

The forecasting results of machine learning are added with
the correction value. Training results using different models
based on the correction by periodic characteristics are shown
in Figure 9. Forecasting results using different models based
on the correction by periodic characteristics are shown in

TABLE 5. Correction values of periodic characterization.

FIGURE 9. Training results obtained using different models based on the
correction by periodic characteristics.

FIGURE 10. Forecasting results obtained using different models based on
the correction by periodic characteristics.

Figure 10. The comparison of monthly mean relative error
correction is shown in Table 6.

As seen from Table 6, after correction by periodic charac-
teristics, the model results have been corrected to a certain
extent, and the accuracy has improved slightly both in the
Training and Forecasting periods. RF is the model with the
greatest improvement in the Training period, while BPNN is
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TABLE 6. Results of different models based on the correction by periodic
characteristics.

FIGURE 11. Training and forecasting results based on the improvement
by mutation characteristics from 1969 to 1990.

the model with the greatest improvement in the Forecasting
period.

4) IMPROVEMENT BY MUTATION CHARACTERISTICS
In addition to the periodic characteristics, the inflow runoff
of Danjiangkou Reservoir has mutation characteristics. Since
the Danjiangkou dam was reconstructed from 2005 to 2012,
the dam heightening project may be one of the reasons
for the mutation of runoff sequence, which directly leads to
the change of the runoff characteristics, thus affecting the
results of medium and long-term runoff forecasting.

Based on the mutation characteristics, the inflow runoff
sequence of Danjiangkou Reservoir from 1969 to 2017 can
be divided into four sections: 1969 - 1990, 1991 - 2008,
2009 - 2011, and 2012 - 2017. Due to a short sequence and
a period of dam elevation, Runoff is likely to be unstable
between 2009 and 2011, so this paper uses the three-stage
sequence of 1969 - 1990,1991 - 2008 and 2012 - 2017 to carry
out medium and long-term runoff forecasting research.

The MLR, RF, and BPNN models for medium and long-
term forecasting of inflow runoff in Danjiangkou Reservoir
in 1969 - 1990, 1991 - 2008, and 2012 - 2017 are established
respectively and take the last two years of each sequence as
Forecasting Period. The simulation results of the threemodels
are shown in Figure 11 to Figure 13.
It can be seen from Figure 11 to Figure 13 that the Training

periods of the model are highly overlapping in different three
periods, and the learning of data characteristics is good.

FIGURE 12. Training and forecasting results based on the improvement
by mutation characteristics from 1991 to 2008.

FIGURE 13. Training and forecasting results based on the improvement
by mutation characteristics from 2012 to 2017.

In contrast, the Forecasting period results of the model still
have some errors, but they are consistent with the observed
runoff trend. The MAPE values of results of medium and
long-term runoff forecasting of MLR, RF, and BPNN meth-
ods based on the improvement by mutation characteristics of
Danjiangkou Reservoir are shown in Table 7.

The Training Period and Forecasting Period accuracy of
the three machine learning models are improved because
of the improvement by mutation characteristics. During the
Training Period, MAPE values of MLR and BPNN were
less than 20%, and the RF model was less than 30%,
of which MAPE values of the three models were less than
1% from 2012 to 2017. During the Forecasting Period,
MAPE values of MLR and RF models for 1969 - 1990 and
2012 - 2017 were less than 50%, and MAPE values for
1991 - 2008 was more than 50%; MAPE values of BPNN
in the validation period were less than 30% during the
three periods, and MAPE values in 2012 - 2017 were less
than 20%.
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TABLE 7. Results of different improved models based on the
improvement by mutation characteristics.

C. DISCUSSION
Machine learning is one of the main methods to solve the
medium and long-term runoff forecasting problem. Because
of the characteristics of themedium and long-term runoff pro-
cess and the demands of the hydrological industry, the anal-
ysis of data characteristics consistency is critical. This paper
analyzes runoff characteristics of periodicity and mutation.
Then contrasts the effect of data characteristics inconsistency
on three representative machine learning models (MLR, RF,
BPNN). Finally builds corresponding simple improvement
methods for better use in hydrographic stations with only
small sample data.

Through wavelet analysis, we found that the inflow runoff
sequence of Danjiangkou Reservoir has about 11 years of
fluctuating alternation between the upper and lowermean val-
ues, showing the trend of ‘less- more -more - less.’ This phe-
nomenon is related to the periodic recharge of groundwater
and global oscillations indices. However, the machine learn-
ing model does not find and learn the characteristics, so the
results have apparent periodic errors. The primary possibility
is that the amount of data is too small and the period is too
large, so there are only five periods in the sequence, making
the characteristics challenging to be mined. Through theM-K
test, we found that the inflow runoff sequence of Danjiangkou
Reservoir has multiple discontinuity points, which divide the
overall trend of the sequence into multiple segments. In many
cases, the abrupt change of runoff sequence is caused by
the construction of water conservancy projects. After the
construction of hydraulic engineering, the characteristics of
most rivers will change significantly. There will be severe
cognitive bias if the machine learning model does not pick
up the change.

Due to rivers’ natural and social attributes, it is a com-
mon phenomenon that rivers have periodicity and mutation
characteristics. However, because of small sample data, some
features of runoff itself cannot be recognized and learned by
the machine learning model. Therefore, it is suitable to study
the characteristic inconsistency of runoff data.

After modifying the model, the MAPE values of the unim-
proved scheme, the periodic characteristics-based correction

FIGURE 14. Comparison of different improvement schemes for different
models.

scheme, and the mutation characteristics-based improvement
scheme are compared as follows:

It can be seen from Figure 14 that when the method is
not improved, the simulation effect of BPNN is better in the
Training Period, followed by RF, and the simulation effect
of MLR is the worst. The simulation accuracy of the three
models decreased significantly in Forecasting Period, and
MAPE values exceeded 70%, among which MLR had the
worst accuracy. The result shows that the runoff process is not
a simple linear process, so the effect of theMLRmethod is the
worst. Moreover, there is a large gap between the effect of the
Forecasting Period and the Training Period, indicating that
the medium and long-term runoff process is very complex,
and the simple machine learning model is challenging to
simulate well. Hence, the model needs to be optimized.

After periodic characteristics correct the simulation results,
the accuracy is improved to a certain extent in the Training
Period, and the performance improvement rate is about 5%.
The accuracy is also improved in the Forecasting Period, but
the effect is not apparent; the performance improvement rate
is about 1%. The reasons for the poor correction effect of
models may include: a too large error in the forecastingmodel
itself, the change of the research scale, the neglect of the
impact of early climate change, and the aperiodic character-
istics of the main influencing factors. The reasons make the
correction value challenging to match the simulation value
of the Forecasting Period perfectly. However, this correction
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method still has a specific improvement effect, even if the
simplest machine learning model is used.

Furthermore, it also shows that the periodic variation trend
does affect the forecasting results. Therefore, the data char-
acteristics inconsistency caused by periodic characteristics
may affect the accuracy of medium and long-term runoff
forecasting based on machine learning. Among them, the
forecasting effect of RF is generally close to that of BPNN,
andMLR is the worst. The reason may be that the over-fitting
problem caused by RF and BPNN methods in the Training
Period has not been well solved, and MLR determines the
regression coefficient according to the principle of the least
square method. Moreover, the improved method does not
fully consider the independence of each factor, so the con-
structed set does not fully match.

Themedium and long-term runoff forecasting results based
on the improvement by mutation characteristics of Dan-
jiangkou Reservoir show that the simulation accuracy of each
model is significantly improved during the Training Period
and Forecasting Period, and the simulated MAPE values are
all less than 50%. The result shows that climate change or
underlying surface change may lead to changes in the dis-
tribution of runoff, which makes the piecewise forecasting
obtain better data characteristics consistency and improves
the simulation accuracy. Among them, BPNN has the best
forecasting effect, followed by RF, and MLR has the worst
forecasting effect.

Each sequence segment becomes more linear after seg-
menting, so MLR has the most significant increase. How-
ever, the segmentation method also strengthens the trend
consistency of each sequence and reduces the randomness.
Therefore, the RF method has improved, but the improve-
ment effect is the lowest of the three algorithms. The neural
network method fits the data through a ’ piecewise ’ linear
function by establishing a hidden layer, so when the data
characteristics are more consistent, the simulation effect of
the neural network will be the best.

After improvement by mutation, the characteristics of
inflow runoff of Danjiangkou Reservoir are more related to
meteorological factors, and the consistency of sequences is
good. However, because it is difficult to obtain the mutation
at the end of the sequence, the applicability of the improved
method is poor, and the improved method can only be used as
a trend reference for medium and long-term runoff forecast-
ing schemes.

Overall, in the study area of Danjiangkou Reservoir, the
inconsistent characteristics of the inflow runoff sequence sig-
nificantly impact medium and long-term runoff forecasting
based on machine learning (MLR, RF, and BPNN), and the
improvement of mutation characteristics is better than that
of periodic characteristics. For the complex medium and
long-term runoff situation, the model work and the data work
are also needed. When the amount of data is insufficient
to provide complete information, characteristics consistency
analysis for data can effectively improve the model’s accu-
racy. In this paper, three kinds of algorithms in machine

learning are applied to illustrate the demand and influence of
data characteristics consistency. Furthermore, there is a sig-
nificant improvement space in the algorithm itself. In future
research, the sensitivity of better models to data characteris-
tics consistency can be analyzed.

V. CONCLUSION
The medium and long-term runoff forecasting is the primary
reference and essential link to full use of water resources,
realizing the optimal operation of reservoirs, and bring-
ing into play the economic benefits of power stations. The
machine learning method has become one of the main meth-
ods to solve the problem of medium and long-term runoff
forecasting. Due to the complexity of medium and long-term
runoff processes and the inability to obtain entire sample
attributes, in addition to the matching degree between the
model and the hydrological process, the inconsistent data
characteristics may also affect the accuracy of the results.

Thus, this paper takes the inflow runoff of Danjiangkou
Reservoir in China as the research object and analyzes the
runoff sequence’ periodicity characteristics and mutation
characteristics. Then, three representative machine learn-
ing models (MLR, RF, BPNN) are used for medium and
long-term runoff forecasting. Finally, the influence of data
characteristics consistency on machine learning based on
periodicity characteristics and mutation characteristics in
medium and long-term runoff forecasting are analyzed and
compared. The results show that the accuracy of each model
is improved to some extent. The significant findings in this
paper are: (1) Machine learning results may produce errors
due to inconsistent data characteristics, such as the forecast-
ing error has the same cycle and trend as the runoff periods.
(2) Correction by periodic or improvement by mutation can
increase the accuracy of machine learning. (3) Among the
three models, BPNN is the most affected by data charac-
teristics consistency, followed by MLR, and RF is the least
affected.
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