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ABSTRACT This work first discusses the Intelligent Transportation System (ITS)-oriented dynamic and
static Information Acquisition Models (IAMs) and explains the information collection mechanism of the
Internet of Things (IoT)-based ITS. The goal is to improve travel conditions and contribute to a better urban
environment. In order to do so, the Faster Region-based Convolutional Neural Network (Faster R-CNN)
is introduced to extract the IoT-based ITS’s electronic data features. It is observed that the Faster R-CNN
has excellent recall and accuracy in extracting the features from the ITS electronic data sets. Specifically,
the Faster R-CNN’s average recall and accuracy reach 83.89% and 86.79%. The accuracy is 6.20% higher
than the R-CNN method. Thus, the Faster R-CNN algorithm features more robust and reliable performance
for collecting and analyzing ITS data. Overall, this work examines ITS-oriented electronic information
collection and automatic detection against the technological background of applying Computer Vision, Deep
Learning, and IoT in urban traffic management. In particular, it explains the IoT-based ITS’s electronic
information collection mechanism under Deep Learning (Faster R-CNN). The finding offers a theoretical
foundation for implementing Deep Learning technologies in collecting ITS-oriented big data and smart city
construction.

INDEX TERMS Intelligent transportation system (ITS), information acquisition model, Internet of Things
(IoT), deep learning, faster R-CNN.

I. INTRODUCTION
With the urban expansion, vehicle ownership surged, causing
increased traffic congestion and accidents. As a result, sus-
tainable urban development, especially smart city construc-
tion, faces severe challenges [1], [2]. Hence, it has become
the top concern of all social communities to tackle traffic
problems. To this end, the Intelligent Transportation System
(ITS) might come into play and offer a new silverling for
traffic problems [3]. Among all difficulties, acquiring big
traffic data is the most challenging.

Indeed, the complex urban conditions and overcrowded
population have left the conventional way of traffic control
almost paralyzed [4]. Thanks to modern technologies, such as
the Internet +, Big Data Analytics (BDA), cloud computing,
and Artificial Intelligence (AI), ITS-assisted urban traffic
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management is now possible [5]. So far, research on efficient
traffic data collection, processing, and data-based prediction
is most prevalent in ITS-related literature [6]. For exam-
ple, Han studied the on-road vehicle-oriented Information
AcquisitionModel (IAM) and feature recognition framework
based on Deep Learning. They found that the classification
accuracy of the fine-tuned multitask GooGleNet was 99.5%.
The positioning accuracy was much higher than in similar
research works [7]. Kundu et al. developed a new Deep
Learning model for botnet detection and classification and
applied it to detect traffic records. It was observed that the
developedmodel was superior to the existingMachine Learn-
ing model by clearly explaining model decision-making [8].
Wang et al. suggested a Flow2graph method to predict Indus-
trial IoT-oriented network traffic conditions. The isomor-
phic graph network was introduced to predict future traffic
conditions. Finally, the advantages of the proposed model
were verified through experiments [9]. Fang et al. proposed
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a heterogeneous Autonomous Underwater Vehicle (AUV)-
based auxiliary IAM. The new system maximized the energy
efficiency of Internet of Underwater Things (IoUT) nodes
in AUV trajectory calculation, resource allocation, and the
Age of Information (AoI) scenarios. The simulation results
verified the effectiveness and superiority of the proposed
strategy [10]. To enhance video recognition accuracy, Peng
et al. aggregated the adjacent frames’ attributes into the
current frame space [11] by using Deep Learning in tra-
jectory detection. Then, Feng et al. used two multi-layer
Convolutional Neural Network (CNN) models based on the
Region Proposal Network (RPN) structure. This structure
combined time and context information by adding back-
ground suppression and multi-scale training on the target
detection framework [12]. Fang et al. designed an Active
Queue Management (AQM) strategy for IoUT nodes. The
node transmitted the latest data packets to the destination to
adjust the sleep schedule to match the network requirements.
The results verified that AQM-based IoUT nodes featured
lower Peak Age of Information (PAoI) and energy costs than
those with non-AQM strategies [13]. Wei et al. established an
Unmanned Aerial/Surface/Underwater Vehicle (UAV-USV-
UUV) network and designed an energy-oriented target search
model based on the network. Their research solved the target
search problem using Deep Q-Network (DQN) algorithm.
The simulation results showed that the proposed scheme
was suitable for underwater target information search, with
an extremely high success rate [14]. In view of the above
literature, domestic and foreign scholars have made great
progress in the theory and application of static and dynamic
IAMs. Nevertheless, there is still a need to improve the static
and dynamic information acquisition and monitoring related
to ITS, given its low accuracy and slow computing speed.
Precisely, the robustness of traffic vehicle recognition and
vehicle recognition is insufficient in the dynamic monitoring
environment. The training data of the vehicle recognition
model is distributed unevenly, and it is challenging to find and
identify photos with small feature sizes. Thus, it is urgent to
solve these scientific problems.

Thereupon, to improve urban travel conditions and pro-
mote smart city construction, this work suggests its inno-
vation points. First, the IoT-based ITS-oriented dynamic
and static IAMs are discussed. The information collec-
tion mechanisms of the IoT-based ITS are described. Next,
Faster Region-based Convolutional Neural Network (Faster
R-CNN) is introduced to discover and identify intelligent
traffic information. The results are analyzed in terms of accu-
racy and recall. The research result can help urban managers
accurately understand traffic information and has important
practical significance in smart city construction and urban
traffic management.

II. METHOD
A. ITS-ORIENTED IAM
ITS is a large-scale complex system integrating modern tech-
nologies. Each subsystem might apply techniques such as
communication, information processing, big data, intelligent
sensing, and IoT technologies [15]. For example, Hou et al.
conceived a Multi-tier Underwater Computing (MTUC)

FIGURE 1. The process of radar collecting electronic information.

framework by carefully using the computing, communica-
tion, and storage resources of ground stations, AUVs, and
IoUT equipment. The simulation results showed the superi-
ority of the proposed scheme [16]. Technological approaches
applied in ITS are closely related. They are integrated as an
ensemble system featuring systematicness, advancement, and
comprehensiveness. Table 1 illustrates the difference between
dynamic and static IAMs.

The ITS control stations’ sensor deployment and spe-
cific applications are investigated [17]. Consequently, coil,
magnetic, microwave, infrared, video surveillance, acoustic,
vehicle, and video image processors account for 37.75%,
0.11%, 7.13%, 11.35%, 17.03%, 8.17%, 3.92%, and 14.55%,
respectively. Microwave radar can also gather electronic data.
Fig. 1 explains the microwave radar-based electronic data
collection.

Fig. 1 shows that the radar beam is sent to a vehicle
passing through the coverage area and is reflected back to
the radar antenna and the receiver. The reflection information
monitors and calculates traffic data, such as road flow, driving
speed, and vehicle length. Based on this, this section uses
the Kalman filter to estimate the collected ITS’s electronic
information by combining the advantages of dynamic and
static traffic IAMs [18], [19]. Eqs. (1) and (2) show the
prediction process of the Kalman filter.

θ ′
k = A (θk−1) + Buk−1 (1)∑′

k
= A

∑
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AT + Q (2)

Here, θ ′
k is the predicted value, and A represents the state

transition matrix. θk−1 is the actual state vector at k − 1. B,
uk−1 represents the parameters of the system model, and Q
represents the covariance matrix [20]. The Kalman filter is
upgraded by Eqs. (3) ∼ (6):
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TABLE 1. Difference between dynamic and static traffic IAMs.

In Eqs. (3)-(6), C is the observation matrix, and sk rep-
resents the noise vector of the state transition process. zk
represents the observation vector at time k . R represents the
covariance matrix, <θk > represents the estimated value, K ′

k
represents the Kalman gain, and I represents the observation
error [21].

B. IOT-BASED INTELLIGENT TRANSPORTATION
MONITORING
IoT can connect any items wired or wirelessly to the Internet
following specific protocols. Apart from sensing devices, IoT
involves Radio Frequency Identification (RFID) technology,
sensors, the Global Positioning System (GPS), and laser scan-
ner techniques. Then, these IoT-native items can communi-
cate and update to realize intelligent tracking, identification,
and monitoring [22]. A typical IoT architecture is shown in
Fig. 2.

As shown in Fig. 2, the perception layer supports the
overall IoT design. In other words, IoT data are collected
and acquired via the perception layer. At the center of an
IoT architecture is the application layer, and the network
layer frequently transmits vast amounts of data. The network
layer’s responsibilities are storage, retrieval, security, and pri-
vacy protection. In companion, the application (management)
layer is in charge of efficiently integrating and exploiting
the data gathered by the perception layer using big data and
cloud computing technologies. Also, the application layer
is closer to the user end and provides industrial-specific
applications [23]. Fig. 3 shows the implementation of the full
connection of the perception layer.

In Fig. 3, the perception layer can perceive and identify
objects and collect and capture information. The perception
layer primarily relies on six wireless or wired connection
techniques: RFID tag & reader, camera & monitor, Machine
to Machine (M2M) terminal & sensor, Beidou positioning
& time service, sensor network & gateway, and intelligent
transportation gateway. The perception layer has a highly

FIGURE 2. IoT architecture.

sensitive and comprehensive sensing ability to realize low
power consumption, miniaturization, and low cost [24]. Fig. 4
shows the implementation of the network layer supporting the
business platform.

As per Fig. 4, the network layer connects the perception
and application layers. Access networks can be different
types of wireless/optical fiber access forms, large bandwidth
networks with unified Internet Protocol (IP) protocol in the
core network, unified management deployment, and opera-
tion support of business platforms. Today, 5G (5th Genera-
tion Mobile Networks) + AI, intelligent cameras, and other
intelligent acquisition devices can offer high transmission
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FIGURE 3. Implementation of full connection of perception layer.

FIGURE 4. Implementation of network layer supporting business
platform.

rates, high bandwidth, high reliability, high-definition pic-
tures, and low delay. These technologies in the network layer
help the traffic command center to make accurate, effective,
and fast safety prevention decisions while alleviating traffic
problems [25]. Better still, BDA can process complex traffic
videos and images and feed them to ITS. For example, by ana-
lyzing big video data of people and vehicles, the ITS can

FIGURE 5. The structure of Faster R-CNN.

calculate the changes in vehicle space state, traffic density,
and road conditions and predict possible traffic congestion.
Based on this, ITS can help relevant departments formulate
traffic management strategies timely, such as adjusting road
signals. Furthermore, the ITS can utilize the IoT’s tracking
and positioning technologies to locate accidents, evacuate,
and give early warning of crowded areas.

C. INTELLIGENT TRAFFIC INFORMATION DETECTION
BASED ON DEEP LEARNING
Faster R-CNN, a Deep Learning-based object detection
model, puts forward an ‘‘anchor’’ and uses CNN to gen-
erate regional candidate regions. CNN is mainly used for
object detection. The previous architecture used traditional
visual algorithms, such as selective search, to generate tar-
get candidate frames. In contrast, CNN was only used for
feature extraction or final classification and regression [26].
Inspired by SPP Net (Spatial Pyramid Pooling Networks),
Fast R-CNN inputs the whole image, not every candidate
area, into CNN. Then, features are extracted to obtain a
feature map, and then uses RoI Pooling to map candidate
areas of different sizes to a uniform size [27]. In addition,
it uses Softmax instead of Support Vector Machines (SVM)
for classification tasks. Finally, the connection layer, clas-
sification, and regression tasks share network weights [28].
Fig. 5 shows the structure of Faster R-CNN.

Four key contents of Faster R-CNN may be identified in
Fig. 5. In the CNN, the Conv layer is the target detection
method. Faster R-CNN initially employs a collection of fun-
damental conv+relu+pooling layers to extract the picture
feature map. The RPN network layer shares the feature map
that comes after the fully connected layer. The RPN network
is leveraged to create regional proposals. This layer uses
a bounding box area to adjust anchors after determining
whether they belong to positive or negative anchors using
Softmax to provide appropriate suggestions. In order to select
the target category, the RoI pooling layer gathers the input
feature map and proposal, extracts the proposal feature map
after integrating this data, and then transmits it to the fol-
lowing fully connected layer. The prospective feature map
is utilized to determine the possible category, and at the
same time, the box area is bound again to determine the
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detection box’s final exact position. In order to determine
the corresponding probability for each category of electronic
information, the Softmax activation function is utilized in the
last step. In order to determine the final location information
and its related confidence level, the location of the candidate
traffic electronic information is regressed. Following regional
pooling, Eq. (7) illustrates the connection between each char-
acteristic pyramid’s level and size.

k = k0 + log2 (

√
wh
size

) (7)

In Eq. (7), k0 represents the number of achievements in a
pyramid,w represents the length of the pool area, h represents
the width of the pool area, and size represents the size of the
input model [29]. The training loss of RPN reads:

L ({pi} , {ti})

=
1
Ncls

∑
i

Lcls
(
pi, p∗

i
)
+ λ

1
Nreg
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i

p∗
i Lreg

(
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)
(8)

In Eq. (8), pi represents the probability of the first anchor
target predicted by the network, p∗

i represents the correspond-
ing actual value, ti represents the parameterized coordinate,
which can predict the offset of the area and the anchor target.
t∗i represents the corresponding real value, Ncls represents the
setting size of the mini-batch, and Nreg represents the number
setting of anchor positions, that is, the feature map size [30].
Eqs. (9) and (10) calculate Faster R-CNN’s sampling opera-
tion during training:(
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Here, R(x) represents interpolation, and the regional coor-
dinates change to (x1, y1), n represents the number of rows,
andm represents the number of columns in the divided region.
(x0, y0) represents the original regional coordinates, and w0
and h0 represent the width and height of the region, respec-
tively. Eqs. (11) ∼ (14) show the specific calculation.

x0 =
2

N + 1
x1 +

(j− 1)w0

N
(11)

y0 =
2

M + 1
y1 +

(i− 1)h0
N

(12)

w0 =
2

N + 1
w1 (13)

h0 =
2

M + 1
h1 (14)

The Fast R-CNN optimizes R-CNN by using RPN to
generate candidate areas and discarding the selective search
algorithm. The R-CNN is the first time to apply CNN to
target detection. It uses a selective search algorithm to obtain

target candidate regions. Then, candidate regions are scaled
to the same size and input into CNN to extract features and
classify them by SVM. Finally, the classification results are
regressed. The whole training process is very tedious, and it
is necessary to fine-tune CNN+ training SVM+ boundary
regression, which cannot achieve end-to-end [31]. Table 2
shows the training and testing methods of Fast R-CNN.

D. DATA AND SYSTEM CONSTRUCTION ENVIRONMENT
SETTINGS
The experimental environment is configured with an
Inter® Core (TM) i5-7200U CPU@2.50GHz; Random
Access Memory (RAM) 8.00GB; GPU (Graphics Processing
Unit): NVIDIAGeForce 94MX. The software environment is
Windows 10 64-bit. TheMirror Traffic electronic information
data set is selected as experimental data. Mirror Traffic uses
image recognition and tracking technology to identify and
track traffic participants in real road images from real road
traffic data in China. It filters the extracted tracks, finally
obtaining track data of various vehicles and pedestrians. Data
sets cover various road types (ramps, straights, bends, inter-
sections, etc.) and various traffic flow states (small, medium,
congested, etc.) and include various vehicle types and pedes-
trians. Parameters of the Fast R-CNN network are set as
follows: Conv layer: kernel_size= 3, padding= 1, stride= 1.
Pooling layer: kernel_size = 2, padding = 0, stride = 2.

III. RESULTS AND DISCUSSION
A. COMPARATIVE ANALYSIS OF THE AMOUNT OF
INFORMATION COLLECTED BY FASTER R-CNN
ALGORITHM AND R-CNN
This section tests the amount of collected information and
the detection accuracy of Faster R-CNN on the Mirror Traffic
Electronic Information Data Set and compares them to the
R-CNN. The experimental results are shown in Fig. 6.

The comparison results of the Faster R-CNN with the
R-CNN will be dissected in detail. First, Fig. 6a shows the
amount of information collected. Apparently, the information
collection capacity of the Faster R-CNN0 is significantly
better than the R-CNN in different lanes. Actually, the Faster
R-CNN has collected more information than needed. This
may be due to the interference of unconsidered objects,
such as motorcycles near the edge of the road. The faster
R-CNN algorithm counts motorcycles and other objects as
the vehicle. Further, Fig. 6 b shows the detection accuracy.
Obviously, the detection accuracy of Faster R-CNN is sig-
nificantly higher than that of the R-CNN algorithm, at least
6.20% higher. This may be due to setting a certain threshold
filter in the Faster R-CNN algorithm, which significantly
improves the vehicle detection accuracy. Therefore, Faster
R-CNN further improves the detection accuracy and features
more robust performance in intelligent transportation elec-
tronic information acquisition.

B. EFFECTIVENESS ANALYSIS OF FASTER R-CNN IN
INTELLIGENT TRANSPORTATION INFORMATION DATA SET
Next, the Faster R-CNN algorithm is verified in an intelligent
transportation electronic information data set. Fig. 7 shows
the test results.
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TABLE 2. Training and testing methods of fast R-CNN.

FIGURE 6. The experimental results of Faster R-CNN and R-CNN ((a) The
amount of collected information; (b) Detection accuracy).

According to Fig. 7, with the increase of the samples,
the recall and accuracy show less fluctuation and tends to
stabilize. The average recall and accuracy of Faster R-CNN
in the intelligent transportation information dataset is 85.10%
and 86.79%. At the same time, when the sample data volume
is small in the traffic electronic information dataset, there is a
large fluctuation. This may be because the complexity of the
collected traffic electronic data feature maps varies greatly.
Training Faster R-CNN produces many candidate regions,
which reduces the test accuracy, thus leading to the test result
deviation. With the increase of sample data, the accuracy and
recall tend to stabilize.

C. DISCUSSION
The electronic information data set Mirror Traffic is cho-
sen as the experimental data, and the IoT is employed to
create the information network connectivity of ITS. Traffic
congestion can be predicted using changes in vehicle space

FIGURE 7. Test results of Faster R-CNN algorithm in intelligent
transportation information data set.

status, traffic density, and road conditions. These changes can
also be utilized to predict and adjust intelligent transportation
road signals in real-time [32]. The acquisition, positioning,
and monitoring of ITS-oriented information (such as on-road
people and vehicles) can be realized through IoT data fusion
and feature & association extraction. The comparison analy-
sis is completed between the Faster R-CNN and the R-CNN
in the context of Deep Learning [33], [34]. Then, the Faster
R-CNN’s performance on the IoT-based ITS is assessed in
terms of detection accuracy and recall. The findings demon-
strate that the Faster R-CNNoutperformsR-CNNon different
intelligent transportation data sets. Specifically, the Faster R-
CNN algorithm has an average recall and accuracy of 85.10%
and 86.79%. The detection accuracy of Faster R-CNN is
significantly higher than R-CNN.

IV. CONCLUSION
Based on Computer Vision, Deep Learning, and IoT tech-
nologies, this work designed an ITS-oriented IAM based
on Faster R-CNN. The proposed model accurately and effi-
ciently detected and recognized intelligent transportation
information. Then experiments were designed to evaluate
its detection accuracy and recall performance. It was found
that the average recall and accuracy of Faster R-CNN were
83.89% and 86.79%. Its detection accuracy was 6.20% higher
than that of the R-CNN algorithm. These findings can provide
a theoretical basis for applying Deep Learningmodels in ITS’
electronic information acquisition. Last but not least, some
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research limitations are expected to be further explored. First,
the electronic traffic data is not explicitly categorized due to
the intricacy of the ITS objects. Neither the influence of light
intensity on electronic information collection nor the factor of
light is taken into account while gathering traffic-related data
electronically. The most crucial element for electronic data
collecting, however, is light. In further studies, the ITS items
will be accurately identified, and the designed Deep Learning
model will be optimized to lend better to traffic information
acquisition.

REFERENCES

[1] M. Y. Aghdam, S. R. K. Tabbakh, S. J. M. Chabok, and M. Kheyrabadi,
‘‘Optimization of air traffic management efficiency based on deep learning
enriched by the long short-term memory (LSTM) and extreme learning
machine (ELM),’’ J. Big Data, vol. 8, no. 1, pp. 1–26, Apr. 2021.

[2] M. Veres and M. Moussa, ‘‘Deep learning for intelligent transportation
systems: A survey of emerging trends,’’ IEEE Trans. Intell.
Transp. Syst., vol. 21, no. 8, pp. 3152–3168, Aug. 2020, doi:
10.1109/TITS.2019.2929020.

[3] R. Abduljabbar, H. Dia, S. Liyanage, and S. A. Bagloee, ‘‘Applications of
artificial intelligence in transport: An overview,’’ Sustainability, vol. 11,
no. 1, p. 189, 2019, doi: 10.3390/su11010189.

[4] L. Zhao, ‘‘T-GCN: A temporal graph convolutional network for traffic pre-
diction,’’ IEEE Trans. Intell. Transp. Syst., vol. 21, no. 9, pp. 3848–3858,
Sep. 2019, doi: 10.1109/TITS.2019.2935152.

[5] B. Du, ‘‘Deep irregular convolutional residual LSTM for urban traffic
passenger flows prediction,’’ IEEE Trans. Intell. Transp. Syst., vol. 21,
no. 3, pp. 972–985, Mar. 2020, doi: 10.1109/TITS.2019.2900481.

[6] K. Yu, L. Lin, M. Alazab, L. Tan, and B. Gu, ‘‘Deep learning-based
traffic safety solution for a mixture of autonomous and manual vehi-
cles in a 5G-enabled intelligent transportation system,’’ IEEE Trans.
Intell. Transp. Syst., vol. 22, no. 7, pp. 4337–4347, Jul. 2021, doi:
10.1109/TITS.2020.3042504.

[7] R. Han, ‘‘Designing electronic traffic information acquisition system
using deep learning and Internet of Things,’’ IEEE Access, vol. 10,
pp. 65825–65832, 2022, doi: 10.1109/ACCESS.2022.3185106.

[8] P. P. Kundu, T. Truong-Huu, L. Chen, L. Zhou, and S. G. Teo, ‘‘Detection
and classification of botnet traffic using deep learning with model expla-
nation,’’ IEEE Trans. Dependable Secure Comput., early access, Jun. 15,
2022, doi: 10.1109/TDSC.2022.3183361.

[9] R. Wang, Y. Zhang, L. Peng, G. Fortino, and P.-H. Ho, ‘‘Time-varying-
aware network traffic prediction via deep learning in IIoT,’’ IEEE
Trans. Ind. Informat., vol. 18, no. 11, pp. 8129–8137, Nov. 2022, doi:
10.1109/TII.2022.3163558.

[10] Z. Fang, J. Wang, J. Du, X. Hou, Y. Ren, and Z. Han, ‘‘Stochastic
optimization-aided energy-efficient information collection in internet of
underwater things networks,’’ IEEE Internet Things J., vol. 9, no. 3,
pp. 1775–1789, Feb. 2022, doi: 10.1109/JIOT.2021.3088279.

[11] L. Peng, T. Zhang, S. Huang, T. Pu, Y. Liu, Y. Lv, Y. Zheng, and Z. Peng,
‘‘Infrared small-target detection based on multi-directional multi-scale
high-boost response,’’ Opt. Rev., vol. 26, no. 6, pp. 568–582, Sep. 2019.

[12] Q. Feng, L. Huang, Y. Sun, X. Tong, X. Liu, Y. Xie, J. Li, H. Fan, and
B. Chen, ‘‘Substation instrumentation target detection based on multi-
scale feature fusion,’’ Concurrency Comput., Pract. Exper., vol. 34, no. 23,
p. e7177, Oct. 2022, doi: 10.1002/cpe.7177.

[13] Z. Fang, J. Wang, C. Jiang, X. Wang, and Y. Ren, ‘‘Average peak age of
information in underwater information collection with sleep-scheduling,’’
IEEE Trans. Veh. Technol., vol. 71, no. 9, pp. 10132–10136, Sep. 2022,
doi: 10.1109/TVT.2022.3176819.

[14] W. Wei, J. Wang, Z. Fang, J. Chen, Y. Ren, and Y. Dong, ‘‘3U:
Joint design of UAV-USV-UUV networks for cooperative target hunt-
ing,’’ IEEE Trans. Veh. Technol., early access, Nov. 9, 2022, doi:
10.1109/TVT.2022.3220856.

[15] M. B. Mollah, J. Zhao, D. Niyato, Y. L. Guan, and L. H. Koh, ‘‘Blockchain
for the Internet of Vehicles towards intelligent transportation systems:
A survey,’’ IEEE Internet Things J., vol. 8, no. 6, pp. 4157–4185,
Mar. 2021, doi: 10.1109/JIOT.2020.3028368.

[16] X. Hou, J. Wang, T. Bai, Y. Deng, Y. Ren, and L. Hanzo, ‘‘Environment-
aware AUV trajectory design and resource management for multi-tier
underwater computing,’’ IEEE J. Sel. Areas Commun., vol. 41, no. 2,
pp. 474–490, Feb. 2023, doi: 10.1109/JSAC.2022.3227103.

[17] D. Nallaperuma, R. Nawaratne, T. Bandaragoda, A. Adikari, S. Nguyen,
T. Kempitiya, D. De Silva, D. Alahakoon, and D. Pothuhera, ‘‘Online
incremental machine learning platform for big data-driven smart traf-
fic management,’’ IEEE Trans. Intell. Transp. Syst., vol. 20, no. 12,
pp. 4679–4690, Dec. 2019, doi: 10.1109/TITS.2019.2924883.

[18] M. Stawowy, W. Olchowik, A. Rosinski, and T. Dabrowski, ‘‘The anal-
ysis and modelling of the quality of information acquired from weather
station sensors,’’ Remote Sens., vol. 13, no. 4, p. 693, Feb. 2021, doi:
10.3390/rs13040693.

[19] L. Bossi, P. Falorni, and L. Capineri, ‘‘Performance comparison for the
detection of defects in thermal insulating materials using microwave
holograms acquired manually and with a robotized scanner,’’ J. Elec-
tromagn. Waves Appl., vol. 33, no. 16, pp. 2081–2095, Nov. 2019, doi:
10.1080/09205071.2019.1663273.

[20] X. Lai, T. Yang, Z. Wang, and P. Chen, ‘‘IoT implementation of Kalman
filter to improve accuracy of air quality monitoring and prediction,’’ Appl.
Science, vol. 9, no. 9, p. 1831, 2019, doi: 10.3390/app9091831.

[21] L. Cui, X. Wang, H. Wang, and J. Ma, ‘‘Research on remaining useful life
prediction of rolling element bearings based on time-varying Kalman fil-
ter,’’ IEEE Trans. Instrum. Meas., vol. 69, no. 6, pp. 2858–2867, Jun. 2020,
doi: 10.1109/TIM.2019.2924509.

[22] B. Jan, H. Farman, M. Khan, M. Talha, and I. U. Din, ‘‘Designing a
smart transportation system: An Internet of Things and big data approach,’’
IEEE Wireless Commun., vol. 26, no. 4, pp. 73–79, Aug. 2019, doi:
10.1109/MWC.2019.1800512.

[23] R. W. Liu, M. Liang, J. Nie, W. Y. B. Lim, Y. Zhang, and
M. Guizani, ‘‘Deep learning-powered vessel trajectory prediction for
improving smart traffic services in maritime Internet of Things,’’ IEEE
Trans. Netw. Sci. Eng., vol. 9, no. 5, pp. 3080–3094, Sep. 2022, doi:
10.1109/TNSE.2022.3140529.

[24] S. Kumar, P. Tiwari, andM. Zymbler, ‘‘Internet of Things is a revolutionary
approach for future technology enhancement: A review,’’ J. Big Data,
vol. 6, no. 1, pp. 1–21, Dec. 2019.

[25] L. Guevara and F. A. Cheein, ‘‘The role of 5G technologies: Challenges in
smart cities and intelligent transportation systems,’’ Sustainability, vol. 12,
no. 16, p. 6469, Aug. 2020, doi: 10.3390/su12166469.

[26] J. Deng, Y. Lu, and V. C. Lee, ‘‘Concrete crack detection with handwriting
script interferences using faster region-based convolutional neural net-
work,’’ Comput.-Aided Civil Infrastruct. Eng., vol. 35, no. 4, pp. 373–388,
Apr. 2020, doi: 10.1111/mice.12497.

[27] C. Yu, Z. Li, D. Yang, and H. Liu, ‘‘A fast robotic arm gravity
compensation updating approach for industrial application using sparse
selection and reconstruction,’’ Robot. Auto. Syst., vol. 149, Mar. 2022,
Art. no. 103971.

[28] B. Kim and S. Cho, ‘‘Image-based concrete crack assessment using mask
and region-based convolutional neural network,’’ Struct. Control Health
Monitor., vol. 26, p. e2381, Jun. 2019, doi: 10.1002/stc.2381.

[29] Y. Chen, W. S. Lee, H. Gan, N. Peres, C. Fraisse, Y. Zhang, and Y. He,
‘‘Strawberry yield prediction based on a deep neural network using high-
resolution aerial orthoimages,’’ Remote Sens., vol. 11, no. 13, p. 1584,
Jul. 2019, doi: 10.3390/rs11131584.

[30] Ö. Türk andM. S. Özerdem, ‘‘Epilepsy detection by using scalogram based
convolutional neural network from EEG signals,’’ Brain Sci., vol. 9, no. 5,
p. 115, 2019, doi: 10.3390/brainsci9050115.

[31] R. Hashimoto, J. Requa, T. Dao, A. Ninh, E. Tran, D. Mai, M. Lugo,
N. E.-H. Chehade, K. J. Chang,W. E. Karnes, and J. B. Samarasena, ‘‘Arti-
ficial intelligence using convolutional neural networks for real-time detec-
tion of early esophageal neoplasia in Barrett’s esophagus (with video),’’
Gastrointestinal Endoscopy, vol. 91, no. 6, pp. 1264–1271, Jun. 2020, doi:
10.1016/j.gie.2019.12.049.

[32] Y. Sun, H. Qiang, J. Xu, and G. Lin, ‘‘Internet of Things-based
online condition monitor and improved adaptive fuzzy control for
a medium-low-speed maglev train system,’’ IEEE Trans. Ind. Infor-
mat., vol. 16, no. 4, pp. 2629–2639, Apr. 2020, doi: 10.1109/TII.2019.
2938145.

[33] Y. Sun, J. Xu, C. Chen, and W. Hu, ‘‘Reinforcement learning-based opti-
mal tracking control for levitation system of maglev vehicle with input
time delay,’’ IEEE Trans. Instrum. Meas., vol. 71, pp. 1–13, 2022, doi:
10.1109/TIM.2022.3142059.

[34] Y. Sun, J. Xu, H. Wu, G. Lin, and S. Mumtaz, ‘‘Deep learning
based semi-supervised control for vertical security of maglev vehicle
with guaranteed bounded airgap,’’ IEEE Trans. Intell. Transp. Syst.,
vol. 22, no. 7, pp. 4431–4442, Jul. 2021, doi: 10.1109/TITS.2020.
3045319.

11810 VOLUME 11, 2023

http://dx.doi.org/10.1109/TITS.2019.2929020
http://dx.doi.org/10.3390/su11010189
http://dx.doi.org/10.1109/TITS.2019.2935152
http://dx.doi.org/10.1109/TITS.2019.2900481
http://dx.doi.org/10.1109/TITS.2020.3042504
http://dx.doi.org/10.1109/ACCESS.2022.3185106
http://dx.doi.org/10.1109/TDSC.2022.3183361
http://dx.doi.org/10.1109/TII.2022.3163558
http://dx.doi.org/10.1109/JIOT.2021.3088279
http://dx.doi.org/10.1002/cpe.7177
http://dx.doi.org/10.1109/TVT.2022.3176819
http://dx.doi.org/10.1109/TVT.2022.3220856
http://dx.doi.org/10.1109/JIOT.2020.3028368
http://dx.doi.org/10.1109/JSAC.2022.3227103
http://dx.doi.org/10.1109/TITS.2019.2924883
http://dx.doi.org/10.3390/rs13040693
http://dx.doi.org/10.1080/09205071.2019.1663273
http://dx.doi.org/10.3390/app9091831
http://dx.doi.org/10.1109/TIM.2019.2924509
http://dx.doi.org/10.1109/MWC.2019.1800512
http://dx.doi.org/10.1109/TNSE.2022.3140529
http://dx.doi.org/10.3390/su12166469
http://dx.doi.org/10.1111/mice.12497
http://dx.doi.org/10.1002/stc.2381
http://dx.doi.org/10.3390/rs11131584
http://dx.doi.org/10.3390/brainsci9050115
http://dx.doi.org/10.1016/j.gie.2019.12.049
http://dx.doi.org/10.1109/TII.2019.2938145
http://dx.doi.org/10.1109/TII.2019.2938145
http://dx.doi.org/10.1109/TIM.2022.3142059
http://dx.doi.org/10.1109/TITS.2020.3045319
http://dx.doi.org/10.1109/TITS.2020.3045319

