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ABSTRACT Heterogeneous cross-project defect prediction (HCPDP) aims to learn a prediction model from
a heterogeneous source project and then apply the model to a target project. Existing HCPDP works mapped
the data of the source and target projects in a common space. However, the pre-defined forms of mapping
methods often limit prediction performance and it is difficult to measure the distance between two data
instances from different feature spaces. This paper introduced optimal transport (OT) theory for the first
time to build the relationship between source and target data distributions, and two prediction algorithms
were proposed based on OT theory. In particular, an algorithm based on the entropic Gromov-Wasserstein
(EGW) discrepancy was developed to perform the HCPDP model. The proposed EGW model measures the
distance between two metric spaces by learning an optimal transfer matrix with the minimum data transfer
cost and avoids measuring the distance of two instances of different feature spaces. Then, to improve EGW
performance, an EGW+ transport algorithm based on EGW was developed by integrating target labels.
Experimental results showed the effectiveness of EGW and EGW+4- methods, and proved that our methods

can support developers to find the defects in the early phase of software development.

INDEX TERMS Software engineering, software development, software maintenance, software defect.

I. INTRODUCTION

Software defect prediction (SDP) [1] is a hot research topic in
software engineering and is considered a binary classification
problem that can classify software modules into defective or
non-defective. An effective SDP method can help software
developers improve software quality by predicting potential
defects in advance. Traditional defect prediction methods aim
to build a prediction model based on some historical data in
a project, and make predictions on the remaining data, called
within-project defect prediction (WPDP). Researchers have
proposed a number of methods to solve the WPDP prob-
lem [2], [3], [4] and these methods require that the historical
data should be sufficient to construct the prediction model.
However, in practice, WPDP may not work well for a new
project because a new project has little or no labeled data to
train a classification model.
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An alternative solution is Cross-Project Defect Prediction
(CPDP) [5], [6], [7], [8] based on transfer learning, which
trains a prediction model by using the data collected from
other projects. Unlike the WPDP methods, the training and
test sets come from different projects. CPDP is called homo-
geneous cross-project defect prediction when the source and
target projects have the same metrics. However, practitioners
may use different metrics to measure the modules. Hence,
heterogeneous cross-project defect prediction (HCPDP) is
proposed [9] to solve this problem. Compared to CPDP with
homogeneous metrics, HCPDP is more difficult to adjust
the domain difference due to the different metrics. To solve
the HCPDP problem, researchers have drawn lessons from
transfer learning techniques [10], [11], [12], [13], [14], [15]
to eliminate the heterogeneity between source and target
projects.

Transfer learning used training data from the source
projects to improve the prediction performance in the target
projects [16]. When the feature space of the source and
target projects are different, the transfer learning is called
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heterogeneous transfer learning, which can be used in the
HCPDP works. The researchers considered transferring the
data from the source and target projects to a common space
using a learning mapping function. However, these functions
are often pre-defined in a hypothesis space, which can limit
feature transformation between two different distributions.
Specially, it is very difficult to directly measure the distance
between data instances with different feature representations.
These limitations can make the HCPDP model unstable.

Instead of distance measurement, optimal transport (OT)
theory [17] can transport samples from one distribution to
another by examining the minimum cost of transmission.
Recently, some studies applying OT for domain adapta-
tion [18], [19] have been reported. To the best of our knowl-
edge, OT theory has not been applied to the HCPDP task.

Inspired by OT theory, the entropic Gromov-Wasserstein
(EGW) discrepancy [20] is introduced for the first time to
perform heterogeneous transfer learning task by studying two
different distributions. It is a powerful tool in OT theory for
learning an optimal transport matrix that transfers data from
one metric space to another metric space. For the HCPDP
problem, the distributions of the target and source projects are
not the same because they have different metrics. Therefore,
HCPDP is one of heterogeneous tasks, and EGW can be
considered solving the HCPDP problem. To maintain label
consistency, we also proposed EGW+ by combining target
labels during transportation so that the same label could
follow a similar distribution in the target and source samples.
The main contributions of this study can be summarized as
follows:

« We for the first time introduced optimal transport into

HCPDP task.

« An EGW-based algorithm was designed to perform the
HCPDP task. It transferred the instances of the source
project to the target project by learning an optimal trans-
fer matrix.

o The labels of the target data were integrated into EGW-
based algorithm, and EGW+ was proposed. It can
ensure the optimal transmission scheme meets the label
consistency.

To evaluate the effectiveness of the proposed approach,
we conducted the experiments on 20 public datasets from
AEEEM, JIRA, NASA and PROMISE projects. Compared to
the state-of-the-art methods, the results indicated that the pre-
dictive models generated by two proposed algorithms could
achieve a desirable performance for the HCPDP task.

The rest of this paper is organized as follows: Section II
describes the related work. Section III presents the proposed
approach. Section IV illustrates the experimental setup, and
the results are given in Section V. Section VI provides dis-
cussions about the proposed approach and the main threats of
this study. Section VII concludes this study.

Il. RELATED WORK
As HCPDP is the subject of this study, the other categories
of CPDP can be found in the survey [5]. To solve the
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HCPDP problem, researchers designed the prediction models
based on transfer learning method. For example, Nam and
Kim [9] proposed the HDP_KS method that uses feature
selection and feature mapping to perform domain adaption.
In the work [21], transfer component analysis was proposed.
In addition, the authors extended their work by using the
normalization techniques to preprocess data. Liu et al. [22]
proposed a two-phase transfer learning method to improve
transfer component analysis. In the first phase, they designed
a source project estimator to select two similar projects. In the
second phase, two prediction models were built based on
the two selected projects, and their prediction results were
combined to improve performance. Li et al. [13] proposed
a set of novel HCPDP methods based on kernel correla-
tion alignment and ensemble learning to solve the linearly
problem. Li et al. [23] proposed a cost-sensitive label and
structure-consistent unilateral project (CLSUP) approach for
HCPDP, which applied domain adaption by combining a
limited set of target data and numerous source data. Jing et
al. [24] proposed a metric representation for source and target
project data, and then introduced Canonical Correlation Anal-
ysis (CCA) in HCPDP. The results proved that their CCA-+
approach can achieve better performance. He et al. [25] pro-
posed a method for distribution characteristic that analyzed
16 indicators. Cheng et al. [26] proposed a method CCT-SVM
that takes into account different misclassification costs when
constructing the models via SVM to solve the imbalance
problem.

Recently, some researchers have investigated that the met-
ric of defective modules in the collected SDP datasets is often
higher than the metric value of non-defective modules. Zhou
et al. [27] concluded the supervised and unsupervised meth-
ods for CPDP and found that different methods can achieve
different performance on the same datasets. Zhang et al. [28]
studied two types of unsupervised classifiers:1) distance-
based classifier; and 2) connectivity-based classifier, and the
results proved that the connectivity-based classifier provides
a better solution for CPDP. Nam and Kim [10] proposed CLA
and CLAMI to perform prediction on unlabeled datasets. The
key idea of their approach was to label unlabeled datasets
using the size of metric values. Chen et al. [29] compared
different methods for the HCPDP task. The experimental
results also confirmed that the performance of HCPDP model
can depend on the defective datasets. These results may be
useful to improve CPDP performance in the future. Jiang
et al. [30] applied the Mahalanobis distance to deal with data
imbalance, but they required that the inverse of the sample of
covariance matrix must be present.

The difference between our approach and the current meth-
ods is that we for the first time introduced optimal transport
theory into the field of HCPDP, and proposed two strate-
gies based on the Gromov-Wasserstein entropic discrepancy,
which can transport the source data to the target project
with minimal transport cost. By learning the transportation,
a classifier can be trained using the transported samples and
target samples to predict the defects.
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FIGURE 1. The framework of the proposed approach.

lll. PROPOSED APPROACH
This section presents the framework of the proposed approach
including the EGW and EGW+ algorithms, and Fig. 1
demonstrates the framework.

As can be seen in Fig. 1, the source data is first transported
by EGW discrepancy calculation, and the transport matrix is
obtained. After learning the transportation, an EGW model is
trained using the transported source data and applied to the
target data for prediction. Then, when some labeled target
data is known, we introduced the labels into the transporta-
tion, which can help label matching between transported
source and target data. By learning the new transportation,
an EGW+ model is trained using the labeled target and trans-
ported source data. In order to describe the approach in detail,
the notations, the entropic Gromov-Wasserstein discrepancy,
the EGW and EGW+ algorithms are presented below.

A. NOTATIONS
For convenience of presentation, we denote the source data
and the target data as Dy = [dF, . .., d;S]T € Rrsxdms p —
[d, ..., d,’lt]T € R™>*dm: \where nis the number of data, dy, is
the dimension of the metric. The simplex of histograms with
N bins is Ty € (p € Rf:: =i = 1.

Finally, the entropy of transport matrix T is defined by

ng Ny

H(T) = —> 3 T;(logT;— 1), the set of couplings
i=1j=1

between histogram p € Zyj and ¢ € Zy2 is Cp g déf{T c

(R+)N1XN2; TIN2 = p, TTI]\]l = q}’ Iy dg[(l’ e 1)T c

RY. For any tensor L = (Lij1)ijk! and matrix T =

(T; j)ij» the sensor matrix multiplication can be defined as

def
LT Z LijxiTei-
[

B. ENTROPIC GROMOV-WASSERSTEIN DISCREPANCY
Since the metric representations in two projects are differ-
ent in HCPDP, it is necessary to build the correspondence
between heterogeneous metric spaces for domain adaptation.
EGW is based on the optimal transport theory that seeks for a
best solution to transport a distribution to another distribution.
It does not calculate the distance, but directly measures the
cost of data transmission on the metric matrix of the source
and target data.

VOLUME 11, 2023

Given two distributions from the source and target projects,
they can be represented by two histograms ps and ¢;. Then
T, a joint distribution of ?‘Y and g;, is defined by T € 7 =
T e R |T1,, =ps, T 1,, = q:}. Eq. (1) show the EGW
formula.

EGW(Cy, Ci, ps, qr) = min Ec, ¢, (T) — eH(T)

TeCps,qr

Ec,.c,(T) = D L(Cy. CL)TijTes. (1)
ikl

In Eq. (1), Cy is a matrix representing a certain metric
on source samples, C; is a matrix that represents metrics on
target samples, and they can be constructed by the linear
kernel matrix, Cy = DSDST, C = DtDtT; Clt‘,k is the (i, k)-
th element of Cy, Cj” ; 18 the (j, )-th element of Cy; ¢ is the
entropic regularization term; L(C;, C}’ ;) is the loss function
that measured the transport cost between C;; and Cj’y ;> and is
defined by L(C},, CJ ) = (C}, — Cf )*.

Itcanbe invelé.tigatéd that Eq. (1) is a non-convex optimiza-
tion problem. By following the solution [20], the projected
gradient descent is applied to solve it, where the gradient
step and the project are based on Kullback-Leibler (KL)

divergence [31]. Then, T is firstly updated by
KL —7(VEg,.¢c,(T)—VH(T))
T < Projc, (TOe ‘ ) (2)

where T > 01is a small enough step size, and the KL projector
of the updated T is

ProjfL  (T) Y arg min KL(T'| T) 3)

T eCpy.q;
When the special case T =1/¢, iteration Eq. (3) reads
T <« t(L(Cs, C) R T, py, qr) “4)

where ® denotes the tensor-matrix multiplication.
As described by [32], the projection is the solution to the
regularized transport problem, hence

Proj¢t (T) = t(—¢log(T). ps. q) )

Re-arrange the terms in Eq. (3), when 7 = 1/¢, the desired
formula of Eq. (1) is given as follows:

VEc,.¢,(T) — eVH(T) = L(Cy, C;) ® T + ¢ log(T) (6)

The above process involved the Iteration Eq. (4), in which
each update T applies a Sinkhorn projection [33]. To obtain
the corresponding convergence proof, more details can be
found in some work by Peyre et al. [20] and Yan et al. [34].

After the optimal transmission matrix T is calculated,
we can transport the source data to the target data, thereby
representing the source data in the metric space of the target
data. The transported source data Dygusporred in the target
domain can be computed by the GW barycenter [20], which
is defined as

Dtranspoted = nsTDtarget @)

As analyzed in Eq. (7), the transported source data have the
same numbers of metrics to that of target data.
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Algorithm 1 EGW-Based for HCPDP

Algorithm 2 EGW+-Based for HCPDP

Input: Dy = [d], ..., d3]" € R™*%s the label ¥, of on
DD, =1[d},....d}]" e Rnxdm
Output: Class labels for D;.
1. Initialize 7, T, 7 =1, T| = pxq;r.
2. repeat
2.1. Compute Dyansported by Eq. (7)
2.2. Iterate T by Eq. (4).
2.3. Compute the gradient of the updated T by Eq.
4).
2.4. Use Sinkhorn to solve Eq. (6) and update T.
25. =1+ 1.
2.6. until Convergence.
3. Train a classifier on (Dyansporred, Ys) With its label for
HCPDP.
4. Predict the label for D;.

Input: Dy = [df,....d}]" € R4y e v D, =
[df.,....d} 1" e Rwxdm yieyrp.
Output: Class labels for D;.
1. Initialize 7, T, T = 1, T = pyq,' .
2. repeat
2.1. Compute Dyansporea by Eq. (7)
2.2. Tterate T by Eq. (4).
2.3. Compute the gradient of the updated T by Eq.
).
2.4. Use Sinkhorn to solve Eq. (11) and update T.
25.ti=1t+1.
2.6. until Convergence.
3. Train a classifier on (Dyansported> ¥s) and (Dy, Y;) for
HCPDP.
4. Predict the labels for D,

C. PREDICTION-MODEL GENERATED BY EGW

By learning the transportation, a classifier can be trained
using the transported source data, and then to predict the
defects in the target projects. Algorithm 1 summarizes the
main steps of EGW.

D. PREDICTION-MODEL GENERATED BY EGW+

By analyzing Algorithm 1, it does not consider the target data.
If there are a few labels known in the target, it is necessary
to match the label condition distribution of two datasets.
Therefore, EGW+ is designed to make the samples with
the same label more closely distributed after transmission.
A regularization term ¢(T), which is similar to the maximum
mean difference based on label conditions using a linear
kernel function [35], is added in Eq. (1). Then, Eq. (1) can
be changed as follows:

EGW(Cy, Cy, ps, g/) = min Ec, c,(T) — eH(T) 4+ 1o(T)

€Cps.ar

where

Ec,.c,(T) = D L(C}y. C)TiTe, ®)
ij.k,l

¢(T) is the labeled information, and it is defined as follows:

2
K|y ny 1 n
sported
o(T) = o DAy = D dy
k=1 | "% =1 M =1 5
= |In,PTD; — QD, |1} ©)

where n;, and ni were the number of labeled source and target
data, d;™""** and d!, are the data with label k. The label
indicator matrices were P € RE*"%s O e RE*M which are
defined as follows:

Pri= i i :.k’
0 otherwise;
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l . [ _
Qk‘i=[1/"k =k (10)

0 otherwise;

where the value of k is {0,1}, y represents the label.
In HCPDP datasets, there are two labels including defective
or non-defective. O represents non-defective and 1 represents
defective.

Finally, Eq. (8) is re-arranged as follows:

VECS,Cr (T) - EVH(T) + )»V(P(T)
= L(Cy, C)) @ T + £ log(T) + 2xn P! (n,PT — Q)DDT
(11)

In conclusion, Algorithm 2 is given to illustrate the steps of
the EGW+--based.

IV. EXPERIMETNAL SETUP

A. RESEARCH QUESTIONS

To investigate the effectiveness of the proposed algorithms,
we designed the following two research questions.

RQ1: How well EGW deals with HCPDP by using only
source projects as training data?

The proposed EGW algorithm did not consider the target
data, and only learn the transportation between source and
target distributions. This question is designed to evaluate the
effectiveness of EGW without the data of target projects.

RQ2: How well EGW+ deals with HCPDP by using a few
label data of target projects as training data?

EGW+ algorithm was designed to keep label consistency
between the transmitted source data and target data. This
question aims to investigate whether EGW+ can outperform
the baselines, which also used the target data information.

B. DATASETS

In the experiment, we used 20 datasets from different
projects including AEEEM [36], JIRA [37], NASA [38]
and PROMISE [39]. In fact, previous studies used differ-
ent those methods might perform better on the selected
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TABLE 1. Defect datasets.

Project Dataset Number of instances Number of defects Defect% Number of metrics
AEEEM EQ 324 129 39.8 61
DT 997 206 20.7 61
LC 691 64 9.3 61
ML 1862 245 13.2 61
PDE 1497 209 14.0 61
JIRA activemq5.0.0 1884 293 15.6 65
derby10.5.1.1 2705 383 14.2 65
groovyl.6 821 70 8.5 65
hbase0.94.0 1059 218 2.6 65
hive0.9.0 1416 283 20.0 65
NASA KCl1 2095 325 15.5 21
MCl1 8737 68 0.8 38
PC1 735 61 83 37
PC3 1099 138 12.6 37
PC4 1379 178 12.9 37
PROMISE camell.6 965 188 19.5 20
lucene2.4 340 203 59.7 20
poi3.0 442 281 63.6 20
synapsel.2 256 86 33.6 20
velocityl.6 229 78 34.1 20

datasets [9], [13], [24], [26], [54] but worse on the other
datasets. In order to keep the comparison fair, the datasets
used in common in all previous studies were used in this
paper. Table 1 shows the details of the defect datasets.
It should be noted that the metrics are not the same in every
project. This paper have released the codes and datasets at
https://github.com/Sevensweett/HCPDP for reproducing the
experiment.

C. EVALUATION MEASURES

Five widely used indicators to assess the predictive perfor-
mance were applied in this paper, including PD, PF, F1-score,
AUC and G-mean [40], [41], [42].

Because the HCPDP task is a binary classification task,
the final result can be True Positive (TP) indicating the num-
bers of actually predicted defective modules, False Positive
(FP) that denotes the numbers of incorrectly predicted non-
defective modules, True Negative (TN) that denotes the num-
bers of correctly predicted non-defective modules, or False
Negative (FN) that denotes the numbers of incorrectly pre-
dicted defective modules. Based on the four possible results,
the five evaluation indicators mentioned above are specifi-
cally defined as follows:

« PD, PF: PD (aka. recall, true positive rate) and PF

(aka. False positive rate) have long been widely used
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as evaluation indicators for software defect predic-
tion [23], [43], [44], [45], and they analyzed that a
high-performing HCPDP model should have higher PD
and lower PF.
TP FP
D= —; F = ——
TP 4+ FN FP+ TN
F1-score: Precision is used to evaluate the correctness of
a prediction model, and Precision= TP/(TP+FP), and
Recall is used to evaluate the possibility of correctly
predicted defects, and Recall=TP/(TP+FN). Therefore,
Fl-score [23], [24], [46] integrates Recall and Precision
in a single indicator.

12)

2 X recall x precision
F1 — score = — (13)
recall + precision

AUC: AUC (Area Under Curve) [47], [48] is defined as
the area enclosed by the coordinate axis under the ROC
curve, PD is the X axis of the coordinate axis, and PF is
the Y axis. Since AUC is rarely affected by class imbal-
ance as well as being independent from the prediction
threshold, it has been widely used for evaluation and
analysis of software defect prediction [23], [49], [50].

o G-mean: It is the geometric mean of PD and (1-PF) [51].

G — mean = \/PD x (1 — PF) (14)
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TABLE 2. PD comparison between EGW and baselines.

Target EGW ManualDown ManualUp CPDP IFS HDP KS EMKCA CTKCCA WPDP
EQ 0.539 0.721 0.271 0473 0.443 0.145 0.392 0.435

JDT 0.656 0.786 0214 0.647 0.524 0.057 0.200 0.447

LC 0.685 0.672 0.328 0.617 0.459 0.091 0.329 0371

ML 0515 0.735 0.265 0.500 0.527 0.034 0.163 0.250
PDE 0.592 0.780 0.220 0.551 0.508 0.047 0.139 0.270
activemg-5.0.0 0.728 0.802 0.198 0.670 0.538 0.020 0.165 0.434
derby-10.5.1.1 0.680 0.822 0.178 0.595 0.535 0.017 0.147 0.293
groovy-0.94.0 0.555 0.800 0.200 0.645 0.538 0.026 0.240 0.422
hbase-0.94.0 0.617 0.812 0.188 0.584 0.495 0.018 0.205 0.446
hive-0.9.0 0.626 0.820 0.180 0.511 0.494 0.017 0218 0415
KCl 0.669 0.877 0.135 0.614 0.625 0.040 0.155 0.249
MCl 0.890 0.882 0.118 0.795 0.747 0.081 0.778 0.052
PCl 0.570 0.803 0.197 0.590 0.568 0212 0.408 0.269
PC3 0.619 0.754 0.246 0.575 0.623 0.094 0.132 0.224
PC4 0.588 0.730 0.270 0.594 0.507 0.081 0.128 0.347
camel-1.6 0.506 0.617 0.383 0.477 0.456 0.073 0.210 0.193
lucene-2.4 0.478 0.576 0.424 0.472 0.396 0.093 0.402 0.612
0i-3.0 0.410 0.641 0.359 0.514 0.392 0.106 0.358 0.742
synapse-1.2 0.612 0.733 0.267 0.509 0.487 0.179 0.410 0.487
velocity-1.6 0.526 0.679 0.321 0.414 0.389 0.223 0.651 0.516
Average 0.603 0.752 0.248 0.567 0.513 0.083 0.292 0.374

All the above evaluation measures range from O to 1 [52].
Obviously, a better HCPDP model should yield higher
values for PD, F1-score, AUC, G-mean but lower PF.

D. EVALUATION SETTINGS

We selected one dataset from 20 datasets as the target, and
each of the remaining datasets was used as the source in turn.
Because this study focuses on prediction with heterogeneous
metrics, we did not perform defect prediction with the same
metrics. For example, if we selected EQ in AEEEM as the
target items, the other items in AEEEM would not participate
in model building as source items.

To avoid the randomness, we repeated the above meth-
ods 20 times and reported the average results. For EGW,
all source data was transferred to get the same dimension
of the target data, and then the transferred source data was
used to train the classifier that was applied to predict the
target data. For EGW+, all transmitted source data and the
10% randomly labeled target data were used as training
data, and the remaining data were selected as test data.
The reason for selecting 10% of the target data is that
the baselines used the above data splitting in their works,
so this paper uses the same method to maintain a fair
comparison.

E. PARAMETER SETTINGS

In our approach, there are two parameters. The parameter &
is related to the smoothness of the transport scheme. If ¢ is
too small, the transport matrix T would become dense. If ¢
is too large, the transport matrix T would become sparse.
The parameter A controls the effectiveness of the regular term
@(T). If A is too small, the distribution alignment between the
labeled source and target data may be neglected. If A is too
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large, the measurement matrix matching between the source
and target data may be invalid.

V. EXPERIMENTAL RESULTS

A. ANSWER TO RQI: The Effectiveness of EGW for
HCPDP TASK

1) METHODS

It is worth noting that there are many HCPDP methods
without using any target data. Since EGW is a method for
analyze the distribution between two projects, we chose those
methods only from the perspective of data distributions.
Additionally, ManualDown and ManualUp [27] have been
reported to be easy to implement and perform better than most
HCPDP works, so they have been chosen as the baselines in
recent articles although the two methods completed the defect
prediction based on themselves and needed a number of
historical defective data of target project. Therefore, we also
selected them in this paper. To demonstrate the effectiveness
of cross-project defect prediction, WPDP is also selected
for comparison. The logistic regression (LR) classifier [53]
was chosen for all methods. The short descriptions of the
compared methods are listed as follows:

o ManualDown [27]. It was a simple unsupervised
method, which performed better than most of the exist-
ing works. ManualDown has been recognized as a new
baseline method of CPDP.

o ManualUp [27]. It was another unsupervised method
proposed by Zhou et al.

o CPDP_IFS [25]. It was an instance mapping method.

« HDP_KS [9]. In this work, metric selection and match-
ing were conducted to construct a prediction model
between projects with heterogeneous features.

VOLUME 11, 2023
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TABLE 3. PF comparison between EGW and baselines.

Target EGW ManualDown ManualUp CPDP_IFS HDP KS EMKCA CTKCCA WPDP

EQ 0.248 0.354 0.651 0.166 0.175 0.321 0.227 0.230

IDT 0.237 0.426 0.575 0.248 0.232 0.034 0.055 0.153

LC 0.295 0.483 0.518 0.282 0.310 0.053 0.098 0.218

ML 0.289 0.464 0.536 0.304 0.288 0.023 0.041 0.077
PDE 0.325 0.455 0.546 0.294 0.308 0.023 0.043 0.086
activemg-5.0.0 0.292 0.444 0.556 0.446 0.310 0.021 0.019 0.092
derby-10.5.1.1 0.274 0.447 0.553 0.283 0.280 0.015 0.011 0.052
groovy-0.94.0 0.297 0.473 0.529 0.337 0.238 0.049 0.097 0.145
hbase-0.94.0 0.290 0.420 0.581 0.445 0.297 0.042 0.039 0.173
hive-0.9.0 0.265 0.420 0.580 0.320 0.296 0.030 0.025 0.106
KC1 0.247 0.431 0.567 0.234 0.239 0.062 0.229 0.043
MCl1 0.283 0.497 0.503 0.266 0.254 0.102 0.295 0.002

PC1 0.310 0.473 0.528 0.290 0.295 0.041 0.101 0.082

PC3 0.276 0.464 0.537 0.286 0.307 0.034 0.074 0.069

PC4 0.295 0.466 0.535 0.283 0.297 0.023 0.080 0.047
camel-1.6 0.369 0.472 0.529 0.363 0.336 0.053 0.134 0.085
lucene-2.4 0.235 0.387 0.613 0.225 0.274 0.139 0.000 0.464
poi-3.0 0.215 0.255 0.745 0.172 0.252 0.098 0.064 0.441
synapse-1.2 0.284 0.382 0.618 0.271 0.308 0.152 0.300 0317
velocity-1.6 0.300 0.411 0.596 0.266 0.295 0.193 0.243 0.427
Average 0.281 0.431 0.570 0.289 0.280 0.075 0.109 0.165

TABLE 4. F1-score comparison between EGW and baselines.

Target EGW ManualDown ManualUp CPDP_IFS HDP KS EMKCA CTKCCA WPDP
EQ 0.574 0.639 0.241 0.538 0.515 0.177 0.452 0.484
JDT 0.532 0.460 0.125 0.502 0.447 0.095 0.284 0.436
LC 0.314 0.210 0.102 0.287 0.216 0.113 0.288 0.213
ML 0.314 0.306 0.111 0.291 0.312 0.057 0.227 0.282
PDE 0.346 0.340 0.096 0.330 0.300 0.079 0.198 0.298

activemq-5.0.0 0.454 0.381 0.094 0.344 0.335 0.035 0.260 0.446
derby-10.5.1.1 0.425 0.363 0.078 0.354 0.342 0.030 0.242 0.362
groovy-0.94.0 0.251 0.233 0.058 0.240 0.267 0.033 0.211 0.280
hbase-0.94.0 0.469 0.473 0.110 0.349 0.390 0.031 0.302 0.421
hive-0.9.0 0.495 0.468 0.103 0.362 0.384 0.030 0.331 0.450
KC1 0.444 0.415 0.064 0.423 0.426 0.058 0.134 0.334
MC1 0.047 0.027 0.004 0.048 0.048 0.012 0.042 0.070
PC1 0.230 0.228 0.056 0.250 0.238 0.254 0.325 0.241

PC3 0.349 0.302 0.099 0.320 0.332 0.141 0.160 0.259
PC4 0.329 0.300 0.111 0.339 0.293 0.131 0.155 0.409
camel-1.6 0.337 0.346 0.215 0.321 0.321 0.113 0.239 0.242
lucene-2.4 0.586 0.627 0.461 0.579 0.495 0.156 0.573 0.633
poi-3.0 0.535 0.717 0.402 0.634 0.504 0.182 0.512 0.742
synapse-1.2 0.575 0.589 0.215 0.493 0.463 0.242 0.411 0.459
velocity-1.6 0.506 0.549 0.259 0.417 0.392 0.279 0.613 0.440
Average 0.406 0.399 0.150 0.371 0.351 0.112 0.298 0.375

« EMKCA [54]. It combined the advantages of multi-core
learning and domain adaptive technology.

o CTKCCA [23]. In this work, cost sensitive learning was
used to alleviate the class imbalance problem, and the
transfer kernel canonical correlation analysis was used
to transform the source projects and target projects.

o« WPDP [55]. It used 10% of the label data in the project
to build a defect prediction model, and the remaining
90% of the data was used as a test set to verify.

2) RESULTS

Tables 2-6 show the PD, PF, Fl-score, AUC and G-mean
values of EGW compared with baselines. The last row in
the two tables represents the average values across 20 target
items and the best result is in bold font. As can be seen in
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Tables 2-3, although the PD of ManualDown achieved the
highest, PF was also very high because this method used
model size in the target project to build simple prediction
model. For imbalanced datasets, it would bring a high PF rate.
On the contrary, EMKCA had the lowest PF, but its PD was
also the lowest. To sum up, the overall performance of EGW
on PD and PF was much better. In Tables 4-6, compared with
ManualDown, ManualUp, CPDP_IFS, HDP_KS, EMKCA,
CTKCCA and WPDP, EGW can improve the Fl-score by
0.7%, 25.6%, 3.5%, 5.5%, 29.4%, 10.8%, and 3.1%. For
AUC, it is improved by 0.1%, 32.2%, 2.2%, 0.5%, 11.4%,
8.1%, and 1.6% and G-mean was improved by 0.1%, 33.3%,
4.8%, 6.9%, 50.9%, 24.8% and 15.3%. Although the result
difference between EGW and ManualDown was not large in
F1, AUC, and G-mean, the PF of ManualDown is 15% higher
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TABLE 5. AUC comparison between EGW and baselines.

Target EGW ManualDown ManualUp CPDP IFS HDP KS EMKCA CTKCCA WPDP
EQ 0.646 0.684 0.310 0.653 0.714 0.440 0.510 0.544
JIDT 0.709 0.680 0.319 0.700 0.682 0.537 0.521 0.612
LC 0.695 0.594 0.405 0.668 0.588 0.545 0.601 0.505
ML 0.613 0.635 0.365 0.598 0.643 0.534 0.543 0.630
PDE 0.633 0.662 0.337 0.629 0.616 0.550 0.517 0.607
activemg-5.0.0 0.718 0.679 0.321 0.612 0.636 0.540 0.574 0.750
derby-10.5.1.1 0.703 0.688 0.312 0.656 0.663 0.570 0.567 0.709
groovy-0.94.0 0.629 0.664 0.336 0.654 0.707 0.506 0.575 0.638
hbase-0.94.0 0.663 0.696 0.303 0.570 0.639 0.547 0.581 0.649
hive-0.9.0 0.681 0.700 0.300 0.596 0.632 0.537 0.600 0.633
KCl1 0.711 0.723 0.284 0.690 0.751 0.573 0.341 0.740
MC1 0.803 0.693 0.307 0.765 0.799 0.522 0.860 0.744
PCI 0.630 0.665 0.334 0.650 0.695 0.649 0.663 0.633
PC3 0.672 0.645 0.355 0.645 0.697 0.646 0.487 0.677
PC4 0.647 0.632 0.368 0.655 0.652 0.631 0.503 0.812
camel-1.6 0.568 0.572 0.427 0.557 0.581 0.524 0.502 0.618
lucene-2.4 0.621 0.595 0.405 0.623 0.596 0.516 0.700 0.603
poi-3.0 0.597 0.693 0.307 0.671 0.626 0.487 0.743 0.673
synapse-1.2 0.664 0.675 0.325 0.619 0.636 0.544 0.487 0.583
velocity-1.6 0.613 0.634 0.362 0.574 0.565 0.538 0.718 0.536
Average 0.661 0.660 0.339 0.639 0.656 0.547 0.580 0.645
cD D
—
—
8 7 6 5 4 3 2 1
8 7 6 5 4 3 2 1
[P N A L1, YL lala it
EMKCA 122 by 13 row ManualUp i 22 HDP_KS
ManualUp —= ManualDown EMKCA = *2 ManualDown
CTKCCA 2 22 WPDP CTKCCA =2 — EGW
HDP_KS * 355 CPDP IFS CPDP_IFS 2 35 \WPDP
FIGURE 2. Comparison of average ranks in F1-score of EGW. FIGURE 3. Comparison of average ranks in AUC of EGW.
than that of EGW, which indicated that more non-defective CD
samples were predicted to be defective. A
To statistical analyze the performance of the above meth- 8 : :' f ‘: 1: 2 :
ods, we conducted the Friedman test with Nemenyi test as a =TT —
post hoc test with a 95% confidence level [52] used in some
CPDP studies [13], [36], [56]. To visualize the differences, EMKCA 1251 L3 pow
CD diagrams [57] can be obtained by ManualUp == *— ManualDown
CTKCCA £ *2 CPDP_IFS
wppp = *L HDP KS

[L(L + 1)
CD = q(a,L) W (15)

where L represents the number of the method, M is the cross-
project pair’s number, and g (o, L) is a critical value based
on L. In the CD diagrams, the average rank of each method is
marked along the axis (higher ranks to the left). We connected
them with a thick line if these approaches are not significantly
different under the Nemenyi test.

Most previous works selected F1-score, G-mean and AUC
to perform the statistical analysis. Therefore, as shown in
Figs 2-4, we have also provided the analysis of the three
indicators. It is shown that EGW performs better than all
other methods for F1-score and G-mean. For AUC, EGW was
also in the top three. In general, EGW outperformed other
methods in HCPDP task.
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FIGURE 4. Comparison of average ranks in G-mean of EGW.

Then, Cliff’s delta [58], [59] was applied to calculate the
effect size of F1-score, AUC and G-mean between EGW and
baselines values. The mappings between § and its level are
given in Table 7.

By analyzing the effect size of the three indicators in
Table 8 compared to other methods, there are four negli-
gible differences and seventeen non-negligible differences,
suggesting that EGW performs better than most methods.
It is worth noting that EGW and ManualDown do not have a
significant difference in performance. Therefore, EGW+ was

VOLUME 11, 2023



X. Zong et al.: Heterogeneous Cross-Project Defect Prediction via Optimal Transport

IEEE Access

TABLE 6. G-mean comparison between EGW and baselines.

Target EGW ManualDown ManualUp CPDP_IFS HDP KS EMKCA CTKCCA WPDP
EQ 0.630 0.683 0.308 0.584 0.568 0.238 0.519 0.573
JDT 0.705 0.672 0.301 0.689 0.617 0.107 0.330 0.610
LC 0.695 0.589 0.398 0.643 0.536 0.165 0.481 0.532
ML 0.603 0.627 0.351 0.574 0.597 0.066 0.278 0.477
PDE 0.631 0.652 0.316 0.605 0.574 0.090 0.242 0.494
activemq-5.0.0 0.717 0.668 0.297 0.582 0.594 0.039 0.282 0.626
derby-10.5.1.1 0.702 0.674 0.282 0.620 0.610 0.033 0.255 0.525
2roovy-0.94.0 0.622 0.649 0.307 0.625 0.622 0.050 0.376 0.594
hbase-0.94.0 0.659 0.686 0.281 0.532 0.569 0.035 0.337 0.605
hive-0.9.0 0.676 0.689 0.275 0.554 0.561 0.033 0.355 0.607
KC1 0.708 0.706 0.242 0.660 0.681 0.077 0.258 0.486
MCI 0.798 0.666 0.242 0.733 0.737 0.149 0.738 0.181
PCI1 0.627 0.650 0.305 0.626 0.621 0.347 0.561 0.487
PC3 0.667 0.636 0.338 0.615 0.647 0.171 0.230 0.453
PC4 0.644 0.624 0.354 0.631 0.585 0.150 0.224 0.568
camel-1.6 0.563 0.571 0.425 0.542 0.528 0.136 0.337 0.410
lucene-2.4 0.597 0.594 0.405 0.580 0.494 0.168 0.573 0.569
poi-3.0 0.550 0.691 0.303 0.628 0.492 0.190 0.516 0.636
synapse-1.2 0.660 0.673 0.320 0.584 0.559 0.295 0.516 0.569
velocity-1.6 0.605 0.633 0.360 0.506 0.483 0.349 0.698 0.538
Average 0.653 0.652 0.320 0.605 0.584 0.144 0.405 0.527
TABLE 7. Mappings § between and its level. cD
| |
Cliff's Delta () Level 109 87654321
|5|<0.147 Negligible (N) ' I P P I T |
0.147 <|5]<0.333 Small (8)
Medi M Manuallp — —— EGW+
0333 < |5| < 0474 ¢ lum( ) EMEKCA (L] 13 CLSUP
|5]>0.474 Large (L) WPDP == = HDP_KS
CTKCCA = L ManualDown
coa+ 2L CPDP_IFS
cb FIGURE 6. Comparison of average ranks in AUC of EGW+.
|
09 87654321 cD
I I L I 1 l il l L L I L L I L I
_
ManualUp =2 | L 215 pows 109 8 7654321
93 kR I L I L I 1 l 1 l L I L L L I
EMKCA 2 CLSUP
WPDP = 2 CPDP_IFS
cca+ 2 22 CTKCCA R . i
HDP KS = 22 ManualDown EMKCA » » EGW+
ManualUp *—— 2 CLSUP
FIGURE 5. Comparison of average ranks in F1-score of EGW+. wepp E—— L% ManualDown
CTKCCA 2 21 CPDP_IFS
cCA+ 2 >2 HDP_KS

developed and the concrete results are shown in the next
section.

B. ANSWER To RQ2: The Effectiveness of EGW+

1) METHODS

There are several methods that used target data to construct
HCPDP model, but we found that those methods used differ-
ent datasets. For a fair comparison, we selected the methods
that have common datasets. For CCA+ [24] and CLSUP [23],
the two methods also used 10% of the target data during the
experiments. Meanwhile, we randomly added 10% of the tar-
get data for CPDP_IFS, HDP_LS, EMKCA, and CTKCCA to
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FIGURE 7. Comparison of average ranks in AUC of EGW+.

ensure all the baselines use the same datasets. Similarly, Man-
ualDown and ManualUp, and WPDP were still considered,
and logistic regression (LR) was used as the basic classifier.
Since some baselines were introduced. Here, we have only
given the brief descriptions of CCA+ and CLSUP.

¢ CCA+. Itintroduced canonical correlation analysis into
HCPDP model.

o CLSUP. A cost-sensitive label and structure-consistent
unilateral projection approach was proposed to solve
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TABLE 8. Cliff's delta of EGW versus baselines.

ManualDown ManualUp CPDP_IFS HDP KS EMKCA CTKCCA WPDP
Fl-score 0.060(N) 0.795(L) 0.155(S) 0.285(S) 0.905(L) 0.475(L) 0.210(S)
AUC -0.055(N) 1.000(L) 0.245(S) 0.070(N) 0.860(L) 0.550(L) 0.150(S)
G-mean -0.020(N) 1.000(L) 0.460(M) 0.615(L) 1.000(L) 0.815(L) 0.800(L)
TABLE 9. PD comparison between EGW+ and baselines.
EGW+ CPDP_IFS HDP KS EMKCA CTKCCA CCA+ CLSUP
Target (10%) ManualDown  ManualUp (10%) (10%) (10%) (10%) WPDP (10%) (10%)
EQ 0.646 0.721 0.271 0.508 0.425 0.205 0.306 0.435 0.507 0.546
IDT 0.672 0.786 0214 0.647 0.562 0.069 0.192 0.447 0.618 0.623
LC 0.606 0.672 0.328 0.636 0.488 0.145 0.617 0.371 0.647 0.678
ML 0.583 0.735 0.265 0.527 0.538 0.047 0.204 0.250 0.500 0.529
PDE 0.597 0.780 0.220 0.560 0.536 0.065 0.189 0.270 0.544 0.593
activemq-5.0.0  0.792 0.802 0.198 0.722 0.554 0.045 0.135 0.434 0.642 0.695
derby-10.5.1.1 0.666 0.822 0.178 0.719 0.584 0.027 0.103 0.293 0.542 0.594
groovy-0.94.0 0.733 0.800 0.200 0.720 0.549 0.051 0.564 0.422 0.482 0.590
hbase-0.94.0 0.716 0.812 0.188 0.646 0.540 0.032 0.181 0.446 0.404 0.558
hive-0.9.0 0.661 0.820 0.180 0.608 0.545 0.020 0.143 0415 0.456 0.536
KCI 0.651 0.877 0.135 0.663 0.622 0.051 0.178 0.249 0.444 0.554
MCl1 0.591 0.882 0.118 0.785 0.646 0.088 0.939 0.052 0.753 0.732
PCl1 0.742 0.803 0.197 0.595 0.580 0.240 0.671 0.269 0.448 0.515
PC3 0.732 0.754 0.246 0.621 0.652 0.137 0.304 0.224 0.367 0.595
PC4 0.819 0.730 0.270 0.681 0.563 0.117 0.230 0.347 0.393 0.562
camel-1.6 0.598 0.617 0.383 0.466 0418 0.082 0.226 0.193 0.403 0.463
lucene-2.4 0.620 0.576 0.424 0.483 0417 0.156 0.209 0.612 0.415 0.490
poi-3.0 0.569 0.641 0.359 0.541 0.408 0.150 0.260 0.742 0.327 0.493
synapse-1.2 0.709 0.733 0.267 0.535 0.512 0.235 0.459 0.487 0.551 0.574
velocity-1.6 0.660 0.679 0.321 0.428 0.457 0.294 0.556 0.516 0.401 0.495
Average 0.668 0.752 0.248 0.604 0.530 0.113 0.333 0.374 0.492 0.571
TABLE 10. PF comparison between EGW+ and baselines.
EGW+ CPDP_IFS HDP_KS EMKCA CTKCCA CCA+ CLSUP
Target (10%) ManualDown  ManualUp (10%) (10%) (10%) (10%) WPDP (10%) (10%)
EQ 0.566 0.639 0.241 0.566 0.507 0.267 0.468 0.484 0.554 0.606
JDT 0.525 0.460 0.125 0.532 0.493 0.109 0.322 0.436 0.534 0.533
LC 0.268 0.210 0.102 0.295 0.237 0.156 0.763 0.213 0314 0312
ML 0.356 0.306 0.111 0.318 0.338 0.073 0.330 0.282 0.326 0.354
PDE 0.359 0.340 0.096 0.340 0.321 0.101 0.318 0.298 0.346 0.367
activemg-5.0.0 0.519 0.381 0.094 0.435 0.358 0.074 0.237 0.446 0.449 0.476
derby-10.5.1.1 0.452 0.363 0.078 0.392 0.382 0.046 0.187 0.362 0.394 0413
groovy-0.94.0 0.295 0.233 0.058 0.271 0.273 0.057 0.721 0.280 0.269 0.283
hbase-0.94.0 0.514 0.473 0.110 0.434 0.441 0.051 0.307 0.421 0.347 0.451
hive-0.9.0 0.518 0.468 0.103 0.448 0.428 0.033 0.250 0.450 0.410 0.445
KC1 0.443 0.415 0.064 0.435 0.427 0.071 0.217 0.334 0.400 0.443
MCl1 0.109 0.027 0.004 0.043 0.043 0.010 0.598 0.070 0.076 0.081
PC1 0.279 0.228 0.056 0.246 0.246 0.242 0.780 0.241 0.241 0.241
PC3 0.381 0.302 0.099 0.327 0.352 0.185 0.466 0.259 0.258 0.356
PC4 0.436 0.300 0.111 0.353 0.328 0.174 0.367 0.409 0.255 0.355
camel-1.6 0.391 0.346 0.215 0.318 0.326 0.119 0.354 0.242 0.327 0.355
lucene-2.4 0.540 0.627 0.461 0.587 0.519 0.242 0.346 0.633 0.531 0.611
poi-3.0 0.653 0.717 0.402 0.657 0.532 0.241 0.398 0.742 0.424 0.624
synapse-1.2 0.776 0.589 0.215 0.511 0.488 0.278 0.629 0.459 0.537 0.551
velocity-1.6 0.584 0.549 0.259 0.429 0.457 0.328 0.715 0.440 0.409 0.481
Average 0.448 0.399 0.150 0.397 0.375 0.143 0.439 0.375 0.370 0417

HCPDP. It alleviated the class imbalance problem by
cost-sensitive analysis.

2) RESULTS

In Tables 9-10, it can be seen that the PD of ManualDown
was still higher than EGW+ and PF of CTKCCA was lower
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than EGW+, but PF of ManualDown was higher than EGW+
and PD of CTKCCA was lower than EGW+. Therefore,
considering PD and PF comprehensively, EGW+ had the
more stable performance. Furthermore, Tables 11-13 shows
the F1-score, AUC and G-mean results of EGW+ and base-
line methods. We found that EGW+ performs better than
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TABLE 11. F1-score comparison between EGW+ and baselines.

EGW+ CPDP_IFS  HDP_KS EMKCA CTKCCA CCA+ CLSUP

Target (10%) ManualDown  ManualUp (10%) (10%) (10%) (10%) WPDP (10%) (10%)

EQ 0.607 0.684 0.310 0.670 0.718 0.521 0.531 0.544 0.671 0.808
JDT 0.756 0.680 0.319 0.720 0.729 0.587 0.568 0.612 0.730 0.763

LC 0.666 0.594 0.405 0.678 0.630 0.581 0.809 0.505 0.721 0.777

ML 0.713 0.635 0.365 0.628 0.679 0.577 0.597 0.630 0.640 0.712
PDE 0.697 0.662 0.337 0.640 0.652 0.591 0.592 0.607 0.659 0.719
activemq-5.0.0 0.844 0.679 0.321 0.712 0.676 0.584 0.566 0.750 0.733 0.804
derby-10.5.1.1 0.788 0.688 0.312 0.699 0.726 0.614 0.550 0.709 0.683 0.750
groovy-0.94.0 0.760 0.664 0.336 0.694 0.716 0.555 0.806 0.638 0.653 0.766
hbase-0.94.0 0.768 0.696 0.303 0.651 0.711 0.592 0.589 0.649 0.618 0.717
hive-0.9.0 0.760 0.700 0.300 0.665 0.695 0.587 0.587 0.633 0.664 0.715
KC1 0.789 0.723 0.284 0.704 0.757 0.557 0.510 0.740 0.678 0.705
MC1 0.897 0.693 0.307 0.737 0.697 0.678 0.975 0.744 0.813 0.827
PC1 0.784 0.665 0.334 0.648 0.709 0.767 0.869 0.633 0.605 0.684
PC3 0.773 0.645 0.355 0.655 0.725 0.718 0.655 0.677 0.606 0.731
PC4 0.848 0.632 0.368 0.678 0.698 0.685 0.628 0.812 0.589 0.705
camel-1.6 0.679 0.572 0.427 0.558 0.601 0.518 0.590 0.618 0.583 0.608
lucene-2.4 0.688 0.595 0.405 0.626 0.619 0.540 0.609 0.603 0.633 0.721
poi-3.0 0.722 0.693 0.307 0.687 0.673 0.538 0.656 0.673 0.488 0.742
synapse-1.2 0.801 0.675 0.325 0.632 0.660 0.548 0.707 0.583 0.670 0.700
velocity-1.6 0.730 0.634 0.362 0.577 0.622 0.558 0.807 0.536 0.576 0.649
Average 0.754 0.660 0.339 0.663 0.685 0.595 0.660 0.645 0.651 0.730

TABLE 12. AUC comparison between EGW+ and baselines.

EGW+ CPDP_IFS HDP_KS EMKCA CTKCCA CCA+ CLSUP

Target (10%) ManualDown  ManualUp (10%) (10%) (10%) (10%) WPDP (10%) (10%)
EQ 0.609 0.683 0.308 0.612 0.558 0.323 0.468 0.573 0.588 0.659
DT 0.717 0.672 0.301 0.708 0.656 0.129 0.322 0.610 0.684 0.704
LC 0.647 0.589 0.398 0.660 0.567 0.249 0.763 0.532 0.679 0.700
ML 0.653 0.627 0.351 0.605 0.618 0.089 0.339 0.477 0.582 0.629
PDE 0.651 0.652 0.316 0.617 0.598 0.122 0.318 0.494 0.612 0.656
activemqg-5.0.0 0.778 0.668 0.297 0.704 0.613 0.085 0.237 0.626 0.685 0.731
derby-10.5.1.1 0.722 0.674 0.282 0.690 0.654 0.052 0.187 0.525 0.623 0.677
groovy-0.94.0 0.711 0.649 0.307 0.673 0.629 0.097 0.721 0.594 0.573 0.660
hbase-0.94.0 0.718 0.686 0.281 0.629 0.623 0.062 0.307 0.605 0.474 0.638
hive-0.9.0 0.715 0.689 0.275 0.645 0.619 0.039 0.250 0.607 0.544 0.634
KC1 0.701 0.706 0.242 0.690 0.681 0.096 0.298 0.486 0.555 0.661
MC1 0.674 0.666 0.242 0.720 0.661 0.160 0.964 0.181 0.771 0.791
PC1 0.702 0.650 0.305 0.628 0.633 0.381 0.802 0.487 0.533 0.606
PC3 0.712 0.636 0.338 0.643 0.668 0.240 0.466 0.453 0.447 0.658
PC4 0.759 0.624 0.354 0.663 0.626 0.208 0.374 0.568 0.487 0.644
camel-1.6 0.618 0.571 0.425 0.531 0.520 0.151 0.368 0.410 0.505 0.564
lucene-2.4 0.632 0.594 0.405 0.585 0.522 0.260 0.346 0.569 0.524 0.615
poi-3.0 0.651 0.691 0.303 0.647 0.531 0.253 0.404 0.636 0.417 0.623
synapse-1.2 0.750 0.673 0.320 0.601 0.581 0.358 0.629 0.569 0.622 0.645
velocity-1.6 0.674 0.633 0.360 0.520 0.551 0418 0.715 0.538 0.487 0.579
Average 0.690 0.652 0.320 0.639 0.605 0.189 0.464 0.527 0.570 0.654
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FIGURE 8. The variances of ¢ with three indicators in EGW.

the other methods. Compared with ManualDown, Manu- 4.9%, 29.8%, 5.1%, 7.3%, 30.5%, 0.9%, 7.3%, 7.8%, and
alUp, CPDP_IFS, HDP_KS, EMKCA, CTKCCA, WPDP, 3.1%, AUC by 9.4%, 41.5%, 9.1%, 6.9%, 15.9%, 9.4%,
CCA+ and CLSUP, EGW+ can improve Fl-score by 10.9%, 10.3%, and 2.4%. For G-mean, it was improved by
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TABLE 13. G-mean comparison between EGW+ and baselines.

CTKCCA

EGW+ CPDP_IFS HDP KS EMKCA CCA+ CLSUP
Target (10%) ManualDown  ManualUp (10%) (10%) (10%) (10%) WPDP (10%) (10%)
EQ 0.609 0.683 0.308 0.612 0.558 0.323 0.468 0.573 0.588 0.659
DT 0.717 0.672 0.301 0.708 0.656 0.129 0.322 0.610 0.684 0.704
LC 0.647 0.589 0.398 0.660 0.567 0.249 0.763 0.532 0.679 0.700
ML 0.653 0.627 0.351 0.605 0.618 0.089 0.339 0.477 0.582 0.629
PDE 0.651 0.652 0.316 0.617 0.598 0.122 0.318 0.494 0.612 0.656
activemq-5.0.0  0.778 0.668 0.297 0.704 0.613 0.085 0.237 0.626 0.685 0.731
derby-10.5.1.1 0.722 0.674 0.282 0.690 0.654 0.052 0.187 0.525 0.623 0.677
groovy-0.94.0 0.711 0.649 0.307 0.673 0.629 0.097 0.721 0.594 0.573 0.660
hbase-0.94.0 0.718 0.686 0.281 0.629 0.623 0.062 0.307 0.605 0.474 0.638
hive-0.9.0 0.715 0.689 0.275 0.645 0.619 0.039 0.250 0.607 0.544 0.634
KCl1 0.701 0.706 0.242 0.690 0.681 0.096 0.298 0.486 0.555 0.661
MC1 0.674 0.666 0.242 0.720 0.661 0.160 0.964 0.181 0.771 0.791
PC1 0.702 0.650 0.305 0.628 0.633 0.381 0.802 0.487 0.533 0.606
PC3 0.712 0.636 0.338 0.643 0.668 0.240 0.466 0.453 0.447 0.658
PC4 0.759 0.624 0.354 0.663 0.626 0.208 0.374 0.568 0.487 0.644
camel-1.6 0.618 0.571 0.425 0.531 0.520 0.151 0.368 0.410 0.505 0.564
lucene-2.4 0.632 0.594 0.405 0.585 0.522 0.260 0.346 0.569 0.524 0.615
poi-3.0 0.651 0.691 0.303 0.647 0.531 0.253 0.404 0.636 0.417 0.623
synapse-1.2 0.750 0.673 0.320 0.601 0.581 0.358 0.629 0.569 0.622 0.645
velocity-1.6 0.674 0.633 0.360 0.520 0.551 0418 0.715 0.538 0.487 0.579
Average 0.690 0.652 0.320 0.639 0.605 0.189 0.464 0.527 0.570 0.654
TABLE 14. Cliff’s delta of EGW+ versus baselines.
ManualDown ManualUp CPDP_IFS HDP_KS EMKCA CTKCCA WPDP CCA+ CLSUP
Fl-score 0.865(L) 0.865(L) 0.220(S) 0.330(S) 0.930(L) 0.115(N) 0.320(S) 0.320(S) 0.120(N)
AUC 0.780(L) 1.000(L) 0.750(L) 0.610(L) 0.885(L) 0.505(L) 0.710(L) 0.735(L) 0.205(S)
G-mean 0.460(M) 1.000(L) 0.535(L) 0.750(L) 1.000(L) 0.550(L) 0.970(L) 0.745(L) 0.410M)
TABLE 15. Comparison results between EGW+ and EGW.
Target PD PF Fl-score AUC G-mean
EGW+ EGW EGW+ EGW EGW+ EGW EGW EGW EGW+ EGW
EQ 0.598 0.506 0.353 0.369 0.391 0.337 0.679 0.568 0.618 0.563
IDT 0.620 0.478 0.341 0.235 0.540 0.586 0.688 0.621 0.632 0.597
LC 0.569 0.410 0.245 0.215 0.653 0.535 0.722 0.597 0.651 0.550
ML 0.709 0.612 0.202 0.284 0.776 0.575 0.801 0.664 0.750 0.660
PDE 0.660 0.526 0.302 0.300 0.584 0.506 0.730 0.613 0.674 0.605
activemq-5.0.0 0.651 0.669 0.237 0.247 0.443 0.444 0.789 0.711 0.701 0.708
derby-10.5.1.1 0.591 0.890 0.110 0.283 0.109 0.047 0.897 0.803 0.674 0.798
groovy-0.94.0 0.742 0.570 0.325 0.310 0.279 0.230 0.784 0.630 0.702 0.627
hbase-0.94.0 0.732 0.619 0.302 0.276 0.381 0.349 0.773 0.672 0.712 0.667
hive-0.9.0 0.819 0.588 0.290 0.295 0.436 0.329 0.848 0.647 0.759 0.644
KC1 0.792 0.728 0.233 0.292 0.519 0.454 0.844 0.718 0.778 0.717
MC1 0.666 0.680 0.211 0.274 0.452 0.425 0.788 0.703 0.722 0.702
PCl1 0.733 0.555 0.305 0.297 0.295 0.251 0.760 0.629 0.711 0.622
PC3 0.716 0.617 0.278 0.290 0.514 0.469 0.768 0.663 0.718 0.659
PC4 0.661 0.626 0.223 0.265 0.518 0.495 0.760 0.681 0.715 0.676
camel-1.6 0.646 0.539 0.422 0.248 0.566 0.574 0.607 0.646 0.609 0.630
lucene-2.4 0.672 0.656 0.233 0.237 0.525 0.532 0.756 0.709 0.717 0.705
poi-3.0 0.606 0.685 0.305 0.295 0.268 0.314 0.666 0.695 0.647 0.695
synapse-1.2 0.583 0.515 0.260 0.289 0.356 0314 0.713 0.613 0.653 0.603
velocity-1.6 0.597 0.592 0.285 0.325 0.359 0.346 0.697 0.633 0.651 0.631
Average 0.668 0.603 0.273 0.281 0.448 0.406 0.754 0.661 0.690 0.653

3.8%, 37.0%, 5.1%, 8.5%, 50.1%, 22.6%, 16.3%, 12.0%
and 3.6%.

Similarly, we also provided the analysis of CD dia-
grams and effect size. Figs 5-7 show that EGW+ performed
better against other compared methods in Fl-score, AUC
and G-mean. In Table 14, compared with other methods,
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there are two negligible differences and twenty-five non-
negligible differences, which indicated that EGW+ is dif-
ferent from most methods and the research results still make
sense.

It is obviously that EGW+ performed better than other
methods, which can prove the optimal transport can be used
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(a) Fl-score (b) AUC (c) G-mean
FIGURE 9. The variances of ¢ and A with three indicators in EGW+.
TABLE 16. Results of five indicators with the best parameter ¢ in EGW.

Source Target € Fl-score AUC G-mean

AEEEM JIRA 0.9 0.452 0.720 0.718

NASA 0.5 0.283 0.693 0.689

PROMISE 0.8 0.526 0.644 0.626

JIRA AEEEM 0.4 0.441 0.692 0.687

NASA 0.2 0.275 0.694 0.692

PROMISE 0.4 0.500 0.608 0.593

NASA AEEEM 0.9 0.364 0.590 0.582

JIRA 0.9 0.352 0.597 0.594

PROMISE 0.9 0.498 0.587 0.566

PROMISE AEEEM 0.9 0.443 0.696 0.689

JIRA 0.9 0.453 0.719 0.714

NASA 0.8 0.282 0.690 0.685

to match the data distribution between two heterogeneous
domains. Possible reasons that they can achieve better results
are: 1) most of the baselines did not select all the metrics, but
only used the common metrics shared by the source and target
projects, which would limit HCPDP performance; 2) the
pre-defined mapping functions of the compared methods may
limit the performance.

C. COMPARISON RESULTS BETWEEN EGW AND EGW+
Although we cannot compare EGW with EGW+ directly
because they used different training data, we wanted to know
the adaptation of the two algorithms. Table 15 lists the com-
parison results of EGW and EGW+ in PD, PF, Fl-score,
AUC and G-mean. Apparently, EGW+- can outperform better
than EGW, which indicated that the label information of the
training was useful to advance the classification performance.

As a whole, EGW was suitable when there was no defect
data in target project, and EGW+- performed well after a few
defects are labeled in target project.

VI. DISCUSSION

A. EFFECT OF PARAMETER SETTINGS

To explore the parameter variance for each dataset, we set &
in the search place {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9,
10.0} and A in the search place {0.0001, 0.0005, 0.001, 0.005,

VOLUME 11, 2023

0.01, 0.05, 0.1, 0.5, 1.0}. Since each project is different, two
algorithms cannot use the same parameters. Grid search was
used to find the best parameters for EGW and EGW+ on
each project. For example, we took JIRA as source project
and AEEEM as target project, Fig.8 shows the variance of
& with three indicators in EGW. Obviously, when ¢ = 0.4,
F1-score, AUC and G-mean can achieve the best. Similarly,
Fig. 9 shows the variances of ¢ and A with three indicators
in EGW+, and it can be found that the three indicators can
obtain the best values when =0.5 and =0.001. By following
the above process, Tables 16 and 17 list the best parameters
of EGW and EGW+ on each project.

B. TIME-EFFICIENCY

To illustrate whether EGW and EGW+ have the accept-
able training time. Table 18 shows the average training time
of our methods and other baselines on all datasets. Com-
pared to CPDP_IFS, EMKCA, CCA+, WPDP, ManualDown
and ManualUp, EGW and EGW+ have more training time
because the transfer matrix is time-consuming. In particular,
although WPDP, ManualDown and ManualUp ran faster, they
required enough defective data of target project. Hence, they
are not suitable for a new project. In conclusion, EGW and
EGW+ are still acceptable under the premise of the resulting
high forecast accuracy.
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TABLE 17. Results of five indicators with the parameter ¢ and 1 in EGW+.

Source Target & A F1-score AUC G-mean
AEEEM JIRA 0.3 0.001 0.458 0.782 0.727
NASA 0.1 0.0001 0.322 0.824 0.729
PROMISE 0.4 0.005 0.589 0.724 0.665
JIRA AEEEM 0.5 0.001 0.429 0.705 0.668
NASA 0.3 0.0001 0.324 0.829 0.742
PROMISE 0.4 0.001 0.585 0.718 0.663
NASA AEEEM 0.1 0.005 0.398 0.674 0.646
JIRA 0.3 0.001 0.462 0.797 0.739
PROMISE 0.4 0.005 0.592 0.730 0.666
PROMISE AEEEM 0.4 0.005 0.417 0.685 0.653
JIRA 0.1 0.001 0.458 0.774 0.721
NASA 0.2 0.0005 0.344 0.802 0.658

TABLE 18. Average running time of each method on all datasets.
EGW EGW+ CLSUP CPDP IFS CTKCCA EMKCA HDP KS CCA+ WPDP  ManualDown  ManualUp
Time(s)  3.061 3.097  3.262, 2.730 3.248 31.991 2.028 260230  0.230 1.000 0.068

C. THREATS TO VALIDITY
Several potential threats to the validity are described in the
followings.

1) Bias of comparison. Most of the compared works
do not provide the program codes of their methods.
We implemented their methods by following their
papers. In addition, many methods have been pro-
posed to solve the HCPDP problems. But EGW and
EGW+ were designed from data distribution perspec-
tive, we chose only some representative unsupervised
and semi-supervised methods for comparison.

2) Bias of evaluation measures and settings. In this work,
the widely used measures of PD, PF, Fl-score, AUC
and G-mean were selected to evaluate the results. Other
measures, such as matthews correlation coefficient is
left for future work.

3) Bias of classifier. Classification is a large research topic
and many learning methods can be used to construct the
classifiers. As investigated in previous studies, Logistic
regression has been used widely. Therefore, this work
also applied Logistic regression to build the classifiers.

4) Bias of datasets. There are several benchmark datasets
used in cross-project defect prediction, such as Relink,
and SOFTLAB, and some datasets contain different
versions of each project such as tomcat of PROMISE,
jruby of JIRA. More datasets will be used in the future.

VIi. CONCLUSION
For HCPDP task, the source and target data have different
features, which impelled researchers considered applying
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transfer learning to solve HCPDP problems. Most previous
works studied how to learn feature mapping functions in order
to put the source and target data in a common space. However,
these methods proposed the pre-defined mapping functions,
which often affect the effect of feature transformation.

To avoid learning specific mapping function for HCPDP
model, optimal transport theory can implement how to trans-
fer data instances from one distribution to another by cal-
culating transmission cost. We designed an algorithm based
the entropic Gromove-Wassertein (EGW) distance to learn
the data transmission scheme between two different metric
spaces. The EGW model considers the transmission cost
between metric spaces without directly measuring the dis-
tance between two data instances from different feature
spaces. Then, by combining the label information of the target
data, an EGW+ algorithm was designed to improve EGW.
The experimental results showed that the HCPDP modes
based on EGW and EGW+ could achieve competitive pre-
dictive performance.

For the future work, more datasets and baselines will be
used to verify the proposed approach. In addition, we will
extend the optimal theory to improve HCPDP performance
by introducing the unlabeled target data.
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