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ABSTRACT Video semantic segmentation is a challenging vision task since the temporal-spatial char-
acteristics are difficult to model to satisfy the requirements of real-time and accuracy simultaneously.
To tackle this problem, this paper proposes a novel optical flow based method. We propose an adaptive
threshold key frame scheduling strategy to model the temporal information by estimating the inter-frame
similarity. To ensure segmentation accuracy, we construct a convolutional neural network named Quick
Network with attention (QNet-attention), a lightweight image semantic segmentation model with a spatial-
pyramid-pooling-attention module. The proposed network is further combined with optical flow estimation
to realize a semantic segmentation framework. The performance of the proposed method is verified with
existing benchmark methods. The experimental results indicated that our method achieves excellent balanced

performance on accuracy and speed.

INDEX TERMS Semantic segmentation, deep learning, video processing.

I. INTRODUCTION

Semantic segmentation, as a challenging subject in com-
puter vision, classifies each pixel of images or videos with
given semantic labels to achieve the purpose of object
detection. Semantic segmentation can be widely applied in
obstacle avoidance, tracking, and path planning in the intel-
ligent scenes such as autopilot and unmanned aerial vehicle
(UAV) [1]. In the past decades, with the development of deep
learning and hardware equipment, deep learning models have
been widely used in image and video semantic segmentation
and achieved obviously better performance than the classical
machine learning methods, leading to great progress in com-
puter vision [3], [4].

Videos are essentially composed of a series of temporally
continuous images. The abundant temporal information in
the videos can be integrated into the image segmentation
model by using special modules to extract effective features
to improve the segmentation accuracy. In recent works, the
long short-term memory (LSTM) module is applied to learn
the temporal features of video and assists the propagation
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of spatial features [7]. The Netwarp structure uses optical
flow to fuse the features of the previous frame with those
of the current frame [8]. The spatial-temporal transformer
gate recurrent unit (STGRU) module takes the neighbor
frames of the current frame as inputs for training the optical
flow based semantic segmentation model [9]. Reference [10]
proposes the segmentation transformer in the coding stage
to process continuous video sequences for global context
information.

According to the similarities among the frames, the videos
often contain redundant information that should be consid-
ered to be reduced. The classical deep feature flow (DFF)
structure is combined with the fixed interval key frame selec-
tion strategy, where the features of the previous key frames
are directly converted by the optical flow method in the fea-
ture extraction process of the current frame [11]. The optical
flow method is much simpler than the feature extraction on
the calculation issue. Because the fixed key frame is difficult
to determine the time interval threshold, the adaptive key
frame selection strategy is investigated [12]. Based on the
DFF structure, a shallow neural network structure is added to
the dynamic video segmentation network (DVSNet) to judge
whether the current frame is a key frame [13].
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Although the aforementioned works focus on the real-time
performance of semantic segmentation method, most of them
take the loss of accuracy as the cost, especially for the small
targets. To tackle this problem, this research investigates
the real-time video semantic segmentation under limited
computing and storage conditions for soundable accuracy.
We first propose a module combining spatial pyramid pooling
module (SPP) [14] and attention mechanism (AM), which
can extend the range of receptive field and effectively real-
ize the classification of small targets. Then, we construct a
lightweight image semantic segmentation model based on
QNet [15], called QNet-attention, which is further com-
bined with FlowNet2-s [16] to realize a video semantic
segmentation framework. Finally, a comparative experiment
with other state-of-the-art frameworks are conducted on the
Cityscapes [17] dataset. The experimental results verify the
excellent performance of the proposed video semantic seg-
mentation framework.

In summary, this paper proposes a lightweight deep
learning neural network based on the simplification of
network structures, global and local feature fusion, and
key frame selection. This research makes the following
contributions:

1) Propose a module combining spatial pyramid pool-
ing module (SPP) [14] and attention mechanism
(AM), which can extend the range of receptive field
and effectively realize the classification of small
targets. We named this new module SPP-attention
Module (SPP-A).

2) Construct a lightweight image semantic segmentation
model based on QNet [15], called QNet-attention. The
experimental results show that it realizes an excellent
balance between accuracy and speed.

3) An adaptive threshold key frame scheduling strategy
combined with optical flow method is proposed, which
not only ensures the overall segmentation accuracy, but
also improves the model reasoning speed.

4) Propose a video semantic segmentation framework of
QNet-attention + FlowNet2-s [16], and carry out com-
parative experiments with other state-of-the-art frame-
works on the Cityscapes [17] dataset. The experimental
results verify the excellent performance of the video
semantic segmentation framework proposed in this
paper.

The rest of this paper is organized as follows. Section II
introduces several related works. Section III introduces the
proposed video semantic segmentation method. Experiments
are depicted in Section IV. Finally, the paper is concluded
in Section V.

Il. RELATED WORKS

In this section, related works are introduced from two
aspects: we first introduce several methods for video
segmentation acceleration and then review the attention
mechanism.
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A. FRAME PROCESS STRATEGY

Videos often contain redundant temporal-spatial information,
which can bring huge computational cost. Hence, the frame
process strategy has been widely considered to reduce the
redundancy.

1) INTER FRAME FEATURE PROPAGATION STRATEGY
Optical flow prediction usually estimates the position of each
pixel in an image in the adjacent image from a pair of
time-dependent image pairs [19]. The DFF algorithm [13]
carries out for the inter frame feature propagation through
the optical flow method, which reduces the number of fea-
ture extraction links and significantly improves the calcu-
lation speed. The low-latency video semantic segmentation
uses convolutional neural network (CNN) to propagate the
previous deep features to the current frame, and fuses it
with the low-level features of the current frame [12]. The
temporally distributed network (TDNet) circularly allo-
cates several sub-networks to frames in chronological order,
and performs a lightweight forward propagation on each
frame [20]. Finally, all features are aggregated by reusing the
sub-features extracted in the previous frames. Unlike DFF,
we directly propagate the segmentation result of the key
frame to the current frame instead of features.

2) KEY FRAME SCHEDULING STRATEGY

The scheduling of key frames is an essential step in feature
propagation process. At present, there are mainly three types
of methods, including clustering, optical flow, and quality,
to extract key frames [28]. The clustering method maps the
image information to the high-dimensional space composed
of feature vectors and then classifies it by clustering [21].
The optical flow method obtains the motion information
according to the optical flow between video frames, such as
Lucas-Kanade optical flow method [26], to select the key
frame. The quality method scores the image according to
different measure standard [29]. These traditional methods
often cannot meet the real-time requirement. To improve the
real-time efficiency, the fixed interval key frame scheduling
strategy has gradually become one of the research focus [30].
This method is simple and easy and greatly improves the
efficiency of key frame scheduling. DVSNet measures the
similarity of video images between frames through neural
network. If the value exceeds a certain threshold, it indicates
that the similarity of two frames is high, and the current frame
is a non key frame. Otherwise, it is a key frame.

B. ATTENTION MECHANISM

The attention mechanism is used to determine where to
focus and assists in making adaptive feature refinement.
Recently, several attempts [22], [23], [24], [25] have been
made to incorporate attention mechanisms into semantic
segmentation tasks. Dual attention network (DANet) [22]
append two types of attention modules on top of traditional
dilated fully convolutional networks (FCN) [34] to adaptively
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TABLE 1. Table of notations.

Notation Meaning
k Index of key frame
% Index of current frame
I, I; Video frame
Sk, Si Segmentation results of video frames
w Feature propagation function
Fr_y; Interframe optical flow field
pq Pixels corresponding to two frames
Oi(p), Si(p) Semantic category label of pixel p
C(u,v) Tllustrative function that outputs 1 when u = v, otherwise 0
score; Confidence score of the ¢th frame and its nearest key frame
t Confidence threshold for identifing new key frame

integrate local features with their global dependencies. Criss-
cross attention network (CCNet) [23] uses a novel criss-cross
attention module to capture contextual information from
long-range dependencies in a more efficient and effective
way. Spatial and channel squeeze & Excitation (scSE) [24]
proposes three modules cSE, sSE and scSE, which can
enhance meaningful features and suppress useless features.
Hierarchical multi-scale attention (HMSA) [25] can improve
the problem of category confusion and find the best prediction
results from multiple scales.

Motivated by the successes of attention mechanisms,
we proposed an attention mechanism module combined with
spatial pyramid pooling module [14] for multi-feature fusion.
It conducts global-level, channel-level, and spatial-level
attention to refine the fused features, which enables the model
to select the meaningful ones.

lll. PROPOSED METHOD

To satisfy the requirements of real-time and accuracy, we pro-
pose a novel video semantic segmentation framework. In this
section, we introduce our method in detail.

A. OVERALL FRAMEWORK

This framework is divided into two branches: the optical flow
branch and the segmentation branch. Notations used in this
section are shown in Table 1.

1) Step 1: Current frame [; and keyframe [; are subjected
to the optical flow calculation network simultaneously to
obtain the optical flow field between the two frames. Then
input the optical flow field to the decision network (DN).
The decision network starts to analyze the similarity between
the two input video frames and calculates the confidence
of the predicted value between them. The confidence of the
predicted value is further compared with the set confidence
threshold z. Once the confidence is greater than the threshold,
the current frame is then sent to the optical flow branch
for further processing; otherwise, it is processed by the seg-
mentation branch. As shown in Fig. 1, the current frame I;
processes through the optical flow branch (red flowchart in
Fig. 1), the next frame I;;1 processes by dividing branches
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(blue flowchart). The high confidence of the predicted value
implies that the current frame is similar to the key frame and
good segmentation results can be obtained by the optical flow
branch. Meanwhile, ¢ determines the use frequency of the
two branches and also affects the final segmentation speed
and accuracy. For more discussion on the decision network,
readers are referred to Section III-D.

2) Step 2: According to the similarity between the cur-
rent frame and the key frame, the decision network sends
each video frame into two subsequent different branches
to obtain the segmentation result of the current frame. The
segmentation branch directly sends the current frame to the
semantic segmentation network for processing, the same as
the general image semantic segmentation process. The optical
flow branch takes the optical flow field of the current frame
and the key frame in step 1 as the input and converts the
previously processed key frame segmentation image to the
segmentation result of the current frame through the propaga-
tion function W, which does not need to be processed through
the segmentation network. Note that the optical flow branch
cannot obtain the segmentation result only by relying on the
optical flow computing network. The segmentation result and
propagation function of the pre-nearest neighbor key frame
must be used. Readers are referred to Section III-C for the
specific discussion of the propagation process.

B. QNet-ATTENTION NETWORK

To improve the segmentation accuracy of small-scale targets,
we combine the channel attention mechanism and spatial
attention mechanism with the spatial pyramid pooling mod-
ule, and design a lightweight semantic segmentation network
based on QNet network, called QNet-attention. The structure
diagram of the model is shown in Fig. 2, and the network
structure is depicted in Table 2.

QNet-attention mainly uses the feature extraction unit
based on Channel Split and Channel Shuffle [31]. Block 1
is composed of five basic units; block 2 is composed
of nine basic units, where the first units are downsam-
pling. The decoding stage mainly uses the spatial pyramid
pooling-attention mechanism fusion module designed in this
paper, as shown in Fig. 2. We use 1 x 1, 2 x 2, 4 x 4,
8 x 8 pooled kernel and step size to average the feature maps
obtained at the coding stage, and obtain four feature maps
of different sizes. To maintain the weight of global features,
we use 1 x 1 convolution to reduce the channels of each
feature map by half. Then upsample these low-dimensional
feature maps by bilinear interpolation to recover their scale.
Meanwhile, the four feature maps are added into two groups,
the channel attention mechanism module follows the first
group. The spatial attention mechanism module follows the
second group. Finally, the two groups of feature maps are con-
catenated with the original input feature map and the feature
maps at different levels are superimposed into the final global
feature. This module uses receptive fields of different sizes
to aggregate the information of different regions of the input

VOLUME 11, 2023



J. Cai et al.: Attention Based Quick Network With Optical Flow Estimation for Semantic Segmentation

IEEE Access

Current frame {;44

Si41

_segmentation branch

FIGURE 1. The framework of video semantic segmentation based on optical flow method. Different colors represent different

similarity confidence.

TABLE 2. QNet-attention architecture (The input and output sizes are set
to 1024 x 2048. C is the number of classes).

Stage Type Output size
Image Initial Block 10242048 x3
Initial 512x1024x16
Block1.0-Basic Unit (DownSampling) 256x512x64
4 xBlock1.x-Basic Unit 256x512x64
Block2.0-Basic Unit (DownSampling) 128 x256x 128
Block2.1-Basic Unit (dilated=1) 128256128
Block2.2-Basic Unit (dilated=2) 128256128
Encoder Block2.3-Basic Unit (dilated=5) 128256128
Block2.4-Basic Unit (asymmetric=3) 128 x256%x128
Block2.5-Basic Unit (asymmetric=5) 128 x256%x128
Block2.6-Basic Unit (dilated=1) 128 x256x 128
Block2.7-Basic Unit (dilated=9) 128 x256x 128
Block2.8-Basic Unit (dilated=17) 128 x256x 128
Decoder SPP-Attention Module 128x256 %256
Upsampling Unit 1024 %2048 % c

characteristic map to reduce the information loss between
different regions. At the same time, the global information
and local information of different scales are fully integrated to
obtain the additional dimensional information. This improves
the ability of the network to pay attention to small-scale
targets and the overall reasoning ability of the decoding end.
The operation of channel number reducing and final con-
catenating also fully ensures a low amount of calculation.
The above operations improve the ability to understand the
coded feature map, and fully utilize the spatial information
through multi-scale feature map and attention mechanism,
which effectively improve the recognition of small-scale tar-
gets, and consider both computational cost and efficiency.

C. FEATURE PROPAGATION STRATEGY
The optical flow method is an essential research content in
video analysis. Variational methods, such as the classical
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Lucas-Kanade optical flow method, are some of the most
widely used methods. These methods mainly solve the prob-
lem of small displacement of moving objects in video.
In recent years, the method based on deep learning and
semantic information has been widely used to address the
issue of large removal and the robustness of the optical
flow method. FlowNet first applies deep CNN to estimate
motion directly and obtains good results, while the optical
flow method is also used to assist visual tasks, which can
speed up the processing speed of conventional video recog-
nition tasks. In this paper, the optical flow method is used to
represent the inter-frame correlation of video and propagate
the inter-frame feature. Generally speaking, the similarity
between consecutive video frames is significant, and the
current frame is similar to the nearest neighbor key frame
of the previous sequence, with only local differences. Fea-
ture propagation can be carried out between the two frames
through optical flow. The introduction of the optical flow
method for inter frame feature propagation can significantly
reduce the use of image segmentation branches and greatly
improve the overall reasoning speed of the model on a single
frame image. Compared with image semantic segmentation
frame by frame, the overall accuracy can also be slightly
reduced. However, from the practical application scenarios,
the trade-off between speed and accuracy is more important.
To further improve the computational efficiency and reason-
ing speed, we will not propagate the feature in the feature
extraction link, but directly propagate the segmentation graph
of the key frame to the current frame through the optical flow
method so as to obtain the segmentation result of the current
frame.

After the current frame I; is subjected, the optical flow
field Fy_.; between the two frames is calculated through
the optical flow network together with the previous nearest
key frame I;. The position of the pixel p in the current
frame I; is projected back to the corresponding p + dp in
the key frame I; through the optical flow field, where 6p =
Fy—i(p). Since §p is generally non-integer, feature conver-
sion can be realized through bilinear interpolation, as shown
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FIGURE 2. An Overview of our proposed QNet-attention.
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FIGURE 3. The structure of feature propagation strategy based on optical
flow method.

Current frame [;

in (1a) and (1b):

Sip) = D Gl p+ 5p)Sk() (la)
q

G(q,p + 8p) = g(qx, px + 8px) - 8(qy, py + 8py) (1b)

where g(a, b) = max(0, 1 —|a—>b|). This propagation process
can be abbreviated as (2):

Si = W(Sk, Fr—i) @

In this paper, FlowNet2-s [16] is used as the optical
flow computing network, which is significantly improved
compared with FlowNet in data training and model struc-
ture, and the overall performance of the model is also
the best at present. The semantic segmentation network
adopts the lightweight image semantic segmentation network
QNet-attention designed in this paper. The overall segmen-
tation performance, especially the real-time performance,
is significantly improved compared with other mainstream
methods. The schematic diagram of feature propagation strat-
egy based on optical flow method is shown in Fig. 3. The
feature propagation strategy based on optical flow method
proposed in this paper integrates semantic segmentation net-
work and optical flow computing network to build a new
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model. Both networks can be pre-trained to reduce the com-
putational cost. This strategy by combining the two networks
can avoid semantic segmentation of each video frame, effec-
tively reduce the amount of calculation and hereby the overall
network will be fully accelerated. Meanwhile, the advanced
optical flow computing network ensures the accuracy of fea-
ture propagation.

D. KEY FRAME SCHEDULING STRATEGY

Previous research works on key frame scheduling have been
conducted based on fixed intervals or simple heuristic meth-
ods. Such methods usually cannot deal with complex changes
in the video scene, such as sudden camera movement or large
changes in the scene structure, which will seriously affect the
overall performance of the model. At present, the existing key
frame selection methods can be divided into three categories:
clustering based, optical flow based and quality based. In this
paper, we use the quality-based key frame selection method
and the optical flow method to improve the overall quality
and efficiency.

Fig. 4 is the overall structure diagram of the key frame
scheduling strategy based on the decision network and the
training strategy of the decision network. The decision net-
work is a lightweight convolutional neural network composed
of only a single convolution layer and three fully connected
layers. Its input is the output of optical flow network. In the
training phase, the current frame /; and the nearest key frame
I; are used as inputs. The training purpose is to obtain the
confidence score of the predicted value to represent the simi-
larity of the two input images. Then, the optical flow fields
Fjy_,; and Warp function W are calculated by the optical
flow network FlowNet2-s, then the semantic segmentation
result of the key frame is passed through W to calculate
the semantic segmentation output O; of the current frame.

VOLUME 11, 2023



J. Cai et al.: Attention Based Quick Network With Optical Flow Estimation for Semantic Segmentation

IEEE Access

Current Segmentation St
frame Output Confidence
Score
of
Ground
Key Froi ‘Segmentation Truth

frame U

Qutput 0;

MSE Loss

Confidence
Score
of
Prediction

FIGURE 4. The structure and training methodology of Decision Network.

The other branch calculates the semantic segmentation output
S; directly through the image semantic segmentation network
QNet-attention proposed. We define the confidence score of
ground truth as the expected similarity between O; and S; as
the following:

p C(Oi(p), Si(p))
vi= Zyer 5 3)

where P is the total number of pixels in the current frame, p is
the index of P. O;(p) and S;(p) represent the semantic category
label of pixel p calculated by the two branches, respectively.
C(u,v) is an illustrative function that outputs 1 when u is
equal to v, otherwise 0.

The output of decision network branch is the confidence
score of prediction while the output of segmentation branch
is the confidence score of ground truth. Based on them,
a regression model can be trained with the mean squared
error (MSE) loss function. The current frame is identified as
anew key frame only when the similarity between the current
frame and previous key frame lower than a preset confidence
threshold 7.

E. ADAPTIVE THRESHOLD STRATEGY

An optimal threshold can lead to a proper total key frame,
and it is impossible to set a unified threshold. Therefore,
an adaptive threshold strategy is proposed in this paper.
Define the confidence score of the ith frame image and its
nearest key frame as score;, set the initial threshold to 95 then
define the threshold:

It+0.2, % ]’:Zi_kyj>t

1 N
T2k Y =1

where k can be set manually. Through this method, the
threshold can be adaptively and flexibly adjusted according
to the video content, and help to improve the efficiency and
accuracy of subsequent segmentation tasks.

“

t—2,

IV. EXPERIMENTS

A. DATASET

To verify the real-time performance and accuracy of the
proposed method, the benchmark datasets Cityscapes [17]
are selected for training, testing and performance evaluation
with other state-of-the-art semantic segmentation networks.
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Cityscapes is a large-scale dataset of 50 driving scenes images
in different cities, with 19 categories of dense pixel annota-
tion, eight of which have instance level segmentation. There
are two sets of evaluation standards, fine and coarse. The for-
mer provides 5000 fine labeled images and the latter provides
5000 fine labeled images plus 20000 rough labeled images,
with a maximum resolution of 1024 x 2048. In this paper,
only fine labeled data are used, of which 2975 are trained,
500 are verified, and the remaining 1525 are tested.

B. EXPERIMENTAL SETTINGS

1) IMPLEMENTATION DETAILS

The video semantic segmentation framework based on optical
flow method designed in this paper is mainly composed of
segmentation branch, optical flow branch and discrimination
network. Considering the training cost and efficiency, we test
these three parts separately, and finally integrate them for
testing. The segmentation branch uses the lightweight seman-
tic segmentation network QNet-attention proposed in this
paper and optical flow branch uses the optical flow computing
network FlowNet2-s. As FlowNet2-s is a good pre-trained
model, we directly use its pre-trained model. The semantic
segmentation network QNet-attention and decision network
DN are trained separately. All the training and testing issues
are finished based on TensorFlow deep learning framework
and carried out on a single NVIDIA Titan RTX GPU.

2) TRAINING DETAILS OF DECISION NETWORK

To improve the training efficiency and consider the continuity
and stability of video, we first calculate the confidence score
of 38675 frames from the 7th frame to the 19th frame of
2975 video clips in the training set of leftimg8bit_sequence
video frame dataset for the decision network. In the calcula-
tion process, the 20th frame of each video clip is the key frame
with semantic label as the reference frame of other frames in
the video clip. Then we build a regression model for training,
and take the MSE as loss function as the following:

N
Luse = % D 0i = 3)
i=1
where N represents the total number of pictures in the training
set, y; represents the confidence score of the ground truth, and
y; represents the confidence score of the prediction. Adadelta
optimizer is used to train the decision network. Considering
the small scale of the decision network, we trained 100 epochs
and the batch capacity is set to 32. The initial learning rate is
set as 0.002 and decays at a rate of 0.99 after each epoch.

3) LOSS FUNCTION

Inter class sample imbalance is a common problem in
semantic segmentation. The total number of small and
medium-sized target pixels is much less than that of back-
ground pixels. Because the traditional semantic segmentation
training process calculates the loss pixel-by-pixel from iso-
lated pixels, it is difficult for the network to obtain the global
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TABLE 3. The definition of SPP-Attention module’s layer K.

k pooling kernel
2 [Ix1,2x2]

3 [1x1,2x2,4x4]
4
5
6

[1x1,2x2,4x4, 8x8]
[1x1,2x2,4%x4,8x8, 16Xx16]
[1x1,2x2,4x4,8x8, 16Xx16, 32x32]

TABLE 4. The accuracy and real-time indicators results of each network
on Cityscapes dataset.

Class IoU  Category IoU Frame  Model sizes
Method FLOPs Parameters
(%) (%) (fps) ™M)
QNet 423 68.1 20955312937 248778 18.0 1.9
QNet-attention 49.2 70.1 19767648256 236298 18.2 18

context information. Therefore, to strengthen the ability of
network learning context semantic information and improve
the segmentation accuracy of small-size targets, we add a full
connection layer branch with sigmoid activation functions
on the coding layer and use binary cross-entropy loss to
predict the target categories in the image scene. The loss
function of the whole network is the weighted sum of the
cross-entropy loss of the final decoding layer and the loss
of the class prediction branch, in which the weight of the
class prediction branch loss is 0.4. Experiments show that this
improves the segmentation accuracy of small-size targets.

4) EVALUATION METRICS

This paper mainly considers the evaluation indexes of the
accuracy and speed of semantic segmentation. The accuracy
mainly includes pixel accuracy (PA), intersection over union
(IoU), mean IoU (mloU), floating point operations (FLOPs),
etc. In terms of speed, frames per second (FPS), a total of
parameters, and model size are used as the main evaluation
index.

C. MODEL ANALYSIS

1) EFFECTIVENESS OF SPP-ATTENTION

To demonstrate the effectiveness of the proposed SPP-
Attention module, we test different layers of SPP-Attention
module k = 2, 3, 4, 5, 6 whose details are shown in Table 3.
As shown in Fig. 5, we find k = 4 yields the best per-
formance. Because when the SPP-Attention module’s layer
k increases to 4, the increase of mloU is close to satura-
tion, and the decrease of velocity is more obvious. Then
we compare the accuracy of QNet and QNet-attention on
the Cityscapes dataset, and the accuracy evaluation indexes
are Class IoU and Category IoU. To verify the real-time
performance of SPP-Attention module and consider the com-
puting and storage requirements on mobile devices, we use a
lower performance processor (GTX Titan GPU) as the test
machine. Taking FLOPs, parameters, model size and FPS as
the evaluation indexes. As shown in Table 4, it can be found
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FIGURE 5. Study of SPP-Attention module. mloU and fps as a function of

SPP-Attention module k. Empirically, the SPP-Attention module works
best with k = 4.

that without using any pre-trained model, the Class IoU and
Category IoU of QNet-Attention are both higher than QNet.
At the same time, QNet-attention has lower computational
power requirements and parameters than QNet. The overall
model is small, which is conducive to storage. It shows that
the SPP-Attention module proposed in this paper meets the
real-time requirements and is suitable for practical applica-
tion scenarios.

2) EFFECTIVENESS OF LOSS

To further improve the performance of the model, we intro-
duce a loss function, which is different from the pixel-by-
pixel cross-entropy loss function. We add a full connection
layer branch with Sigmoid activation function, and use binary
cross-entropy loss to predict the target categories in the image
scene. The loss function of the whole network is the weighted
sum of the cross-entropy loss per pixel and the branch loss.
The weight of cross-entropy loss per pixel is always 1, and
the weight of branch loss is a positive constant « less than 1.
To verify the effectiveness of this loss function, we test
the segmentation accuracy of the model under different o
based on the Cityscapes dataset. The results show that when
o = 0.4, the performance is the best, and the segmentation
accuracy of small-size targets (such as traffic sign, car, per-
son, etc.) is improved to a certain extent. The test results are
shown in Fig. 6 and Table 5, in which the bold part is the
optimal value of the same group.

3) EVALUATION OF THRESHOLD ALGORITHM

To evaluate the effectiveness of the adaptive threshold algo-
rithm proposed in this paper, we compare it with the results
when the threshold ¢ is 95. The experimental results in Table 7
show that although the adaptive threshold algorithm proposed
in this paper still has some redundancy, it still follows the
principle of ‘““better more than less” in key frame extraction.
In addition, most of the key frames extracted by the adaptive
threshold algorithm proposed in this paper can well represent
the video content. Compared with the methods with constant
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TABLE 5. Test results of different loss function weight « loU on Cityscapes dataset.

weight o

Road
%

Sidewalk
%

Building
%

Wall
% %

Fence

Pole
% %

Traffic light

Traffic sigh
%

Vegetation
%

Terrain

%

Sky
%

Person

%

Rider
%

Car
%

Truck
%

Bus
%

Train

%

Motorcycle
%

Bicycle
%

mloU
%

0
0.1
0.2
0.3
0.4
0.5
0.6

1

90.3
922
939
94.6
94.7
94.8
94.7
94.6

64.5
64.7
65.8
65.9
66.1
66.0
66.1
65.8

87.5
88.7
90.0
90.1
90.1
89.9
89.8
89.9

256 19.5
25.7 19.9
26.7 202
26.8 203
27.2 20.3
27.1 202
269 20.1
26.7 20.2

31.0 17.5
31.8 17.9
327 18.1
32.8 182
32.8 18.4
327 184
326 18.3
32.8 184

56.3
56.4
576
575
57.6
576
576
576

86.7
873
88.4
89.3
86.6
88.0
879
87.2

571.7
58.3
59.7
59.8
60.0
599
59.8
599

88.5
89.3
91.0
91.2
90.5
90.5
90.6
90.6

59.7
60.8
61.3
61.4
615
61.4
61.3
61.3

8.7
9.2
10.0
10.1
10.2
9.8
9.9
10.0

83.6
84.9
85.8
859
86.2
86.1
86.0
859

67.3
69.8
70.0
70.1
70.3
703
69.9
69.8

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

48.6
513
522
589
62.3
60.2
59.5
584

47.0
47.8
48.6
49.1
49.2
49.1
49.0
48.9

= mioU/% —— Accuracy/% |

49.0

48.5
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FIGURE 6. Study of loss function. mloU and accuracy as a function of Loss
function weight «. Empirically, the loss function works best with « = 0.4.

TABLE 6. The accuracy and real-time indicators of each network on
Cityscapes dataset.

Frame Model sizes

Class IoU  Category IoU
Parameters

Method FLOPs

(%) (%) (ips) ™)
PSPNet 67.8 79.3 5452610569665 86862246 23 662.7
ICNet 50.11 722 58484301607 6685715 8.8 51.0
ENet 40.1 64.3 126178826835 360618 14.8 2.8
QNet-attention 492 70.1 19767648256 236298 18.2 1.8

thresholds, our method shows fewer wrong key frames and
less redundancy.

D. COMPARISON

1) COMPARISON WITH OTHER NETWORKS

The comparison is conducted with PSPNet [38], ICNet [43],
and ENet [40]. Both PSPNet and ICNet use pre-trained
models for transfer learning. Table 6 shows the Class
IoU, Category IoU, FPS, Model size and other indica-
tors of each network on the test picture. (The bold part
in the table is the optimal value of the same group.)
Compared with other networks, QNet-attention has lower
computational power requirements and parameters without
losing too much segmentation accuracy. At the same time,
the whole model is small. The image processing speed
achieved on the low-performance processor reaches 18.2fps,
which is significantly higher than other networks. This
result indicates that our lightweight network model meets
the real-time requirements. The example results are shown
in Fig. 7.
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2) COMPARISON WITH OTHER FRAMEWORKS

We compare the accuracy and speed of video semantic
segmentation frameworks PSPNet + FlowNet2-s, ICNet +
FlowNet2-s, and QNet-attention 4+ FlowNet2-s correspond-
ing to each network. Class IoU, Category IoU, FLOPs, FPS,
Model size and other indicators are adopted. The experi-
mental results are shown in Table 8. Compared with other
frameworks, the QNet-attention + FlowNet2-s video seman-
tic segmentation framework proposed in this paper has no
advantages in accuracy indicators such as IoU. But its perfor-
mance is more advanced in the indicators of FLOPs, Param-
eters and Model size. The total number of video frames it
processed per second reaches 23.5fps, which is significantly
higher than other frameworks. This shows that our proposed
framework has more advantages under the condition of lim-
ited computing power and storage conditions, and is more
suitable for mobile devices in actual scenarios.

Fig. 8 compares the segmentation results of various video
semantic segmentation frameworks. It can be found that
the video semantic segmentation framework based on optical
flow method is effective. Each object has clear segmentation
and clear edge, which can accurately reflect the semantic
information of the scene. Among them, ICNet + FlowNet2-s
has better overall effect, fewer error points and clear object
contour. The accuracy of QNet-attention 4+ FlowNet2-s pro-
posed in this paper is guaranteed to a certain extent. At the
same time, small objects such as electric poles can be seg-
mented, and each segmented object can correspond to the
actual picture. Fig. 9 compares the segmentation results of the
image semantic segmentation network QNet-attention and
the video semantic segmentation framework QNet-attention
+ FlowNet2-s proposed in this paper. It can be found that
the pure image semantic segmentation has better effect than
the video semantic segmentation with optical flow method,
the segmented object edge is of less noise. To speed up the
segmentation process, using the same segmentation method
under the same conditions, video semantic segmentation will
lose a certain accuracy.

E. SCENARIO TEST

We also carried out experiments in real scenes. We used DJI
Matrice 210 RTK V2 UAV equipped with ZENMUSE X5
camera to fly at low altitude at Beichen Road, the main cam-
pus of Dalian University of technology to obtain video data
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FIGURE 7. Example results of the different networks on Cityscapes dataset (From left to right, it represents input, label, PSPNet, ICNet, ENet, and our
QNet-attention).

TABLE 7. Comparison of threshold algorithms on Cityscapes dataset.

Threshold Algorithm Scene Total Frames Real Key Frames Key Frames Extracted by the Algorithm

t=95 2385
stuttgart 5880 196

Adaptive Threshold 1401

t=95 . 846
lindau 1770 59

Adaptive Threshold 443

t=95 1996
munster 5220 174

Adaptive Threshold 1283

TABLE 8. Each video semantic segmentation framework accuracy and real-time indicators test results on Cityscapes dataset.

Method Class IoU(%)  Category IoU(%) FLOPs Parameters  Frame(fps) Model sizes(M)
PSPNet + FlowNet2-s 50.1 72.2 5508974748531 91400731 15.2 669.9
ICNet + FlowNet2-s 46.2 81.3 114848480473 11224200 16.7 63.7
ENet + FlowNet2-s 337 62.8 218374651606 4899103 20.4 39.7
QNet + FlowNet2-s 36.5 674 77319491803 4787263 234 39.2
QNet-attention + FlowNet2-s (Ours) 43.8 68.8 64603747328 4774783 23.5 39.1

FIGURE 8. Example results of the different video semantic segmentation frameworks on Cityscapes dataset (From left to right, it represents input,
label, PSPNet + FlowNet2-s, ICNet + FlowNet2-s, QNet + FlowNet2-s, and our QNet-attention + FlowNet2-s).
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FIGURE 9. Example results of image semantic segmentation and video semantic segmentation results on Cityscapes dataset (From left to right,

it represents input, label and QNet-attention, QNet-attention + FlowNet2-s).

FIGURE 10. The actual scene segmentation from the drone’s low-altitude perspective (Based on QNet-attention+FlowNet2-s).

similar to Cityscapes street view dataset. Then we used QNet-
attention + FlowNet2-s proposed in this paper to directly
perform semantic segmentation. The overall effect is shown
in Fig. 10. It can be found that the overall segmentation effect
is good. The segmentation of main objects such as roads,
pedestrians, cars and trees is clear, but some images have
more noise and some false segmentation, especially when the
flight speed of UAV is unstable or the scene is too complex.
To ensure the segmentation effect of the practical scene, the

VOLUME 11, 2023

generalization ability of the segmentation model should be
further improved.

For implementation, the proposed framework can be
applied to the outdoor scene of low altitude and low speed
flight of UAV or the outdoor street scene of automobile.
In terms of hardware, it needs to be equipped with a camera
and have a certain computing power. And it is better to use the
model in a bright day environment. In a simple environment
with little scene change, the model reasoning speed is faster
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and more efficient than in a complex environment with fast
scene change.

V. CONCLUSION

In this paper, we present an SPP-Attention module and
analyze its effectiveness. Accompany this, we also propose
a lightweight image semantic segmentation model QNet-
attention. Based on QNet-attention, a video semantic segmen-
tation framework is proposed. The proposed framework con-
sists of QNet-attention segmentation branch and FlowNet2-
s optical flow branch, in which the segmentation branch
performs semantic segmentation of key frames, and the opti-
cal flow branch performs inter frame feature propagation
and key frame scheduling. We have proposed an adaptive
threshold key frame scheduling strategy based on decision
network for the key frame scheduling problem. In the exper-
imental part, we conducted comparative experiments with
other frameworks on the Cityscapes dataset under the same
conditions, and the experimental results verified the excellent
performance of the proposed framework. In addition, we have
tested the proposed video semantic segmentation framework
in the UAV cruise scene, and the segmentation effect is good,
which can meet a certain degree of accuracy and real-time.
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