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ABSTRACT The way that computing systems digest geographic space is fundamentally different from
people’s understanding of space. In human discourse, a geographic space is referred to by a place name, and
the reasoning about a place are based on its characteristics. This is in contrast with computing systems where
geographical spaces are handled by the definition of coordinate systems. Hence, when recommending places,
a recommendation method that leverages textual content, as a medium of communication among people, can
be better understood. In this paper, we use elements of Natural Language Processing (NLP), such as Positive
Point-wise Mutual Information (PPMI), Term Frequency - Inverse Document Frequency (TF-IDF), and
Multi-Dimensional Scaling (MDS), to infer a conceptual space of the items of a place-based recommender
system. By applying a Support Vector Machine (SVM) classifier on the resulting conceptual space, some
meaningful directions are extracted. Shannon entropy is used as a measure to identify the directions that
imply a valid geographic region. We apply the method on a dataset of advertisement descriptions of rental
properties and a dataset of Persian Wikipedia articles. The results showed the proposed method is able to
measure the similarity of items in the inferred conceptual space with 88% of accuracy. A comparison with
BERT algorithm demonstrates the superiority of the proposed method over the baseline models.

INDEX TERMS Conceptual spaces, place, recommender systems, semantic similarity, textual content, word
embeddings.

I. INTRODUCTION
The extraction of meaning from textual content is used in var-
ious research areas and applications, including information
retrieval [1], sentiment analysis [2], event detection [3], and
recommender systems [4], [5], [6]. Some approaches utilize
Natural Language Processing techniques along withMachine
Learning to deduce meaningful information [7], [8], [9].
Today, users can express their opinions about every topic on
the social media, discuss about their common interests on the
chat rooms, and advertise their own properties on an online
market. Text is the main means of communication among
people over the World Wide Web [10], [11]. Place-related
information is concealed in plenty of these unstructured data.
Places are the prevalent communication means of individuals
when referring to space [12], [13]. People, unlike computing
systems (e.g. Geographic Information Systems (GIS)), do not
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use coordinates to refer to the objects in the space. They
refer to those entities using a place name [14]. The focus
of many studies has been on the extraction spatial relations
and identifying the location of place names in texts [15].
However, only 0.2% of sentences in textual resources contain
spatial descriptors [16]. Hence, it is vital for place-based
recommenders to extract semantics that imply space.

In this paper, we argue that some information related to
places can be deduced from non-spatial terms. For example,
well-off is a place-based term when it is stated about the
neighborhoods of a city. If a user is going to rent an apartment
in a well-off neighborhood, an ideal recommender system
should be able to suggest other properties in a similar neigh-
borhood. Due to the rare occurrence of spatial references
in texts, it is vital for place-based recommenders to extract
semantics that imply space.

The aim of this study is to extract meaningful place-based
concepts from texts and to suggest similar places, which
is applicable in recommender systems. The extraction of
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place-based concepts is based on the non-spatial terms within
texts. In general, the advantages of the proposed approach are
two-fold:

• The proposed approach leverages components from the
cognitive theory of conceptual spaces. Hence, the simi-
larity of items is computed in a cognitive space, which
is essential in a computing system focusing on human
users.

• The proposed approach is fully unsupervised, making it
suitable in scenarios where labeled data are limited or
not accessible.

The contributions of this study are three-fold:

• The vast majority of studies conducted in this research
area have focused on extracting spatial terms such as
place names and spatial relations from texts. The pro-
posed approach utilizes semantics of terms to induce
spatial properties of textual items.

• We extend the original theory of conceptual spaces to
generate a cognitive space suitable for computing simi-
larities in recommenders. We also develop a method to
measure the similarity of items (places). The proposed
similarity measure is directional and is capable of mea-
suring the dissimilarity of items.

• We use Shannon entropy as a measure to identify the
terms that imply spatial connotations. This is necessary
for the proposed method, because the extracted topics do
not necessarily refer to a specific geographical region in
the study area.

The paper is organized as follows. In Section II, some related
work conducted on the intersection of places and recom-
menders are briefly introduced. Then, our proposed approach
towards constructing the conceptual space from textual con-
tent is presented. In Section IV, the approach is applied on a
real-world dataset and the results are presented and discussed.
Finally, Section V concludes the paper and presents future
insights.

II. RELATED WORK
The literature is quite rich in terms of the develop-
ments achieved in recommender algorithms and place-based
research. Since this is a vast research area and includes a wide
range of methods, this section is focused on those studies that
handle textual content or utilize semantic similarity to provide
place recommendations.

Traditionally, recommender systems gather their data from
items and/or users. A great number of research have utilized
data about places, and have computed similarities based on a
variety of computational approaches such as meta-heuristics
and artificial intelligence methods [19]. The studies have
commonly employed either the location of users or the loca-
tion of items, such as geo-tagged images [20], [21], as the
core part of their methodology and recommend items ranked
higher by near users to the current user. Context, as another
dimension, has been integrated to recommender systems in
many researches. Some studies have utilized ambient data,

such as weather information [22], traffic condition [23], tem-
poral dimension [24], or even more fine-grained information
such as user orientation [25], as a proxy for context, and
some others have inferred the context from content. The
latter includes analyzing image content [26] and text min-
ing [27], [28], among many others. Capdevila et al. [29] have
developed a recommender approach based on text mining
techniques. They have crawled foursquare social network
and gathered the user reviews on places. By applying sen-
timent and content analyses, they have proposed a hybrid
recommender based on which similar pairs of users and items
are identified. Amara and Subramanian [30] have tackled
the cold start problem and constructed user profiles from
analyzing textual content. Zhao et al. [31] have combined
semantic, textual, and location information to train a deep
learning model with the aim of identifying appropriate jobs
for users. Tao et al. [32] have combined sentiment analysis
and topic modeling techniques to enhance the recommenda-
tion of places of interest (POIs). Bafna et al. [33] have used
ontologies to compute semantic similarities between terms
in news. They have constructed a feature matrix where each
row represents a feature vector for a document. Then, they
have applied a clustering algorithm on the matrix based on
semantic similarities extracted from WordNet. The use of
ontologies to extract semantic relations has been extensively
studied in other studies as well [34] and [35].

In some other studies, based on available information,
word embeddings are generated. For instance, Vasile et al.
[36] have proposed a method, calledMeta-Prod2Vec, to com-
pute item similarities using their metadata. Their approach
utilizes user interactions with items and their attributes to
train an ANN. They have applied their method on a dataset
of music and concluded that their approach outperforms
commonly used Prod2Vec method. Liu et al. [37] have
extended the continuous bag of words model (CBoW) to
capture the sentiment analysis and the domain to which each
word belongs. They have applied their model on a dataset
of Amazon user reviews, and achieved an improvement of
accuracy by 2%. Faruqui, et al. [38] have proposed a method
to improve the embedding representation by leveraging the
relational knowledge (e.g. by knowledge graphs) extracted
from ontologies. They have compared the results of their
proposed method against the state-of-the-art approaches in
semantic embeddings.

III. CONCEPTUAL SPACES
The theory of conceptual spaces [39] originates from cog-
nitive sciences. It is an intermediate framework of knowl-
edge representation, lying between symbolic and connection-
ist approaches [40]. It leverages geometrical representation
of concepts in a high-dimensional space and measures the
similarity between concepts or instances of concepts by a
metric defined on the space. This theory is advantageous
over using symbols as it decomposes the concepts into their
semantic characteristics and, to some extent, addressing the
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FIGURE 1. The schematic comparison of representing concepts in the
original conceptual spaces theory and the proposed method.

symbol grounding problem. In addition, the structure and the
interactions of the framework are more transparent than that
of the connectionist models, enabling the interpretability of
the mechanism of the framework. In this paper, the original
theory is extended and some features over the conceptual
space are developed.While the theory represents the concepts
as convex regions in a high-dimensional space [41], we deal
with semantic information asmeaningful directions inside the
space. In addition, the dimensions of the space in the original
theory, called quality dimensions, are determined based on
the decomposed qualities of the concepts [42], [43]. However,
in most cases, no prior knowledge about the defining qualities
of concepts is available. Some researchers have focused on
data-driven approaches to induce the structure of the concep-
tual space [44], [45]. In current study, the space is constructed
from the dataset without any prior knowledge about the place-
based concepts. Fig. 1 schematically compares the differ-
ences between some aspects of the original theory (Fig. 1a)
and that of our data-driven approach (Fig. 1b).

IV. PROPOSED METHOD
The goal of the proposed method is to generate a data-
driven similarity space in which meaningful directions can be

identified. While the initial works on Gärdenfors’ conceptual
spaces mainly include explicitly defined quality dimensions,
there have been some efforts recently to infer the conceptual
space in a data-driven approach. In our method, we aim
to construct a conceptual space resulting from the vector
representation of a corpus. Fig. 2 illustrates the workflow of
our methodology. The following subsections introduce the
different parts of the workflow.

A. DATA COLLECTION
From a geographical point of view, places are spaces that are
intertwined with meaning. Therefore, geographical coordi-
nates alone cannot be the identity of a place. In place-based
research, the meaning and characteristics of a place are usu-
ally extracted from its description. With the emergence and
expansion of social networks over the web, a large amount
of information related to places is available. The method
presented in this research is based on the processing of textual
information related to the places. Therefore, the first step is
to collect textual documents related to the places under study.
In order to evaluate the study, it is necessary for the datasets to
contain the geographical coordinates of the place in addition
to the textual information.

B. DATA CLEANING
As with all data-driven studies, it is necessary to check the
validity of the dataset. In this step, the extracted textual
information are examined to determine whether they meet the
expectations of the research or not. Specifically, if a place
has no description, it should be removed from the dataset.
Depending on the use case, even if the description is very
short, it can be left out of the dataset, because very short
descriptions usually do not contain information that help to
know more about that place. Moreover, there is a possibility
that the geographic coordinates are entered incorrectly and
are outside the study area.

C. DATA PREPROCESSING
In the pre-processing step, the documents are emptied of con-
tent that lacks semantic value related to the places. Typically,
these contents include punctuations, alphanumeric charac-
ters, and stop words. Depending on the use case, some parts
of speech can also be omitted. For example, in a specific case
study such as real estate advertisements, the range of verbs
used is limited and mostly does not refer to the character-
istics of the place. On the other hand, nouns and adjectives
can be very helpful in fathoming the characteristics of the
place. After removing unnecessary terms, the documents are
tokenized and stored as bags of words (BoW).

D. CONCEPTUAL SPACE CONSTRUCTION
The purpose of this step is to create a similarity space where
similar documents are located at close distances to each other.
In order to create such a space, it is first necessary to quantify
the documents.Methods such as TF-IDF and PPMI have been
used in various studies for this purpose. Given a set D of
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FIGURE 2. The workflow of the proposed approach towards finding meaningful directions in conceptual spaces.

documents, TF-IDF scores the word w in the document d as
Eq. (1).

TF − IDF(w, d,D) = TF(w, d) × IDF(w,D) (1)

where

TF (w, d,D) =
c (w, d)

|d |
(2)

IDF (w,D) = log
(

|D|

|{d ∈ D|w ∈ d}|

)
(3)

where c(w, d) is the number of times term w occurs in doc-
ument d . Also, |d | and |D| denote the number of words
in document d and the number of documents in corpus D,
respectively.

PPMI is similar to TF-IDF as it also scores the words
in a document. Some researchers have shown that it works
better than other scoring methods for the purpose of semantic
similarity [46]. The index is calculated as Eq. (4).

PPMI (w, d) = max
(
0, log

(
pw,d

pw,∗ × p∗,d

))
(4)

where

pw,d =
c(w, d)∑

w′

∑
d ′ c(w′, d ′)

(5)

pw,∗ =

∑
d ′
pw,d ′ (6)

p∗,d =

∑
w′
pw′,d (7)

By applying the scoring method, for each document d a
vector vd is formed. This vector contains the index values
of all words in the corpus. By calculating the angle between
these vectors, their similarity is obtained. Finally, by using
the MDSmethod, the coordinates of the documents, as points
in the conceptual space, are produced. The goal of this tech-
nique is to achieve the highest possible correlation between
dissimilarity values and the distances among points. Unlike
traditional conceptual spaces where dimensions have a pre-
determined meaning, the interpretation of the dimensions of
the output of MDS is not trivial [47], [48]. In addition, it is
not even clear howmany dimensions are needed for a suitable
conceptual space. Therefore, it is a trial and error process and
should be accomplished by different number of dimensions.
A criterion for determining the optimum number of dimen-
sions is maximizing the accuracy of the classification used in
the next step.
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E. IDENTIFYING MEANINGFUL DIRECTIONS
By applying MDS, those documents that are similar to each
other are located closer to each other. In order to find mean-
ingful directions, a classifier (e.g. Support Vector Machine
(SVM) or Logistic Regression (LR) Classifier) is used to
partition the space by a hyper-plane for each word. The clas-
sifier aims to distinguish those points (documents) containing
a given word from points (documents) lacking the given
word. Therefore, before each classification, the documents
are labeled as whether they contain the given word or not.
The hyper-plane should be placed such that those documents
containing word w be grouped on one side of the plane. Then,
the vector Sw perpendicular to this plane shows a meaningful
direction. As this classification does not potentially yield a
perfect accuracy, only those words for which the classifica-
tion has a promising accuracy are taken into account. This is
to ascertain the found vectors have strong meanings. How-
ever, even after constructing the hyper-place only for those
words with a high accuracy of classification, a high number of
vectors with similar directions might exist in the conceptual
space. As a similarity space, the vectors with close meanings
are pointing towards a close direction. The vectors can be
clustered to achieve more robust and meaningful directions
within the constructed space.

V. EXPERIMENT AND DISCUSSION
A. IMPLEMENTATION
We demonstrated the applicability of our proposedmethod by
applying the method on two datasets, specifically a dataset of
rental properties advertisements and PersianWikipedia pages
related to the city of Tehran, Iran. Divar, a popular platform in
Iran that is used by people to advertise their properties to sale,
were crawled in a period of one month. The dataset contains
11393 records of advertisements. Each record includes a title
and a description of the property in Persian language, pricing
information, construction year, the area of the property, the
name of the neighborhood where it is located, and locational
data. In case of Wikipedia pages, we utilized SPARQL on
Wikidata Query Service endpoint to extract articles related
to places within the city of Tehran. The dataset contains
623 articles, all of them having locational information and
written in Persian language. To clean the dataset, those prop-
erties for which the description is less than 10 words were
eliminated. This helps in reducing the problem of feature
vectors’ sparsity. After data cleaning, the dataset contained
5446 records of advertisements. In order to preprocess the
descriptions, we employed Stanza [49], a python natural lan-
guage package, which has been pre-trained for Persian lan-
guage. First, the documents were segmented into sentences,
and then the sentences were tokenized into words. By using
POSProcessor module of Stanza, the part of speech of each
word was identified and excessive words were removed.
To reduce the volume of data for processing, only nouns and
adjectives in sentences were considered. In addition, only
those words that were pointed out in the whole corpus for

TABLE 1. The accuracy of classification computed for five words in
spaces with different number of dimensions and indices, Divar dataset,
(the words are translated from Persian to English).

TABLE 2. The accuracy of classification computed for five words in
spaces with different number of dimensions and indices, Wikipedia
dataset, (the words are translated from Persian to English).

at least 20 times were considered. This ensures the strength
of the meaning found in the future steps and enhances the
accuracy of classification [50]. Each document was assigned
with a BoW containing its nouns and adjectives. In order
to construct the feature vectors, both TF-IDF and PPMI
indices were calculated and the results of each weighting
approach were compared. Conceptual spaces with 5, 10, and
20 dimensions were generated by applying MDS on dissim-
ilarity matrix resulting from angular differences of vectors.
A SVM classifier with a linear kernel was trained to locate
a hyper-plane on the space. Then, the coefficients of the
equation of the hyper-plane, as the vector representing the
meaningful direction, was computed. The results of the above
procedure for five selected words are presented in Table 1 and
Table 2, respectively for Divar dataset andWikipedia articles.
The accuracy assessment in the tables measures the ratio of
the number of correctly classified points to the number of all
points.

As can be seen from Table 1 and Table 2, documents
in higher dimensional spaces are grouped more efficiently
such that the classifier can divide the points more accurately.
A comparison between the spaces induced from TF-IDF and
PPMI implies that by leveraging PPMI, higher accuracies are
achieved.

B. COMPARISON WITH BASELINE MODELS
The word embedding resulting from the proposed method
was compared with BERT and word2vec as the baseline
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TABLE 3. The comparison of the classification task for Divar datatset,
performed by the proposed method against baseline models.

TABLE 4. The comparison of the classification task for Wikipedia
datatset, performed by the proposed method against baseline models.

models widely used in research and practice. For the case of
BERT, we used ParsBERT, which is based on BERT architec-
ture and is pre-trained for the Persian language. Table 3 and
Table 4 summarize the comparisons made among the models.
As shown in the tables, for the case of Divar dataset, the
proposed method outperforms word2vec by about 3 percent,
in terms of the micro-average F1-score. In terms of F1-score,
the results of the proposed method are comparable with that
of the ParsBERT model. However, in terms of the accuracy
of the classification, the proposed method outperforms both
word2vec and BERT models by about 5 percent and 1.5 per-
cent, respectively. In case of Wikipedia dataset, the proposed
method yields higher accuracies than ParsBert and word2vec
in the scale of 1.3 percent and 2.7 percent, respectively.
Again, in terms of F1-score, the proposed method outper-
forms ParsBert and word2vec by 1.0 percent and 4.2 percent,
respectively.

C. EVALUATION
For each word listed in Table 1 and Table 2, an item contain-
ing the word was selected and three most similar items were
computed. As the proposed approach identifies meaningful
directions, a mere Euclidean distance could not guarantee
the similarity of two items. Hence, a metric that identifies
similarity with respect to the found direction is required.
To this aim, the document vectors are projected onto the
meaningful direction. Given an item’s vector X and a mean-
ingful direction Sw, by vector calculus, the projection ofX on
Sw is computed as Eq. (8).

X ′
=

(
X .Sw
|Sw|

2

)
Sw (8)

By projecting the items on the meaningful directions, the
calculation of similarity between two items is reduced to
subtracting their corresponding projections (Fig. 3).

FIGURE 3. Magnetization The proposed method of computing similarity
of items in the conceptual spaces.

TABLE 5. Shannon entropy values for five selected topics found in Divar
dataset.

The more two items are similar, the more the magnitude
of the subtraction vector is close to zero. Another advantage
of leveraging this approach over using a Euclidean distance
is that the similarity achieved through this approach is direc-
tional. This characteristic is crucial in recommender systems
so that the results can easily be adapted to the users’ needs.
Since the users of a place-based recommender system are
often seeking items similar to their desired item, it is not inter-
esting to recommend items that are located far from their ideal
location. In other words, as we are dealing with place-based
recommendations, similarities cannot ensure spatial correla-
tion of items. Therefore, high similarity is not a suitable cri-
terion for recommendation in such scenarios. We employed
Shannon entropy to find out how much a word implies spa-
tial correlation. Shannon entropy calculates how much the
outcome of a probability distribution would be dispersed.
The lower the entropy, the lower the amount of dispersion.
Shannon entropy is calculated as Eq. (9).

H (p) = −

∑N

1
pi log (pi) (9)

We interpret the similarity values of items as probability
distributions over words. Table 5 and Table 6 outline the
selected items, the normalized similarity values for threemost
similar items, and entropy values of each word.

Table 5 indicates that the words quiet, tree, alley, apart-
ment, parking, lot, elevator, and apartment are not good
choices for place-based recommendation. This is intuitive as
the items associated with these terms do not refer to a specific
region and are often more dispersed in the space. The results
shown in Table 6 are even more interesting as the topics are
much easier interpretable and the terms in a topic are more
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TABLE 6. Shannon entropy values for five selected topics found in
Wikipedia dataset.

FIGURE 4. Similarity maps of a low-entropy topic (top) and a
high-entropy topic (bottom) for Divar dataset.

coherent. For instance, Topic #5 vividly refers to Wikipedia
articles about the universities and famous schools in Tehran.
A comparison between the two tables shows the impor-
tance of using entropy to measure the geo-indicativeness of
terms. Although the topics found in Wikipedia articles are
semantically more coherent, the entropies are generally high.
This shows that the terms of these topics rarely describe
their underlying neighborhood or space. Topic #1 in Table 6
is an exception, because they are probably extracted from
articles related to historical neighborhoods or buildings in
those regions. To evaluate the proposed entropy approach,
we sketched the similarity values of items on the map of
Tehran. Figures 4 and 5 show the interpolated maps of simi-
larities for Clusters #1 and #2 of Table 5 and Cluster #1 and
#4 of Table 6, respectively.

FIGURE 5. Similarity maps of a low-entropy topic (top) and a
high-entropy topic (bottom).

In addition, to evaluate the validity of entropies, we com-
pared the results of low-entropy and high-entropy topics of
Divar dataset. In order to evaluate the results, we depicted
the prototype item of the clusters to 20 individuals (residents
of Tehran) and asked them to indicate whether they expected
the recommended items or not. They rated the results on a
base of 0 to 1, with 0 indicating a completely irrelevant result
and 1 indicating a very similar result. Fig. 6 demonstrates
the comparison of the average users’ judgments against the
computed values.

As can be seen in the plot, the ratings of users to the items
of Cluster #1 satisfyingly match the computed similarities.
The average error of the computed similarities is 11%. By a
correlation coefficient of 0.79, the plot also illustrates that the
trend of the similarity assignments matches the users’ ratings.
However, for Cluster #2, the average error of results is 23%,
which stresses the role of entropy in identifying similar items
in place-based recommendations.

The proposed method inherently has the potential to be
used in any location-based recommender system with items
of textual nature. In this method, there is no presupposition
regarding the use case of the recommender system. How-
ever, our method collects features through texts associated
with place-based items. Considering that in a place recom-
mender system, users expect to find items physically close to
their desired item, the quality of the recommendation mainly
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FIGURE 6. The comparison of users’ judgments against computed
similarities for a high-entropy (top) and a low-entropy (bottom) topic.

depends on the quality of the documents. In other words,
the more documents contain features related to specific geo-
graphic regions, the less entropy and better recommendations.

VI. CONCLUSION
In this paper, we proposed a method of extracting semantic
information based on embeddings and conceptual spaces,
which is useful in finding items similarity in recommender
systems. The proposed method includes leveraging term
saliency indices in the documents and inferring a conceptual
space by applying MDS technique on the vector space. Then,
a linear classifier is used to divide the conceptual space based
on the presence of a given word in the documents. By identi-
fying the perpendicular direction to this hyper-plane, a mean-
ingful direction in the conceptual space is extracted. The
projection of items’ vectors on the meaningful direction helps
in computing the similarities among items while considering
the extracted semantic. To apply the methodology, we col-
lected a textual dataset of rental properties in Tehran, Iran,
through a web crawling procedure. In addition, to prove
the generality of the method, we applied it on a dataset of
about 600 Persian Wikipedia articles. The results show that,
in some certain number of dimension and up, the classifier
can perfectly distinguish between those documents contain-
ing a given word and the documents lacking it. The advantage
of using the proposed approach is the use of common, yet
not complicated, ML techniques. By applying this approach,
we transformed the documents to a conceptual space which
is interpretable and from which semantic information can be

extracted. Moreover, the approach used here to compute the
dissimilarity is directional, which helps in customizing the
recommender systems to the users’ needs. The evaluation
results show that the average accuracy of computing item
similarity with the proposed approach is 88%.
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