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ABSTRACT For C-V2X systems, the selection of the best beam in a real-time mode becomes an increasingly
critical and yet open topic. Most of the existing approaches adopt either conventional ARIMA or ANN.
Recently, there has been research on adopting sequence-to-sequence (Seq2Seq) predictors with attentions
to extract time series features and emphasis on critical information to achieve data prediction. In this paper,
a Seq2Seq predictor integrating with a Transitional Matrix based Hard attention is presented and validated
through an artificial test dataset with predefined transitional states. At first, the transition probability
matrix is generated from previous time series data and fed into the “‘hard” attention module of Seq2Seq
predictor to determine the weights during the training phase. Secondly, the presented Seq2Seq predictor was
implemented and adopted to predict the best beams of a C-V2X beamforming selector built up by the authors.
Experiments were conducted and captured data were used to validate the performance of the predictor. When
compared with baseline models, the presented predictor can achieve an enhanced prediction accuracy in a
gain of 10-12%.

INDEX TERMS Autoregressive integrated moving average (ARIMA), beamforming, cellular vehicle to
everything (C-V2X), encoder, decoder, encoder decoder with attention, deep learning (DL), long short-term
memory (LSTM), machine learning (ML), neural machine translation (NMT), hard attention, sequence to
sequence, soft attention, time series prediction, transition matrix, wireless network.

1. INTRODUCTION Neural network, there has been only a few time series clas-

Time series prediction using Neural network has been long
studied in many fields [1], such as stock forecasting [2],
Weather forecasting [3], traffic flow forecasting [4], Global
positioning prediction [5], Wireless Channel prediction [6]
and most of the time series prediction follows the existing
Neural network methodology such as ARIMA [7], SVR [8],
traditional ANN [9] and hybrid neural networks [10], [11].
Traditionally statistical methods such as ARIMA, exponen-
tial smoothing was often used for time series forecasting.
Armstrong et al. [23] proposed 28 golden rules for time
series prediction where ARMA and ARIMA is judged as the
best time series prediction method. With the growth of Deep
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sification algorithms have been proposed [24]. Wang et al.
[36] proposes a combination of Markov-LSTM where the
multi-step Markov transition matrix is defined and then the
LSTM is introduced to combine multiple first-order Markov
chain.

Recently the Neural Machine Translation (NMT) has
achieved state of the art performance using various methods
such as Encoder Decoder [12], Encoder Decoder with Atten-
tion [13], [14] and Transformation [15]. These methods have
been used by various researcher for language translation and
these methods has been researched for time series predic-
tion [16]. In the Encoder Decoder with Attention, the encoder
and decoder are designed using various Neural Network such
as RNN, LSTM, GRU. The Attention is the key mecha-
nism which provides improvement from Encoder Decoder
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model. The Attention mechanism provides information to
which input sequence are relevant to each word in the output.
Attention is proposed as a method to both align and translate.

Xu et al. [28] proposed hard attention where it attends
to exactly one input state for an output, [29], [30] shows
a sequence-to-sequence prediction with the hybrid of hard
and soft attention. Reference [31] provides a modified hard
attention called Saccader for vision by requiring only class
labels for initial attention, whereas [32] provides a multi-
scaled hard-attention architecture for image classification.
Reference [33] presents the “soft”” and “‘hard” attention on Q
learning which is based on feature extracted by CNN at differ-
ent image regions, [34] presents variational attention which is
considered as an alternate to both ““soft’” and ““hard” attention
where the attention is set with tighter approximation bounds
based on amortized variational interference, [35] shows the
use of hard attention by exploring various image attention
mechanism to locate regions that are relevant to the ques-
tion, [36] presents ‘“‘hard” attention for image classification
but based on the Bayesian optimal experimental design which
helps in the speed up of the training process. The various
presented methods are focused on vision, image and text-
based classification and prediction. And these methods have
proposed either a hybrid of “soft” and ‘“‘hard” attention or
focus on a single feature based on “hard” attention. There
has not been much focus on the time series prediction and
understanding the relationship between the time variables.

In a time series prediction such as Beamforming selection
in a C-V2X system, where the beam must be chosen based
on previous input, the above-mentioned methods does not
provide any attention to the transitional values. In response
to that, the contribution of this paper is as follows:

o We showed a ““hard” but deterministic attention mecha-

nism trainable by pre-determined transitional states

« We show how we can gain insight in “which” attention

is focused on

« Finally, we demonstrate the effectiveness of our model

by testing on actual measured data in the field, and
the experiment results showed that our model has the
best prediction performance compared to the baseline
methods.

Wireless channel status and characteristics demonstrate
similarity once the environment is in the same category such
as urban, rural, residential, and hilly areas. The main feature
of each category channels can be real-time learned and mod-
elled by a transitional matrix and used as a foreknowledge to
neural network.

The rest of the paper is arranged as follows: Section II
gives the background about problem statement and the moti-
vation, Section III expounds on the experimental measure-
ment data, Section IV analyzes the overall architecture of
the encoder decoder with attention based on transition states
framework and describes the relevant theory and process
details. Section V is the theoretical analysis and Section VI
is the experimental analysis content and concluding the paper
on Section VII.
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Il. PROBLEM STATEMENT AND MOTIVATION

With the arrival of big data era, every industry would like
to utilize the advantage of neural network for better pre-
diction. Automotive industry has been focused on using
advanced neural network for various reasons such as path
prediction [17], language recognition [18] and many more in
automated driving. Cellular Vehicle to Everything (C-V2X)
has been emerging technology within Automotive world
which encompasses Vehicle to Vehicle (V2V) connectivity,
Vehicle to Infrastructure (V2I), Vehicle to Pedestrians (V2P)
and Vehicle to Network (V2N). C-V2X communication is
envisioned to enhance the safety of drivers, passengers, and
pedestrians. C-V2X system is governed by the National High-
way Traffic Safety Administration (NHTSA) and Department
of Transportation (DOT). In 2017, the NHTSA and DOT
issues Notice of Proposed Rulemaking (NPRM) [25] for the
V2V communication by then V2V communication is like to
be based on the DSRC defined in SAE J2735 [26]. The tech-
nology behind V2V communication expects an implementa-
tion of 360 degree ‘“‘awareness” and a range of 300 meters
where omnidirectional antennas are adopted.

Omnidirectional antenna gives a complete coverage of
300 meters but increases congestion factor, which is regulated
in SAE J2945/1 [27]. In a highly congested vehicular loca-
tion, a network experiences high data loads which requires
reduced radiation powers. On the other hand, reducing power
reduces the coverage. An effective way to communicate in
longer range without increasing the congestion is implement-
ing beam i.e., beamforming.

Beamforming is a technique in which an antenna array can
be steered in a desired direction. The input RF signal is fed
to the antenna array in parallel and signals are added con-
structively and destructively, depending on the phases, in such
a way that they concentrate the energy into a narrow beam.
In both Wi-Fi and 5G standards, during the antenna training
phase of each beacon interval (BI) scanning is performed
across all the beams and the optimum one is chosen and
adopted during the whole BI. If the same method is performed
in the C-V2X system, it will lead to medium or significant
non-optimum selection of beam due to rapid variation of
direction of arrival (DoA) of multipath signals.

There has been various research going on using Machine
learning in Vehicular network [19], most of them focused
on channel estimation [20], distance estimation [21], Vehicle
trajectory [22] but very minimal in beam prediction [39]
and only using traditional methods and nothing on beam
prediction using deep neural network. Our research is focused
on real-time beam prediction model.

Ill. SYSTEM MODEL
Beamforming antenna arrays have attracted increasingly

attention recently and well found their applications ranging
from Wi-Fi, 5G and Internet of things (IoT). In this project,
a 4-element uniform linear array (ULA) receiver antenna
array built upon a 4 x 4 Butler matrix which will be used
to collect the data for the machine learning algorithm so
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that we can achieve a real time beamforming selection for
C-V2X system. Shown in Figure 1 is the system design of
the 4 x 4 beamformer designed for the C-V2X system where
we have four 5.9 GHz whip antennas, separated by quarter of
wavelength (A/4) which are connected to a4 x4 Butler to form
a ULA. A switch box containing SPDT (ZFSWA2R-63DR+)
and SP4T (ZSWA4-63DR) is used to select one of the outputs
of the Butler switch. the signal between two adjacent antennas
within the array creates a phase difference of ¢ = kdcos 6,
where wave number (k) and Array Factor (AF) is given by
(1) and (2) respectively,

2r
k=— 1
. ey
| Nt 2
. j(nkdcost~+ay)
AF (0) = v Zoe]n cosO+a, )
n=

N is the total number of antennas

oy, is additional phase shift

For a broad side antenna array, the AF can be further
written as (3),

in (LN (kdsinfcosp+8) |
sin (5N (kdsinfcose ﬁ)j| 3)

AF (6, ¢) =
©. |:Nsin(%N(kdsin0cos+¢/3)

Finally, the beamforming radiation pattern is given by (4),

BF (0, ) = AF (0, ¢) P(0) “

YYV

YY

SP4D & Splitter —

FIGURE 1. System design of 4 x 4 beamforming for C-V2X.

10956

The radiation pattern of the ULA is shown in Figure 2
where the radiation pattern for all the 4 ports is shown.

= 116"
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= 116°

B

FIGURE 2. Radiation pattern of 4 antennas.

The receiver antenna is connected to the C-V2X onboard
unit and the receiver module also has a Raspberry Pi which
is used to command the radio as shown in Figure 3. Both
the C-V2X onboard unit and the Raspberry Pi is powered
using a portable battery (XTPower MP-10000). The receiver
unit is placed on top of the car and the entire unit is shown
below.

FIGURE 3. Receiver antenna unit.

The transmitter which is placed on a fixed location has a
single antenna which is omni directional and connected to a
C-V2X onboard unit and powered by a portable battery as
shown in Figure 4.
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FIGURE 4. Transmitter antenna unit.

The test is performed at the university campus shown in
Figure 5, where the transmitter is placed on one of the parking
decks (2nd floor) as shown in figure and the vehicle with
the receiver module is driven around the campus and the
data is collected throughout the campus which is used for the
machine learning validation.

FIGURE 5. Google maps of campus with the location of transmitter.

IV. FRAMEWORK MODEL

In this section, we discuss the implementation details of

machine learning and the training methodology. We split the
dataset into three sets such as:

VOLUME 11, 2023

e Training sets: 80% of data set

e Prediction sets: 20% of data set

In our implementation, for the given data set, we use a
sliding window input so that we achieve maximum overlap
of sequences and in our training method we use the guided
training methodology. In the guided training we feed the
actual data as the next input which aims to achieve faster
convergence by guiding the model towards the local minima.
Whereas during the prediction we use the unguided method-
ology where we feed the predicted data as the next input as we
don’t have access to the actual data set during these stages.

Before diving into the details of our framework model,
we first brief the limitation of traditional standard beam
selection technique.

A. WHY MACHINE LEARNING MODEL?

The straightforward implementation for choosing the beam
would be adaptive antenna selection i.e., scanning for the
strongest signal on all the beams and sticking to a beam
which has the strongest signal until the next Beam Inter-
val. The adaptive antenna selection is implemented in Wi-Fi
routers and is being used to extend the range of the signal
and for better coverage. In the CV2-X system, the adaptive
antenna selection implementation chooses to select a beam
every 100msec i.e., every 41 where A is the wavelength of
5.9GHz (Change of beam interval is every 100 msec which
translates to the length of 41). Considering a vehicle speed of
60 mile/hour, the distance moved in every 42 i.e., 100 msec,
approximately 3 meters. In the simulation, 3 meters reflects to
3 data points and a beam was chosen based on the next 3 con-
secutive data points. For example, if beam 1 is selected during
the initial scan, the next three packets will be using beam 1
to receive the signal. Observed from simulation data, imple-
menting adaptive antenna selection has an evident data loss
resulting in only 29.41% accuracy. This motivates the effort
to use the machine learning in predicting the beam, which
aims to achieve an enhanced efficiency of data reception.

B. ENCODER DECODER WITH ATTENTION

Encoder Decoder was developed to address the sequence-to-
sequence machine translation with a set of input sequence
and a set of output sequence. Attention is a mechanism that
was developed to improve the performance of the Encoder
Decoder RNN on machine translation. From a high-level, the
Encoder Decoder model is comprised of two sub models.

o Encoder — The encoder will perform the act of step-
ping through the input series and encoding the entire
sequence into a fixed length vector called context vector

o Decoder - The decoder will perform the act of stepping
through the output series while reading from the context
vector

This approach has issues while decoding longer sequence
and hence Attention is introduced.

« Attention - Instead of encoding the input sequence into a
single fixed context vector, the attention model develops
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FIGURE 6. Model of encoder decoder with attention.

a context vector that is filtered specifically for each
output time step.

With the introduction of Attention as shown in Figure 6, the
decoder output is more specifically focused which provides
better prediction. The score is calculated in the Attention
model which helps to relate the encoder’s all hidden states
and the previous decoder’s output. The two important scores
are proposed by Bahdanau (6) and Luong (5).

score (h,ﬁs) = h,Wh;
[Luong/ s multiplicate style] &)
score (h,’l_zs) = ﬁaT tanh (Wi h, + Wahy)
[Bahdanau/s additive style] (6)

where ht is the Encoder all hidden states and hs is the decoder
output

The weights are learned during the backpropagation i.e.,
during the training. The weights are normalized and then the
context vector is calculated (7).

= ah (7)
S

After calculating the context vector, we will concatenate
the context vector with the previous decoder hidden state
which will be the input for the next decoder output.

It shall be noted that during the score calculation, the
weights are learned during the training i.e., the weights are set
as random and then trained during the backpropagation. This
method doesn’t provide us any insight on how the weights
are calculated and in the time series calculation this creates a
randomness on the focus in the attention sub model.

C. ATTENTION WITH TRANSITION STATES

In our model, we represent a transition matrix TM, which
helps the model where to focus the attention when gen-
erating the next time sequence data. The transition matrix
is probability of transition from one state to another state
which shall be generated from the given data set i.e., given
certain state what is the probability of moving to another state
or staying in the same state. A method of representing the
Transition states is shown through the matrix in Table 1. This
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TABLE 1. State transition matrix.

State ai Qi1 Air2 it

a Pai | &) P(ai | ain) P(ai | ai2) Pai | ain)
i+t P(ain | @) P(ai | @) P(ain | ai) P(ain | @)
Ais2 P(ais; | ) P(ai | @i1) P(ais | i) P(aiss | @i
ai Py | &) P | au1) | Plain | aia) P(aiue | ain)

transition probability values shall be used in the scores during
the attention sub model which shall provide the information
of where the focus needs to be for the decoder during the
prediction of the tth time series.

When the score (8) is calculated, the weights are deter-
mined based on the transition matrix TM.

score (htﬁs) = h,Why ®)

where W is the Transition Matrix

The weights are determined based on the encoder input
time series (a;, dj+1, aiy2. . .aj4+¢) data and the last predicted
time series data b;_1, where b;_1C (ai, ai+1, Qi+2. . .Aitt)-
It would be the probability of (a;, aij+1, @it2. . .Gits) | (br—1)
ie., P(aj, ait1, Giv2. . .Qive | bi—1)

W =[P (ailbi—1),P(ait11b—1), P(aiz2 | bi—1) ...
s PQaige 1bi—1)] (9)

The weight matrix is determined based on (9). This pro-
vides us the insights on what is the highest probability of
time series decoder output which is provided by the previous
output and is known to the next decoder state. This also
ensures that the conversion is not the traditional language
prediction method which is a one-to-one translation. The
Weight matrix provides us the time series prediction.

An example is shown in Figure 7 how the Weights W is
chosen in the score calculation of the attention sub model.
Considering the encoder input time series data with 4 sets of
data as ai, ai+2, ai+1, ai and the first decoder loop output
as bt-1 and as the decoder output is a subset of the input,
we consider bt-1 as ai+3. Considering the input and output,
the weights of the score would be P (a;| ajy+3) = P4, P (aj12|
aj43) = P12, P (ai41] ai13) = P8 and P (aj ai13) = P4 ie,
it would be P4 P12 P§ P4.

In our model, the encoder part will act like traditional
encoder, where it receives the input data and process it.
It outputs its last hidden state along with the last cell state to
the decoder as input. It also stores all its hidden state of every
encoder block which shall be used in the context vector. The
decoder initial input is sent by the encoder and the decoder
runs in loops. At each time step, the decoder consumes its
inputs and states and outputs its last hidden state and last cell
state. Decoder uses its last hidden state as the next input to the
attention sub model which shall process the data as an input
to the next decoder time step. It also uses the last hidden state
for the prediction for the current time step.

In the attention sub model, the encoder hidden state is used
as one of the inputs for the score along with the weights
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FIGURE 7. Example of encoder decoder - attention with transition matrix.

from the transition matrix TM, and the decoder output. Using
the score, the context vector is calculated which shall be
concatenated with the decoder output and provided as an
input to the next decoder state.

The transition matrix illustration is similar to the state
space model, as both are time varying system. But the
state space model has the ability to change the number of
states, observation, disturbance i.e., a state space model is
a dimension varying model and also the state space model
can handle the system with nonzero initial condition. On the
other hand, transition matrix proposed in this paper is not a
dimension varying model incapable of handling the nonzero
initial condition because the matrix will be skewed.

The adaptation of transitional matrix in principle is to
add statistics information over long term data to attenua-
tion and thus change attenuation from blind unsupervised
learning to supervised or semi supervised learning. The tran-
sitional matrix and attenuation are added with tunable and
time-varying weights during the training to achieve better
performance.

D. WHY ATTENTION WITH TRANSITION STATES

The attention mechanism has been developed to improve
the performance on long input sequence and especially for
image recognition and Natural Language Prediction. The
idea behind the attention mechanism is its ability to access
encoder selectively during the decoding process achieved by
the context vector. The context vector defined by (7) is cal-
culated based on the score given by (8) using the probability
distribution as shown in (10).
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exp(score (h,jzs))
ZE,ZI exp(score (ht]_zs/))

In image classification and Natural Language Prediction,
the weights in (8) are calculated throughout back propaga-
tion during the training. In a time-variant system, the back
propagation suffers from vanishing gradient problem. The
LSTM uses the concept of Backpropagation Through Time
(BPTT) to avoid the vanishing gradient problem, but the
context and attention block is not part of the LSTM structure
and suffers from the vanishing gradient problem. To this end,
the transition matrix are formulated to provide the statistical
information over long term data for the score and thereafter
context vector calculation.

(10)

Qs =

V. THEORETICAL ANALYSIS

To validate the proposed model, we generated a theoretical
data set of Antenna Beam 1 to 4 with a total data set length
of 1500 with the following probability conditions.

TABLE 2. Theoretical data set condition.

Beam Beam 1; Beam 2; Beam 3; Beam 4;
Beam 1, 0.1 0.2 0.3 0.4
Beam 2.1 0.4 0.1 0.2 0.3
Beam 34 0.3 0.4 0.1 0.2
Beam 44 0.2 0.3 0.4 0.1

Table 2 shows the condition of how the data set has been
generated to validate this model. For example, if Beam 1 is
present beam, the probability of next data to be Beam 1 to
Beam 4 are 0.1, 0.2, 0.3 and 0.4 respectively.
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The generated dataset is uniformly distributed i.e., if a
random number is chosen as a prediction, there is a 0.25
probability that the random number is correct i.e., the accu-
racy is 25% If the transitional matrix is known and is still
applicable to future dataset, maximum likelihood estimate
can be adopted to achieve the best estimate. Based on the gen-
erated dataset the theoretical maximum likelihood is 0.4 i.e.,
40% accuracy. This estimate is based on the factor that the
previous estimation Beami is correct, or we provide the actual
data (Beami) for every Beami+1 prediction. Whereas in
the prediction method we always feed the predicted value
to predict the next Beam i.e., Beami is predicted and the
predicted Beami is fed as an input to predict Beami+1.

Simulation is performed to see the performance of the
maximum likelihood where the input Beami is also pre-
dicted value which is considered as a known value to predict
Beami+1 i.e., unguided methodology. The total dataset is
1500 and we considered the last 200 as the test data. The
last known value i.e., dataset 1300 is Beam 3 which is con-
sidered as Beami to predict Beami+1. Based on the table
Beami+1 would be Beam 2 due to 0.4 probability. For the
next prediction we used Beam 2 as the input and predicted
Beam 1 based on 0.4 probability. This has been simulated
and the accuracy is calculated as 26.5%. Figure 8 shows
an example for the difference between guided and unguided
methodology based on the Table 2 prediction. It’s shown that
in the guided methodology, the probability of next Beam is
always based on the true data (Example Data) whereas in the
unguided methodology, the probability of next Beam is based
on previous estimate.

cumseons (SN NN NN EN CN EY

v v v v l l \d v \J v
~ | CEIENIENIENIENICS N S
~s SRR TSN PN PN TN Y

FIGURE 8. Guided vs unguided maximum likelihood estimation.

Based on the generated dataset, the analysis is performed
on the most ‘““naive” forecast which is the persistence algo-
rithm or Walk-Forward validation. The persistence algorithm
uses the value at the previous time step (t-1) to predict the
expected outcome at the next time step (t41). We have also
performed analysis on our proposed Attention with Transition
model and compared with Encoder Decoder with Attention
model, both Dot product and Luong’s method of implemen-
tation. In the decoder model, during the prediction of the
test data, the input provided to the attention sub model is the
actual predicted values i.e., unguided methodology. Based on
this method, the percentage of accuracy is calculated to show
the improvement of results.

o Theoretical Random selection: 25%

o Maximum likelihood

o Theoretical Guided: 40%

10960

o Unguided: 26.5%

o Walk-Forward Validation (Persistence Prediction):
8.82%

o Encoder Decoder with Attention (Dot product): 23.65 %

o Encoder Decoder with Attention (Luong’s Method):
24.85 %

o Encoder Decoder with Attention (Attention with Tran-
sition): 28.35 %

It can be noted that in the theoretical maximum likelihood
has 40% prediction accuracy, but it’s a theoretical analysis
and there are other factors which contribute to this method.
We need to know the input to have the better prediction.
When we compare the actual prediction model, the analysis
showed significant improvement in the accuracy of predic-
tion, where we see close to 12% (28.35 / 23.65) improvement
than Encoder decoder with Attention method.

Along with the percentage of accuracy, we also performed
Mean Squared Error (MSE) (11), Mean Absolute Error
(MAE) (10) and Mean Absolute Percentage Error (MAPE)
(13) metric to see the performance of the proposed model.
MSE captures the difference between the original the pre-
dicted value whereas MAPE captures the absolute error of
the prediction and MAPE captures the percentage error.

MAE; = (11)
n
1 < .2
MSE; = ~ > i — ) (12)
i=1
n | (=X
="y
MAPE; = (13)
n
TABLE 3. Performance comparison of theoretical data set.
Error MSE | MAE | MAPE

Walk-Forward Validation 1.30 0.90 0.47
(Persistence Prediction)
Dot product 1.42 0.95 0.65
Luong’s Method 1.41 0.93 0.62
Attention with Transition 0.99 0.74 0.38

From Table 3, it can be noted that MSE, MAE and MAPE is
lowest in our proposed method. The improved performance
of the system is because the weights are determined by the
transitional state matrix. During the attention part, the transi-
tional state value provides input to the attention where the
focus of the decoder should be. In the traditional encoder
decoder with attention, the training part determines which
encoder part the decoder should focus on, so that the decoder
decodes the data based on the attention value. Whereas in our
method, the transitional state provides input to the attention
state which provides the focus to the decoder and providing
the information of which encoder the attention or focus needs
to be for the decoder so that the predicted value is similar
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to the actual value. By providing the attention weights the
prediction results are much better than the traditional method.

The main motivation of the attention is at different steps,
the decoder needs to focus on different source which are
relevant at that step. The attention score is the “relevance”
of the encoder state to the decoder state. The attention score
transforms to attention output which is the weighted sum of
the attention weights. The variability in attention score adds
up for the attention output. The lesser in variability provides
clear definition of which transition encoder to focus on. When
the attention score is taken closer look as shown in Figure 9,
it can be noted that the variability of the attention score is
very small in our Attention with transition method compared
to the Luong’s method. The variability of the attention score
for the Luong’s method is 237.4 with the lowest value to
be —217.01 and the highest value to be —20.42 whereas in
Attention with Transition the variability of the attention score
is 30.9 with the lowest value to be —20.01 and the highest
value to be 10.89. The reason for the variability is the weights
being assigned randomly in the Luong’s method whereas in
our Attention with Transition method, the weights are deter-
mined based on the known data of transition which provides
better relevance of the encoder to the decoder state. The
attention score provides better capability for the decoder to
focus on the right source and leading to better predictability.

Attention Score Variability
............................ Transition Max __ _

ANEOET A~

=100 1

Attention Score

—150 1

—200 = Attention with Transition

T T T T T T T
0 200 400 E00 BOO 1000 1200 1400
Time Steps

FIGURE 9. The attenuation score variability between Luong and attention
with transition method.

The analysis is also performed using the actual measured
data as explained in Section III.

VI. EXPERIMENTAL ANALYSIS

A. QUALITATIVE ANALYSIS

The experiment is performed over the collected data sample
as described in Section III. The algorithm is compared with
the Encoder decoder with Attention model, both Luong’s
and Dot product to show the improvement of our system
compared to the Luong’s method of implementation. The
analysis is performed like the theoretical analysis and shows a
consistent performance i.e., improved results in the Attention
with Transition model on both theoretical and measured data.
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o Walk-Forward Validation (Persistence Prediction):
25.76%
o Encoder Decoder with Attention (Dot product): 36.91 %
o Encoder Decoder with Attention (Luong’s Method):
39.82 %
o Encoder Decoder with Attention (Attention with
Transition): 42.44 %
Figure 10 shows the prediction results of various models.
It can be noted that our proposed method has significantly
better performance of predicting the beam compared to the
traditional Dot product method and the Luong’s method.
We show an improvement of 11.5% from the traditional dot
product and 10.5% for the Luong’s method.

Prediction Vs. Actual

4
2 -
udl Bata
4
. o . | . B ;
7 ._|I lJLll ..lr F &_4 r lJ Iw ll_l U I
Dot Product Prediction

4
;5 ] hhmﬂmwf]r'lf‘w—hmw
ongs Prediction
4 4
2 -
Attention with Transition PrEiction

0 50 100 1s0 200 250 300 350

FIGURE 10. The comparison of the prediction results from the dot
product, Luong’s methods, attention with transition method with actual
data.

The loss curve shown in Figure 11 indicates that the train-
ing is better and attains better stabilization quicker using our
proposed model.

Loss Curve
147 Dat Product
—— Luongs Method
13 A —— Attention with Transition
12 A
]
5114
10 A
0.9 A
T T T T T T
] 10 20 0 40 50
epoch

FIGURE 11. The comparison of the loss curves of the dot product, Luong’s
method, and attention with transition method.

The Attention vector is the score of the corresponding
value within the source sequence which tell the decoder
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FIGURE 12. The attenuation score variability between the Luong’s and
attention with transition method.

what to focus on at each time step. A huge variability in
the Attention score provides lower confidence in the decoder
which results in choosing the wrong encoder to focus the
prediction on. In our test data analysis, the variability of the
attention score is considerably lower when compared with
the Luong method as shown in Figure 12. The variability
in attention score for Luong’s prediction is 128.5 whereas
the variability in attention score value for Attention with
Transition prediction is 35.8, which provides us the better
confidence of predicting the value by focusing on the right
encoder during the prediction.

The accuracy plots show in Figure 13 indicate the accu-
racies from the dot product, Luong’s method, and attention
with transition as 35.5%, 40.3% and 42.1% respectively. This
is during the training phase over 50 epochs where the losses
have achieved its lowest levels and the accuracies are at their
peaks.

Accuracy of various methods

Along with the percentage of accuracy, we also performed
MSE, MAE and MAPE metric to see the performance of the
proposed model.

TABLE 4. Performance comparison of measured data.

MSE MAE MAPE
1.719 1.04 0.37

Error
Walk-Forward Validation
(Persistence Prediction)
Dot product 0.92 0.72 0.40
Luong’s Method 0.99 0.74 0.38
Attention with Transition 0.91 0.68 0.35

From Table 4, it can be noted that MSE, MAE and MAPE is
lowest in our proposed method. The prediction results shows
that Attention with Transition has a better prediction accuracy
compared to other traditional prediction methods.

If a dataset is uniformly distributed, then the random selec-
tion of data will result in 25% accuracy i.e., if a data is chosen
randomly the probability of getting the right Beam is 25%.
Based on this, we can say that if the dataset is uniformly
distributed, then the accuracy of random selection would
be 25%. In our dataset, the Beam data are not uniformly
distributed, and the accuracy will not be 25%. In this dataset,
as shown in Figure 14, the total number of Beam 1 is 17% of
the data set, Beam 2 is 37% of the data set, whereas Beam 3
is 21% of the data set and Beam 4 is 25% of the data set.
If the random selection is Beam 1, the probability of getting
it correct is 17% and if the random selection is Beam 2, the
probability of getting it correct is 37% and so on with Beam 3
is 21% and Beam 4 is 25%. When this accuracy is compared
with our prediction method, we should outperform these
accuracies or else the random selection is a better method
than the machine learning prediction. When we analyze our
predicted data, the probability of Beam 1 prediction is 80%
i.e., 80% of the Beam 1 prediction is correct whereas when
we randomly choose there is a probability of only 17%. Sim-
ilarly, the probability of Beam 2 is 55% whereas the random
selection is 37%, probability of Beam 3 is 29% whereas the

F random selection is 21% and the probability of Beam 4 is
68% whereas the random selection is 25%. Table 5 shows
i the prediction probability comparison between the random
EL selection, and our prediction method which shows that our
£ 5 prediction method performs better than the random selection
B o in all individual beam selection method.
-
<3
TABLE 5. Random selection vs. Attention with transition.
30 Dot Product
28 — Luongs Method BEAM RANDOM SELECTION | ATTENTION WITH TRANSITION
%L | —I Attention \Imth Transm:?n Pr-.=_'1:I|ct|0nI Beam 1 017 0.45
0 10 20 0 40 50 Beam 2 0.37 0.47
ERAEh Beam 3 0.21 0.31
FIGURE 13. The comparison of the accuracy curves from the dot product, Beam 4 0.25 0.48

Luong’s method, and attention with transition method.
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FIGURE 14. Data distribution percentage.

During the test data prediction, instead of feeding the
predicted values as input to the next decoder loop, if we
provide the actual data to the next decoder loop i.e., guided
methodology, the accuracy percentage improves and provides
us an accuracy of 46.9%. This method will provide better
efficiency of prediction if we know the output values during
the testing stage.

B. QUANTITATIVE ANALYSIS

To validate the model across various dataset, we also col-
lected data from different drive zones around the campus as
shown in Figure 15 and shown the analysis of the various
dataset across the different encoder decoder models. Table 6
shows the performance comparison of various zones. The
analysis indicates that Attention with Transition (Our pro-
posed) model performed better than the traditional Encoder
decoder model.

FIGURE 15. Various drive path (Clockwise) Zone 1, 2 and 3.

It shall be noted from Table 7 the performance improve-
ment from the Dot product Vs. Attention with Transition
and Luong’s Method Vs. Attention with Transition. The
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TABLE 6. Performance comparison of various zones.

Drive Method Accuracy | MAPE MSE
Zone (%)
Zone Persistence 25.76 0.37 1.71
1 Prediction
Dot product 36.91 0.40 0.92
Luong’s 39.82 0.38 0.99
Method
Attention with 42.22 0.35 0.91
Transition
Zone Persistence 23.48 0.47 2.30
2 Prediction
Dot product 26.12 0.46 1.52
Luong’s 26.75 0.50 1.46
Method
Attention with 29.19 0.44 1.42
Transition
Zone Persistence 25.51 0.53 2.44
3 Prediction
Dot product 27.19 0.66 1.41
Luong’s 29.38 0.54 1.32
Method
Attention with 32.89 0.51 1.24
Transition

performance improvement is calculated from the accuracy
percentage as explained in (14). The variance in the improve-
ment as seen is dependent on the dataset. Based on our dataset
the variance is between 10 to 12% improvement.

Performance Improvement
Accuracy of Attention with Transition

= 14
Accurancy of Dot productorLuong Method (14

TABLE 7. Performance improvement comparison.

Drive Performance Improvement
Zone Dot Vs Attention with Luong Vs Attention
Transition (%) with Transition (%)

Zone 1 11.43 10.60
Zone 2 10.91 10.91
Zone 3 12.09 11.19

The accuracy of the prediction depends upon the dataset
and the prediction accuracy falls with the entropy of the
dataset. The entropy provides the information about the
randomness on the dataset and our model prediction result
follows the entropy of the dataset as well. The entropy is
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TABLE 8. Performance comparison of 3rd party dataset.

Method Accuracy
Percentage (%)

Dot Product 72.06

Luong’s Method 99.28

Attention with Transition 99.53
calculated as shown in (15).
n

H (X) = = > P(x)log,P(xi) (15)

i=1

The entropy is calculated for the theoretical data and for all
the three measured zones and their corresponding accuracy
is plotted in Figure 16. It shall be noted that as the Entropy
increases the accuracy of prediction decreases which corre-
lates to the Shannon theory.

Entropy Vs Accuracy

42 1

Accuracy in %

194 195 196 197 198 199 200
Entropy

FIGURE 16. Entropy vs accuracy.

C. REPOSITORY ANALYSIS

The dataset used to validate the model is the measured
dataset around the campus. To validate the model on a 3rd
party dataset, we use the Occupant Detection Data Set [37]
from the UCI Machine Learning Repository database. The
dataset contains the occupied status in a room i.e., if the
room is occupied which is recorded as 1 or not which
is recorded as 0. We trained the dataset using Dot prod-
uct, Luong’s method, and the Attention with Transition
method to see the prediction accuracy. From the predic-
tion results as shown in Table 8, we noticed that our
method prediction result has slight improvement compared
to the other method. The prediction dataset doesn’t have
much variability i.e., its either 0 or 1 and most of the
values are in 0 and hence the improvement in accuracy
is small considered to other prediction method as shown
in Figure 17.
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FIGURE 17. Repository data — occupancy detection prediction
comparison between Dot Product, Luong’s method, and attention with
transition method with the actual data.

VIi. CONCLUSION

In this paper, a new Encoder Decoder modified hard atten-
tion is shown resulting in enhance performance than the
conventional one including Encoder Decoder with Attention
(Dot product and Luong’s method). The effectiveness of such
model is verified using actual test data which was taken at
the university campus using the antenna array which was
designed for this application. We hope that the results of
this paper will encourage future work in using modified
hard attention. We also expect that the modularity of the
encoder-decoder approach combined with modified attention
to have useful applications in other domains. The future
work would focus on multi-variate attribute to improve the
accuracy of the prediction system.
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