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ABSTRACT Cloud Computing is the dynamic provisioning of resources to provide services to end-users
over the internet. The realization of cloud computing requires addressing several challenges, such as resource
discovery, security, scheduling, and load balancing. Among these research issues, load balancing is the most
challenging one. Therefore, in the past few years, research into various static and dynamic algorithms to
achieve optimal results is gaining importance. This research proposes Swarm Intelligence (SI) as a load-
balancing solution for cloud computing. Several alternatives in the literature (like genetic algorithm, ACO,
PSO, BAT, GWO, and many others) are investigated, but none consider the load balancing convergence time
with global optimization. Among these algorithms, this research emphasizes Particle Swarm Optimization
(PSO) and Grey Wolf Optimization (GWO). A combined approach of GWO-PSO that capitalizes on the
benefits of fast convergence and global optimization is proposed in this paper. These two techniques enhance
system efficiency and resource allocation, working together to solve the load-balancing challenge. Compared
to other traditional approaches, the findings of this research are promisingwhile achieving globally optimized
fast convergence and reducing overall response time. On average, the overall response time of the proposed
technique is reduced to 12% as compared to other algorithms. Furthermore, the best optimal value obtained
from the objective function of the proposed GWO-PSO algorithm improves PSO to 97.253% in terms of
convergence.

INDEX TERMS Cloud computing, load balancing, swarm intelligence, particle swarm optimization, grey
wolf optimization.

I. INTRODUCTION
Cloud computing is the delivery of resources over the inter-
net. These resources include computing, storage, databases,
and networking [1]. The actual realization of a cloud envi-
ronment has been fraught with various difficulties. Amongst
them includes resource discovery, scheduling, security, and
privacy. Load balancing is one of the most pressing concerns
among these issues. It refers to how the load is distributed
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among multiple machines [2]. Load balancing refers to
the delivery and distribution of the required workload over
numerous computer platforms [3]. Load balancing proposes
methods for maximizing system output production, resource
utilization, and performance parameters of virtual machines
(VMs). To achieve efficient use of resources, the cloud sys-
tem employs a variety of load-balancing algorithms. Some
of these algorithms are presented in [4] and [5]. Gutierrez-
Garcia andRamirez-Nafarrate [6], in their research, discussed
the objective of load balancing: to reduce reaction time
and boost resource usage, resulting in higher productivity at
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FIGURE 1. The architectural components of dynamic load balancing [5].

reduced costs. In addition, load balancing aims to provide
sustainability and adaptability for applications that grow in
size and demand more resources. It also prioritizes complex
tasks’ equitable distribution.

Before moving further, this research presents a detailed
discussion about how the approaches to load balancing have
been classified in the literature. Load balancing in a cloud-
based system can be divided into two types [7]: (1) static
algorithms and (2) dynamic algorithms.

• In a static method, the available base stations ignore
location. All of the links are understood ahead of time
and their characteristics. The execution of this kind of
approach is predefined. It’s simple to use and doesn’t
rely on real-time data from the current system.

• On the contrary, the machine’s current status is consid-
ered for the dynamic balancing process. Changes in node
architecture drive its operation. Dynamic algorithms are
difficult to implement, but they efficiently distribute
resources and, in that way, they balance load more effec-
tively (Figure 1).

Due to the critical nature of run-time dynamics, the demand
for dynamic algorithms is high. In this research, the targeted
algorithms are also inspired by dynamic algorithms presented
in literature coupled with Swarm Intelligence (SI) techniques.
Several swarm intelligence techniques have been presented
in [8], [9], [10], [11], and [12]. SI studies decentralized,
evolvable systems, whether developing or developed, and
their mutual behaviour and performance [13]. SI systems
focus on the integrated behaviours that emerge from individ-
uals’ local interactions with one another, including their sur-
roundings [14]. Ant and termite communities, groups of fish,
swarms, and herds of cattle are examples of such systems.

For scholars, utilizing the concept of SI in cloud tech-
nology has gained prominence [15]. The following few
lines highlight the importance of swarm intelligence algo-
rithms. It produces cost-effective, optimized solutions
to cloud-based applications for effective implementation,
infrastructure sustainability, and privacy concerns. Swarm
intelligence’s immense understanding, ranging from an ani-
mal’s glimpse to cutting-edge methodologies, may be max-
imized for handling diverse cloud computing difficulties.
For example, VM allocation [16] is a common problem
in the cloud context that can be recast using SI advanced
approaches. SI can be applied in different areas that deal with
routing and specialized task scheduling methods. These two
SI applications eventually led to the most discussed topic in
cloud computing: ‘‘load balancing’’ SI makes load balancing
simply by relying on the animals for motivation [17], [18].
Consequently, this collaboration can be used to manage
load in the cloud more effectively. Similarly, swarm tactics
present a very clever and decentralized solution, and these
methods function in the way cloud computing requires to
manage demand efficiently. As a result, these collective,
informed, and decentralized insect behaviours have evolved
into a paradigm for addressing the challenging issues of
load balancing in a cloud-based framework. Various state-
of-the-art hybridized techniques are also recently presented
by researchers. For example, Ahmed et al. [19] suggest a
composite version of the Generalized Normal Distribution
Optimizer (GNDO) with Simulated Annealing (SA) entitled
Binary Simulated Normal Distribution Optimizer (BSNDO).
The proposed technique uses SA as a localized search to
improve classification performance. The new method is ana-
lyzed to its predecessors and various popular FS techniques
on 18 well-known UCI samples. Furthermore, this approach
is evaluated on high-dimensionality microarray data samples
to demonstrate its utility in real-world datasets.

Yaun et al. [20] proposed Elite opposition-based learn-
ing and a chaotic k-best gravitational search (EOCS) tech-
nique. The key concept is to improve global exploration
capabilities and convergence rates. Regarding exploration
accuracy and reliability, the EOCS-based grey wolf optimizer
(EOCSGWO) algorithm exceeds its competition. Zhao et al.
[21] introduced the artificial hummingbird algorithm (AHA),
a new bio-inspired optimization algorithm for solving opti-
mization issues. The AHA algorithm mimics hummingbirds’
unique flight abilities and foraging approaches in the ecosys-
tem. The findings of AHA’s validation are compared to those
of several methods using two sets of quantitative test func-
tions. The results demonstrate that AHA outperforms other
meta-heuristic methods in determining high-quality alterna-
tives while requiring fewer control parameters.

To discuss the importance of the swarm intelligence tech-
nique. This research presents a novel method to distribute
workloads in a cloud-based environment. A load-balancing
mechanism should take the convergence time into account.
Even though fast convergence can quickly relieve overbur-
dened VMs, Cloud Services’ can promptly recover their
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performance, and unexpected outcomes can be avoided (e.g.,
overloaded central systems may hang or eventually crash).
Hence, the paper presented a combination of grey wolf and
particle swarm optimization to provide global optimization
and fast convergence. To emphasize further, the following are
the main contributions of this manuscript:

• A hybrid technique based on grey wolf and particle
swarm optimization is presented in this paper.

• The optimization approach offered in this paper is a
combination of two factors. The technique aims for
global optimization and rapid convergence, supported by
results.

• GWO-PSO algorithm is developed for efficient load bal-
ancing – the achieved factors are tested on theMATLAB
software package, showing good global optimization
and fast convergence.

• Presents the analytical results of the simulation to show
convergence evaluation based on the value(s) of the
objective function. The targeted algorithms are PSO,
Social Spider(SSO), ABC, BAT, GWO, and the pro-
posed GWO-PSO, with 30 agents (VMs).

• Comparative analysis based on overall response time
by using cloud analyst is performed. The comparison
is made with other traditional algorithms used for load
balancing

The rest of the paper is structured as follows. Section II
presents the relatedwork. Section III focuses on SI algorithms
for load balancing, while Section IV explores the proposed
algorithm used in the study. Then, section V presents the sim-
ulation results to measure the optimization, and convergence
of Particle Swarm Optimization (PSO), Grey Wolf Opti-
mization (GWO), and amalgamative GWO-PSO. Finally,
Section VI offers conclusions and future directions.

II. RELATED WORK
The load balancing issue is a typical challenge in cloud
infrastructure, where the best solution is sought within a com-
plex space to manage resources better. The investigation of
Swarm Intelligence is motivated by the practical idea of using
‘‘collective intelligence.’’ In an environment, this intelligence
is dispersed, coordinated, and diffused [22]. Swarm intelli-
gence is a well-known subfield of load balancing in Cloud
Computing. Many algorithms are used in these techniques,
such as genetic algorithms (GA), ant colony optimization
(ACO), honey bee optimization (HBO), water wave algo-
rithm (WWA), particle swarm optimization (PSO), grey wolf
optimization (GWO), etc.

GAs are artificial life methods that incorporate biological
processes as a template to create programming code. After
then, this computer software learns in the same way that
live systems do [23]. Makasarwala and Hazari [24] utilize
GA for load balancing in Cloud Computing. It balances load
with an issue of reduced resource utilization. To overcome
the disadvantage of GA, another variation is presented by
Kaur and Sengupta [25]. The improved GA (IGA) keeps

continuous track of all the available virtual machines and the
current arrival of tasks. In that way, the algorithm improves
the utilization of resources and saves energy. But still, the
response time is high. Therefore, a hybrid methodology has
been developed to intelligently encounter task scheduling in
cloud technology. Ali Saadat and Ellips Masehian [26] pro-
posed two components to provide load balancing efficiently.
The first module employs a Genetic Algorithm to find the
best work arrangements, while the second focuses on fuzzy
logic. It successfully implements the objective function of
defining occupied server states based on task buffers where
service availability is a fuzzy performance, GA optimization
accessibility, stability, and universality. This study also con-
ducts computer tests with the best solution. It ultimately leads
to a higher user retention rate. Saadat and Masehian [27]
proposed employing multi-agent GA to facilitate effective
load balancing. The proposed method considers the users’
priorities and, at the same time, also targets the completion
time of the first task. Jayswal and Saxena [28] proposed
utilizing multi-agent GA to achieve effective load balancing.
The suggested method considers the priority of the users and
the completion time of the first job. The load is balanced
across all VMs based on CPUmemory capacity at the request
of a given user. The fitness function is the difference between
each host’s and the system’s average load. For modelling the
tests, the data are evaluated using a cloud analyst. It runs load-
balancing tests in the background and displays the results in
a graphical style with a significant level of customization.

The unbalanced load challenge is the focus of Li and
Wu [29]. The ant colony algorithm uses the core aspect to
find the best dynamic scheduling sequence. The scheduler
resembles an ant, and the scheduling phase is compared to
the foraging behaviour of ants. Finally, a node with good
performance and low load witty minimum ending time are
chosen to handle the assigned assignment. Ragmani et al. [30]
improve the AC technique by incorporating a fuzzy logic
module. This fuzzy-based approach reduced the response
time by more than 80%.

Honey Bee or Artificial Bee Colony (ABC) is another
method of optimization that is excellent for inspection but not
so good for customized modification [31]. The b algorithm
is recommended for applying optimization approaches using
honey bees’ sophisticated foraging activity. The aggregation
of honey bees is known as a swarm, capable of completing
the whole task of cooperation. Various academics utilized the
ABC algorithm to improve load balancing [32]. Ullah [33]
proposes workload scheduling using artificial bee foraging
(TSABF) optimization to define an optimal task plan for vir-
tual machines. The activities are planned ahead of time using
the ABCmethod. The goal of task prevention in the proposed
framework is to reduce the time required to complete jobs
with various priorities. Li and Han [34] examine and resolve
the problem of flexible work scheduling.

Honeybees utilize the hybrid discrete optimization tech-
nique to tackle the issue of load balancing in cloud
computing. Shen et al. [35] examine the ABC optimization
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technique using a load balance algorithm and present several
ways to improve overall load balance efficiency and respon-
siveness. The ABC technique is optimized, and the intelligent
grid cloud resource characteristics are employed to cluster
virtual machines (VMs). A simulation study confirms the
proposed method’s efficiency.

Venkatachalam and Bhalaji [36] present the experimental
results of WWA for load balancing in cloud computing.
The quality of service parameters reveals that the WWA
method is also used for load balancing in cloud computing.
With file-sharing services, a basic cloud with three VMs
is emulated. The findings show that WWA outperforms the
competition regarding maximum throughput, time, resource
consumption, and scalability. Gulbaz et al. [37] describe
the Balancer Genetic Algorithm (BGA), a unique balancing
scheduler designed to increase makespan and load balancing.
Inadequate task scheduling can result in a resource utiliza-
tion overhead since specific resources continue to operate.
BGA implements a load balancing method that considers
the actual load in terms of million operations assigned to
VMs. It is also emphasized that multi-objective optimiza-
tion should enhance load balancing and makespan. Several
batch sizes and skewed, normal, and homogeneous work-
load distributions were used in the experiments. BGA has
shown considerable improvement compared to state-of-the-
art systems for makespan, throughput, and load balancing.
Miao et al. [38] proposed an APDPSO algorithm to overcome
the associated issue with the PSO algorithm. The measure
drawback experienced by PSO is randomness in particles’
movement, which ultimately affects the discretization strate-
gies. The proposed algorithm utilizes the stored reasonable
solutions to update the personal best positions of particles
with a certain probability. A discretization method is also
applied to PSO for continuous management of change in
the velocity and position vectors of the particles. Improved
BAT algorithm [38] is proposed to obtain more optimum and
most satisfactory results. To make it possible, the algorithm
needs to be executed iteratively. Whenever there is a task
for processing, the BAT algorithm finds the optimal server
among the available. At the same time, the load scheduler also
identifies the job type and resource required and selects the
optimal VM for task execution. If the available server meets
the requirements efficiently, the load is assigned; otherwise,
if the load is higher, it is distributed to more than one server.
This algorithm maintains load balancing by keeping all the
servers busy, neither underloaded nor overloaded. Future
research could look into new meta-heuristic evolutionary
techniques for balancing load in terms of energy consump-
tion, and quality of service [39]. Social Spider Algorithm
(SSA) is also used for task scheduling which is an efficient
approach to adapting the global best match, but when the
number of VMs increases, it shows slow convergence [40].

Table 1 shows the summary of the discussed researchwork.
The various approaches to load balancing are discussed.

However, there is a research gap where different hybrid

algorithms are used to overcome the shortcomings of indi-
vidual load balancing. In this discussion, several hybrid
approaches to load balancing are presented. In the context of
electric power infrastructures, Shaheen et al. [41] provide an
implementation of the hybrid Grey Wolf and Particle Swarm
Optimization (GWO-PSO) technique to resolve the effective
reactive power distribution challenge.

A unique hybrid maximal power spot tracking approach
built on the principles of particle swarm and grey wolf opti-
mization is presented by Chtita et al. [42]. The proposed
method not only overcomes the typical drawbacks of exist-
ing methods but also offers a straightforward and reliable
tracking of maximum power points to manage partial shad-
owing in solar systems successfully. Leveraging GWO-based
PSO, Gohil and Patel [43] introduce a novel dynamic load
balancing technique in cloud technology and contrast it with
several existing optimization algorithms. It aids in enhanc-
ing resource allocation equity and system performance. The
research experiments’ showed better convergence but did not
focus on other quality of service parameters. Alabdalbari and
Abed [44] moreover provide novel hybrid modelling data to
show that the suggested Hybridized GWO-PSO strategy is
significant from the perspective of path optimization prob-
lems. Task scheduling is also discussed by Senthil et al. [45]
as a type of non-deterministic, difficult polynomial challenge
that can be resolved using optimization techniques. They
describe a model hybrid technique that improves response
time by integrating PSO and grey wolf techniques. For
science-based procedures, Kaur and Aron [46] introduced
the integrated load balancing technique, which combines the
tabu search, GreyWolf and Ant Colony Optimization (ACO).
The suggested model implements load balancing at the fog
layer to improve resource utilization. Kaur and Dhindsa [47]
discussed several strategies and techniques for managing par-
allel jobs and services to improve CPU utilization in the cloud
infrastructure. They proposed the usage of GWO and PSO for
efficient distribution of workload.

Table 2 shows the summary of the hybrid approaches
discussed to load balancing, specifically targeting PSO and
GWO. The targeted QoS parameters comprise Power(P),
Cost(C), Response Time(RT), Throughput(T), Energy Con-
sumption(E), and Execution time(ET). It has been observed
that very few algorithms are available that targets conver-
gence and global optimization at the same time. The novelty
of this paper lies in a proposal for such an efficient algorithm.

After analyzing several SI-based algorithms with cer-
tain variations for load balancing in cloud computing, this
research focuses on Particle Swarm Optimization(PSO) and
Grey Wolf Optimization(GWO) techniques to achieve load
balancing. With the help of Table 1 and 2, it is observed
that most algorithms targeting several QoS parameters still
lack convergence. If the proposed technique achieves fast
convergence, the method will outperform the other traditional
algorithms. Additionally, rapid convergence reduces response
time, cost, and, eventually high throughput.
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TABLE 1. Summary of the discussed algorithm with the pros and cons.

TABLE 2. Summary of the discussed hybridized algorithms targeting PSO and GWO on the basis of QoS.

III. TARGETED SI ALGORITHMS FOR LOAD BALANCING
IN CLOUD INFRASTRUCTURE
A. PATICLE SWARM OPTIMIZATION (PSO)
The particle swarm optimization (PSO) technique is among
the literature’s most popular and widely utilized optimization

techniques. Because of its flexibility, good global optimiza-
tion, and a minimal number of characteristics, the PSO algo-
rithm has been effectively used in many research discussions
to tackle various optimization issues (Figure 2). Pbest is the
last best value, while Gbest is the global best value. For
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example, Agarwal et al. [48] discuss how a swarm of flying
birds chooses a landing spot but how deciding where to land
is difficult.

Vidya et al. [49] highlight multiple things that influence
the landing. Food availability (incoming requests) and the
threat of carnivores (overloaded VMs’) are examples of these
circumstances. Under the currently available circumstances,
the birds fly in lockstep (i.e., continuous iterations) until they
find the optimal landing spot targeted VM), at which point
they all land at the same time (assign tasks to the targeted
VM). Pan and Chen [50] perform performance evaluations
on various other algorithmswith Particle swarm optimization.
The research combines load with a shorter reaction time for
every given activity. PSO has cheaper computation costs and
is simpler to understand and implement. The PSO algorithm
has been chosen as one of the methods in this amalgamative
study since it is successful in various challenges from diverse
disciplines.

Jordehi and Jasni [51] present an optimization method
for task scheduling to balance load more efficiently. Results
from simulation prove it is a better performance technique.
Guliyev et al. [52] proposed a framework to optimize load in
cloud environments when the network is complicated. The
PSO algorithm was used to create the method. The study
claimed improved PSO algorithm performs exceptionally
well. Various changes define the particle’s position and veloc-
ity in this upgraded version. The rules for ongoing updates
are eventually reevaluated. Agarwal et al. [53] implement
PSO for load balancing to form the relevance for scheduling
procedures with proportional weight. These weights assist
in determining the best option. In this study, a new objec-
tive function is developed, which differs from current ones
and work schedules for various virtual machines. Li and
Wu [29] developed a method to improve the average load in
cloud systems. The downside of PSO is that it is susceptible
to beginning conditions, which is considered in this study.
A favourable result will not be feasible if there is a problem
with the beginning population. A hybrid technique has been
presented as a solution to this problem. This idea enables us
to do jobs at a high rate in this manner. The usual load time of
IPSO is 0.457 milliseconds, and Firefly is 0.47 milliseconds,
whereas the overall load time of the combined IPSO-Firefly
technique is 0.259 milliseconds.

Pan and Chen [54] provides another technique to balance
the load in cloud environments in case the infrastructure
of the cloud is complicated. The PSO algorithm was used
to create the model. In this paper, the author proposed an
improved PSO algorithm that performs exceptionally well.
Various changes define the particle’s position and velocity in
this upgraded version.

1) IMPORTANCE OF PSO
The most common application of the population-based
method PSO (Particle Swarm Optimization) is the practical
approach of optimal control approaches. PSO is one of several
swarm intelligence approaches used to address optimization

FIGURE 2. Flowchart of PSO.

issues. PSO is a non-deterministic, stochastic optimal control
technique that uses a community-based search process to
achieve global optimization. Its main benefit is that it is
relatively easy to implement and requires few characteristics
to alter. The adoption of parameters is the fundamental issue
with present approaches for resource scheduling with the
goal of load balancing. A workload of metrics is minimized
throughout the routing process, which equals the current
techniques.Metrics are assigned appropriate load coefficients
to illustrate their degree of relevance. These load variables
demonstrate the importance of metrics in the scheduling
phase. The more loads are assigned to the criterion, the better
the answer. Changing the value of the load coefficients makes
it simple to regulate the adequacy of the target function.

2) THE BASIC MATHEMATICAL MODEL OF PSO FOR LOAD
BALANCING IN CLOUD ENVIRONMENT
PSO algorithm is a multi-agent concurrent search method
in which every particle poses a feasible solution in the
swarm [55]. All particles go through a multidimensional
exploration region, where each particle adjusts its position
based on its own and neighbouring experiences. There are
‘‘M’’ virtual machine networks of interconnected nodes. The
VMs are denoted by the list VM = (VM1, VM2, . . . ,VMM ),
where Vj is the maximum resource ability that VM ‘‘j’’ can
give, and j belongs to [1,M]. Here, there is a collection of
tasks denoted by T.

T = {T1,T2, . . . ,TN }

where ‘‘Tk ‘‘ means the task number ‘‘k’’, where k belongs to
[1,N], andN is the total length of the task series. Themodel of
tasks is defined as ‘Tk ‘‘ (RequiredTime, RequiredResource).
The ‘‘RequiredTime’’ denotes the task’s execution time, and
the Required Resource denotes the need for resources for the
execution of the task. For the objective model, PSO utilizes
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one zero matrices named ‘‘Z’’ to show the mapping of tasks
to VMs. This zero matrix can be shown as:

Z =


Z1,1,Z1,2, . . . ,Z1,N
Z2,1,Z2,2, . . . ,Z2,N

.

.

.

ZM ,1,ZM ,2, . . . ,ZM ,N


Considering the discussed models, the following equations

(Eq. 1 and Eq. 2) are used:

TimeVM =
Mmaxj=1

[∑
k=1

(Zj,k ∗ Tk · Required Time

]
(1)

RUVM =
N
∑
k=1

(
N∑

k=1(zj,k ∗ Tk · Required Resource)
VMj

)
(2)

where, TimeVM = the time required for virtual machines to
complete all jobs.

RUVM = the number of resources virtual machines (VMs)
use throughout the task execution.

This leads to the objective function of the task schedul-
ing model, i.e., to minimize the TimeVM and maximize the
RUVM . The fitness function is developed to determine how
effectively the particle is positioned:

f = Min
(
TimeVM
RUVM

)
(3)

If there are M dimension particle P = (p1, p2, . . . , pM ),
where pj is the identification index of VM on which the jth

task is processed. An M dimension velocity ‘‘Vi’’ is defined
in the same instance.

Apart from this, the inertia weight with updating positions
and velocities is given by the following equations:

q =

∣∣∣∣ fa − fb
max(fa − fb)

∣∣∣∣ (4)

Vjq+1
=w. vx Vj + 1 = qVj + i1n1 ∗ (psobest − pj) + i2n2 ∗

(pobest − pj), j is for iteration, where,
q = interia
i1, i2 = acceleration coefficients
n1, n2 = Random numbers distributed arbitrary
pobest = In a population, the best place of entire particles

B. GREY WOLF OPTIMIZATION
Patel et al. [56] proposed the GWO technique to balance
the load dynamically. The hunting style of wolves inspires
it. The algorithm adapts the main idea of how wolves live
in four-level packs. Similarly, the load balancer is separated
into four tiers, i.e. omega, delta, beta, and alpha (Figure 3).
The modification of GWO is presented as Fuzzy GWO by
Xingjun et al. [57]. To further improve the exploitation and
exploration criteria. As wolves initially detect the overloaded,
the system records all of the information while /hlconsidering

FIGURE 3. Flowchart of GWO.

the allocated demands to the VMs. The least loaded machine
for assigning the allocation is identified whenever an assign-
ment request is made, much as the wolves’ second action
is to determine the status. The approach is subsequently
enhanced by incorporating fuzzy logic with GWO to stabilise
the system.

Natesan and Chokkalingam [58] gather all workload and
resource details and determine effective allocation controls.
The scheduler is allotted a resource after examining the
best option. The cloud load balancer refreshes the resource
components based on processing time, space utilization, and
connectivity parameter values. Ouhame et al. [59] present
another Hybrid approach for resource allocation amongVMs.
The research presents a combined GWO-ACO algorithm.
This technique improves the quality parameters and increases
the efficiency up to 1.25%

The idea proposed in this research is to build a customized
load-balancing method in cloud services and the Internet
of Things. With a balanced load, the goal is to achieve a
faster convergence with better response time in the proposed
amalgamative PSO-GWO Algorithm.

1) THE BASIC MATHEMATICAL MODEL OF GWO FOR LOAD
BALANCING IN CLOUD ENVIRONMENT
An acceptable solution is obtained in the form of Alpha (A).
As a result, beta (B) comes in second, and delta (C) comes
in third. Omega (O) is considered the best option for the
remaining candidates and mandates optimization in the Opti-
mization technique. Wolves are trailing these three wolves.
The action surrounding the target can be demonstrated using
the following equations:

D = |S · Px(t) − P(t)| (5)

P(t + 1) = Px(t) − R ∗ D (6)

11396 VOLUME 11, 2023



M. S. Al Reshan et al.: Fast Converging and Globally Optimized Approach for Load Balancing in Cloud Computing

where,
t is the recent iteration
R and S are the coefficient vectors. Px is the target position

vector
P are the grey wolf position vector
The equations used to find vector R and vector S are given

below:

R = 2 ∗ a ∗ r1−a (7)

C = 2 ∗ r2 (8)

As the number of iterations increases, a portion of ‘‘a’’
is decreased linearly from 2 to 0, while r1 and r2 are ran-
dom vectors that fall in the range [0, 1]. The ultimate sce-
nario P (t+1) is determined by the search field locations of
alpha, beta, and delta. The following expressions are used to
describe these occurrences:

DA = |S1PA − P| (9)

DB = |S2PB − P| (10)

DC = |S3PC − P| (11)

P1 = |PAR1 − (DA)| (12)

P2 = |PBR2 − (DB)| (13)

P3 = |PCR3 − (DC )| (14)

P(t + 1) = (P1P2P3)/3 (15)

If R>1, optimal solutions go farther from the objective, but
if R=1, they converge.

Finally, the GWO algorithm comes to a close using the
previously specified objective.

IV. PROPOSED ALGORITHM
PSO is suitable for global optimization but suffers from min-
imal local confinement. Exploration, exploitation, exclusion
of local optima, and convergence are all powerful features
of GWO. However, some of the balance between exploration
and exploitation dynamics are still reliant on or constrained
by it. As a result, the idea is to integrate both approaches
to attain globally optimal minima without becoming trapped
in local minima. It is recommended that the first GWO is
utilized to generate the best location as alpha. Afterward,
rather than determining the perfect location, PSO is carried
out with the help of alpha.

As a result, the fundamental value added by this technique
is the development of an objective function that effectively
regulates load in a cloud infrastructure.

A. ALGORITHM OF PSO
The algorithm is designed by considering PSO as an SI-based
optimization technique inspired by the collective behaviour
of birds and shoals of fish. It mainly utilizes a community
search technique to find the optimum solution to a problem
by suspended particles in the search area. Particles in PSO
float in a multidimensional search space, and each particle
modifies its position throughout flying based on its knowl-
edge and that of its neighbours.

Algorithm 1 PSO’s Algorithm [60]
1) Initialize the dimension(d)
2) Set all the parameters to use to control the search
3) Initialize the population of particles with random position and

velocity
4) Evaluate the fitness value for all the particles

a) Continuously compare the fitness value (F) of each particle(P)
with the recent particle’s best (Rbest)

b) If the current value is better than the last best(Pbest) value than
switch the better value to the best and update the location

c) Compare the fitness value (F) with the global best (Gbest)
d) If the current value is better than the Gbest value then switch

the better value to the Gbest and update the location
e) Updater the position ‘ai’ and velocity ‘vi’ of the particle(P) as

using:

νi = w · νi + C1 · rand1 · (Pbestd − Pbestp,d ) + C2 · rand2 ·

(Gbestd − Rbestp,d )

Rbestp,d = vi + Rbestp,d

where C1,C2 = acceleration coefficients
rand1, rand2 = random numbers distribute arbitrary

5) Repeat all the sub-steps of 3 until the stopping criteria met

B. ALGORITHM OF GWO
The algorithm is designed for the hunting style of the wolves.
The strongest option for representing the social behaviour
of the grey wolf is alpha, supported by beta and delta. Beta
and delta follow alpha. In contrast, the remaining possibilities
are categorized as omega. The alpha, beta, and delta wolves
oversee the hunting process to optimise GWO, while the
omega generally follows these three wolves.

GWO is the most refined model for discovering the best
answer without getting stuck in early convergence, efficient
local and global search, balanced investigation, and utiliza-
tion of resources.

Algorithm 2 GWO’s Algorithm
1) Set the population := ‘Wi’ for i = (1,2, . . . .,n) [Here, n is the

population size]
2) Define A, B, and c
3) Evaluate the fitness values f(xi), for i = (1,2, . . . .,n)
4) Find X(alpha), X(beta) and X(gamma)
5) while (T<maxValue) [Here, maxValue is the maximum value of

generations]
a) for i=1 to n

i) Update the position
ii) Update A, B, and c
iii) Calculate the f(xi)

b) Update X(alpha), X(beta) and X(gamma)
6) X(alpha)

C. AMALGAMATIVE ALGORITHM OF GWO-PSO
Undoubtedly, PSO achieves promising global optimization,
and at the same time, sticking to the local minima is unavoid-
able. The proposed algorithm is first using the greyWolf tech-
nique, and this technique entirely runs the GWO Algorithm
to generate ‘Alpha’ (A) as the best possible solution at the
end. Then, the fitness value of the machines is re-evaluated
as per the PSO policy. Then, all the comparisons of ‘Pbest’
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FIGURE 4. Flowchart of GWO-PSO algorithm.

and ‘Gbest’ are performed. Finally, the position and velocity
are evaluated, but it is not based on ‘Pbest’ this time.

GWO achieves the best solution as ‘A’ which is passed an
input to update the velocity of the search agent by switching
the ‘Pbest’ of PSO with ‘A’. After that, all iterations complete
the velocity that is updated again to achieve fast convergence
and optimized load balancing (Figure 4).

V. SIMULATION RESULTS
Experiments are performed, and results are collected for these
algorithms to measure the optimization and convergence of
PSO, GWO, and amalgamative GWO-PSO. The experimen-
tation is done using the MATLAB platform. Matlab is a
Mathworks-developed scientific computer language that runs
in interpretation mode on various operating systems. It’s
incredibly powerful, easy to use, and found in almost every
research and engineering setting.With the inclusion of ’toolk-
its,’ additional capabilities were added to the Matlab software
by application developers for certain jobs or fields; therefore,
the tool becomes increasingly dominant and customized.

Figure 5, shows the workspace parameters set to run PSO
and globally optimized but bad convergence rate, respec-
tively. This indicates that this method is not salable at all.

FIGURE 5. The values of control parameters of PSO.

Table 3 presents the analytical results to show convergence
based on the value(s) of the objective function. The targeted
algorithms are PSO, Social Spider(SSO), ABC, BAT, GWO,
and the proposed GWO-PSO, with 30 agents (VMs). These
analytical results are obtained based on the objective function.
As can be seen that the proposed GWO-PSO is converging
toward the value of 3.0 after 500 iterations. Figure 6 shows
the convergence issue.

According to the results presented in Table 3. it can be
concluded that the best optimal value obtained from the
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Algorithm 3 GWO-PSO’s Algorithm
1) Initialize the position of all grey wolves (total search agents: ‘T’)
2) Set the population as ‘Wi’ (i = 1,2, . . . .,n)
3) Initialization of coefficients p, q, r and t
4) Evaluate the fitness of all search machines
5) Let A= the best, B = second and C = third searching machine.
6) Start searching till the max no. of iteration

a) Repeat for a search agent
i) Update the position
ii) Decrement the value of p from 2 to 0
iii) Update the remaining coefficients
iv) Calculate the fitness of each search agent

b) Update A, B, and C
c) Go for the next iteration and repeat until the maximum iteration

is reached
7) Evaluate the best possible result ‘A’
8) Evaluate the fitness value for all the particles

a) Continuously compare the fitness value (F) of each particle(P)
with the recent particle’s best (Rbest)

b) If the current value is better than the last best(Pbest) value then
switch the better value to the best and update the location

c) Compare the fitness value (F) with the global best (Gbest)
d) If the current value is better than the Gbest value then switch

the better value to the Gbest and update the location
e) Updater the position ‘ai’ and velocity ‘vi’ of the particle(P) as

using:

νi = w ·νi+C1 ·rand1 · (A−Pbestp,d )+C2 ·rand2 · (Gbestd −

Rbestp,d )

Rbestp,d = vi + Rbestp,d
9) Repeat all the sub-steps of 15 until the stopping criteria met

10) νi = w ·νi+C1 ·rand1 · (Pbest−Pbestp,d )+C2 ·rand2 · (Gbestd −

Rbestp,d )

Rbestp,d = vi + Rbestp,d

FIGURE 6. Good global optimization, but convergence issue is found.

objective function of the proposed GWO-PSO algorithm,
improves PSO to 97.253% in terms of convergence by using
the following equation:16

%increase =
|Newvalue− Originalvalue|

OriginalValue
∗ 100 (16)

Figure 7, 8, and 9 show the convergence evaluation of
the Artificial Bee colony, Social Spider, and Bat Algorithms,
respectively, with 30 agents (VMs).

GWO is proposed to make convergence possible,
and the algorithm is also executed using MATLAB.

FIGURE 7. Slow convergence of Artificial Bee colony(ABC).

FIGURE 8. Slow convergence found in Social Spider(SSO).

FIGURE 9. Convergence of Bat Algorithms is better than ABC and SSO
techniques.

Figures 10 and 11 show the control parameters values and the
resolved convergence issue, respectively.

The simulation results obtained from GWO support the
theoretical explanation of the algorithm. The algorithm is
converging, but with tremendous dynamic load increase in
cloud infrastructure, it is necessary to make the algorithm
converge faster. Therefore the amalgamative GWO-PSO is
implemented, and simulations are performed. Figure 12
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TABLE 3. Analytical results of simulation on the basis of value(s) of the objective function.

FIGURE 10. The values of control parameters of GWO.

FIGURE 11. Better convergence found in GWO.

FIGURE 12. The values of control parameters of GWO-PSO.

shows the control parameters and fast convergence of the
GWO-PSO approach compared to GWO.

Referring to Figure 6,7,8,9, 11 and 13, respectively, it is
concluded that PSO (Figure 6) is promising in terms of global
optimization, but convergence issue is found. ABC (Figure 7)
and SSO (Figure 8) both have slow convergence that leads
to delayed response time. Therefore, they are inefficient for
load balancing when high user retention is high. Furthermore,
it shows that these methods are neither scalable nor do they
entertain concurrency. For more evidence, let’s analyze the
results of the BAT (Figure 9) algorithm. Its convergence is

FIGURE 13. Fast convergence is achieved in GWO-PSO as compared to
GWO.

better than the other two, leading to a fast response time, but
it is only efficient in the case of fewer agents (i.e., virtual
machines). Hence, BAT can provide scalability but cannot
facilitate concurrency when the number of users increases.
Comparatively, GWO (Figure 11) outperforms to achieve
the least response time with the best convergence. However,
it can not perform global optimization to balance the load
efficiently with the least response time. This is because the
algorithm cannot utilize the available resources that need to
be optimized. It can be concluded from Figure 13 that the
hybrid approach achieved fast convergence with a more opti-
mized solution. GWO-PSO is the technique through which
the load is balanced by considering the globally optimized
solution with the least response time. GWO-PSO also pro-
vides scalability and supports concurrency even when there
is high user retention (i.e., fast convergence). Eventually,
it supports the presented mathematical model of GWO and
PSO.

Finally, a set of other experiments is performed to validate
the research. Simulation and experimentation are the best
way to test an algorithm in cloud computing for each VM’s
load balancing and scheduling algorithm. The CloudAnalyst
tool is used, and the parameters of request per user per hour,
data size per request (bytes), peak hours start(GMT), peak
hours end (GMT), average Peak users, and average off-peak
users are configured as 60, 100, equation, 9, 1000 and 100,
respectively. To obtain the results under the created scenario,
the values of user bases have been initialized as 10, 20, 30,
and 50; data centres as 5; virtual machines as 10, respectively.
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TABLE 4. Hypothesis t-test results for all the discussed PSO and GWO-based methods.

FIGURE 14. Comparative analysis of overall response time. (When User
Bases=10, 20, 30 and 50 and Data Center=5.)

After analyzing the results, the findings conclude that based
on overall response time, the performance of GWO-PSO out-
performs all the other algorithms, as evident from Figure 14.
Therefore, it has been concluded from analytical and sim-
ulation results that the best optimal value obtained from
the objective function of the proposed GWO-PSO algorithm
improves PSO to 97.253% in terms of convergence.

A. HYPOTHESIS TESTING AND T-TesT RESULTS
In this paper, we perform a t-test in the following manner.
The t-statistic test examines two techniques at a time. The
best is put up against the subsequent method, and so on.
The P-value is generated for each assessment by the t-test.
0.5 is chosen as the major significance for comparing the
two populations. The P value provides information about
how effective a technique is. The first approach is superior
to the second when the P-value is minimal (0-0.5), whereas
the second method is superior to the first when the P-value
is greater (0.5-1). Table 4 shows the P-values obtained from
the t-distribution statistical tests for each discussed technique.
A unique number is assigned for each method to test the
methods. As can be seen, the proposed method outperforms
all the other methods.

VI. CONCLUSIONS AND FUTURE WORK
This research introduced a hybrid fast-converging load bal-
ancing technique that accomplished globally optimal rapid

convergence for balancing loads among VMs to keep the
servers up and running. The implementation of GWO is
straightforward because GWO hardly depends on the control
parameters. Comparative analysis has shown that both ABC,
PSO, and SSO algorithms have slow convergence, i.e., high
response compared to BAT and GWO, but BAT degrades
when user retention increases. Results have shown that PSO
is appropriate for global optimization, and GWO is better
for convergence. So to enable the possibility of making the
convergence faster so that it’s possible to converge at the
globally optimized solution, PSO and GWO are combined.
The scheduling algorithm is flexible enough to accommodate
concurrent requests that are contending for VM due to the
fast convergence. The simulation also supports this critical
thinking, and the suggested algorithm works according to
expectations.

The computational complexity of PSO depends on the
number of iterations k, the size of the vector, and the num-
ber of particles so that it can be approximated as O(k*n).
Similarly, the complexity of GWO depends on k, the size
of the vector, and the number of search agents a. So the
complexity of GWO can be approximated as O(k*a). Overall,
the complexity of the proposed algorithm is O(k*n + k*a).

This section concludes the work by highlighting machine
and deep learning potential for load balancing. The findings
of this research indicate that there continue to be a lot of
load-balancing mechanism concerns that are resolved in the
long term by using an effective and intelligent task scheduling
algorithm, especially in terms of extra QoS metrics and tech-
nique complexity evaluations. Given these factors, machine
learning (and deep learning) are promising for enhancing
the already existing and our suggested solutions. Machine
learning algorithms have been effectively used in various
industries, including manufacturing, pattern identification,
and language modelling [61]. However, for deep learning
to be successfully utilised, its variables must be properly
configured to produce sufficient results. A deep machine
learning network’s effectiveness is primarily affected by two
important parameters: the number of hidden layers and the
number of neurons in each layer. The users’ jobs selecting
these crucial parameters are considerably easier by manual
parameter configuration and grid search procedures. The
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suggested algorithm tries to improve the probability that load
balancing will succeed by achieving fast convergence, a short
response time, increased throughput, and a low execution
time, but not accuracy. Machine learning, in contrast, only
focuses on accuracy and does not care about achievement or
success. In that, The same outcomes can be produced with
guaranteed accuracy by combining the suggested technique
with machine learning. This work can be extended to evaluate
the quality parameters in the future. Here, another point of
consideration is that the basic GWO algorithm balances the
load so that half of the iterations are set aside for explo-
ration. In contrast, the other half is set aside for exploitation.
In GWO, the ideal balance of exploration and exploitation is
neglected, and a closer solution can guarantee the impact of
the perfect balance between these two. A modified version
of GWO could be proposed to address these issues, focusing
on the essential realistic balance between exploration and
exploitation. The ultimate goal in the future is to integrate
the upgraded Grey wolf algorithm with PSO to produce even
better outcomes. The suggested method could also benefit
from other technologies like the Internet of Things (IoT), fog
computing, prediction systems, etc. Therefore, the suggested
plan is to use this technique to optimize the smart city concept
by including cognitive IoT.
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able at GitHub at the following URL: https://github.com/
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