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ABSTRACT With significant potential improvement in device-to-device (D2D) communication due to
improved wireless link capacity (e.g., 5G and NextG systems), a collaboration of multiple edge devices
(called horizontal collaboration (HC)) is becoming a reality for real-time Edge Intelligence (EI). The
distributed nature of HC offers an advantage against traditional adversarial attacks because the adversary does
not have access to the entire deep learning architecture (DLA). Due to the involvement of multiple untrusted
edge devices in HC environment, the possibility of malicious devices cannot be eliminated. In this paper,
we unearth some attacks that are very effective and stealthy even when the attacker has minimal knowledge
of the DLA as is the case in HC-based DLA. We are also providing novel filtering methods to mitigate
such attacks. Our novel attacks leverage local information available on output feature maps (FMs) of a
targeted edge device to modify the regular adversarial attacks (e.g. Fast Gradient Signed Method (FGSM) and
Jacobian-based Saliency Map Attack (JSMA)). Similarly, a customized convolutional neural network (CNN)
based filter is empirically designed, developed, and tested. Four different CNN models (LeNet, CapsuleNet,
MiniVGGNet, and VGG16) are used to validate the proposed attacks and defense methodologies. Our three
attacks on four different CNN models (with two variations of each attack) show a substantial accuracy drop
of 62% on average. The proposed filtering approach is able to mitigate the attack by recovering the actual
accuracy back to 75.1% on average. To the best of our knowledge, this is the first work that investigates the
security vulnerability of DLA in the HC environment, and all three of our attacks are scalable and agnostic
to the partition location within the DLA.

INDEX TERMS Horizontal collaboration, convolutional neural network, machine learning security, adver-
sarial machine learning, deep learning, edge intelligence.

I. INTRODUCTION require intensive computation and have a large memory

Deep learning (DL) models, particularly Convolution Neural
Networks (CNNs), have achieved success in many fields of
computer vision, resulting in increased usage in mission-
critical applications [1]. DL inference models that are capable
of outperforming humans in computer vision applications
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footprint [2]. Recently, due to the discovery of the threats
posed by adversarial images to Deep Learning Architectures
(DLA), robustness against such attacks has become one of the
critical factors in its deployment [3]. In this paper, we called
such attacks ‘‘adversarial data attacks” or ADA (we pur-
posely used the word data in ADA instead of images for
reasons that will be clear later on in this paper). An example of
ADA was demonstrated by “Tencent’s Keen Security Lab™.
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They are able to trick a Tesla Model S into switching lanes
so that it drives directly into oncoming traffic [4]. Similarly,
in [5] Morgulis et al. also fooled a commercial car’s percep-
tion system using adversarial traffic signs.

Traditional adversarial machine learning research focuses
on how to generate capable adversarial samples that can
deceive a model with as little perturbations as possible and
subsequently help in developing a model that is robust against
these adversarial samples. Common methods of defense
against ADAs include adversarial training [1] and defensive
distillation [6]. Defensive distillation is able to mitigate the
effects of Fast Gradient Signed Method (FGSM) attacks
and Iterative Fast Gradient Signed Method (IFGSM) attacks
because of the small gradient size, as small distortions would
not be able to generate a significant loss function [7]. How-
ever, these techniques are useful during training a model, and
cannot be directly used in inference attacks.

By leveraging the characteristics of distributed inference
in edge computing, it may be possible to reduce ADAs, espe-
cially on edge devices [8], [9]. Modern intelligent computer
vision applications such as video analytics, augmented &
virtual reality (AR/VR), etc., need intensive computation
to be done near data generating devices (edge devices) to
achieve real-time performance [10], [11], [12], [13]. How-
ever, due to the limited memory available in these edge
devices, they are unable to accelerate inference with larger
CNN models [14]. Edge computing allows edge devices to
use edge servers and instead of sharing the information with
the cloud network, a server (edge server) near the edge device
does the computation, which in turn reduces the latency and
improves the privacy and security of the systems with edge
intelligence (ED.! [10].

With significant potential improvement in device-to-device
(D2D) communication in near future due to improved wire-
less link capacity (e.g., 5G and NextG systems), collaboration
of multiple edge computing devices is becoming a reality for
real-time EI [15], [16]. In the literature, such collaboration
among edge devices only is called Horizontal collaboration
(HC) [17], [18], [19], whereas collaboration between edge
devices and edge servers (or cloud framework) is called as
vertical collaboration (VC) [19], [20], [21]. In HC, DLAs,
e.g. Convolutional Neural Networks (CNNs), need to be par-
titioned either between edge device(s) and edge server [10],
[11], [22] or among multiple edge devices as shown in
Fig. 1[23], [24].

The deployment of the inference phase of DLA into mul-
tiple edge computing devices is enabled by HC-based EI.
Hence, if the security of a particular edge device is compro-
mised, a full-fledged white-box attack cannot be launched
nor can the model be reverse-engineered because the adver-
sary does not have access to the entire DLA. Therefore,
in this research, we investigate the vulnerability of DLAs
deployed in HC environments in the context of a gray-box

IEI is a system where edge computing devices perform artificial
intelligence-based tasks.
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FIGURE 1. Horizontal Collaboration - A trained CNN model is partitioned
and offloaded to different edge device(s) for inference.

attack, in which the attacker has no access to the trained
model’s parameters but only the output feature maps (FMs)
of a target edge device. In contrast to a white-box attack,
a gray-box attacker must devise strategies for generating
adversarial FMs that can fool the target network. Tradition-
ally adversarial noise (e.g. FGSM noise) is designed and
injected under the premise that the attacker has complete
knowledge of DLA [25], however, for HC settings, these
traditional techniques will fail since the data is only perturbed
within the sub-module available to the attacker (i.e. with only
partial DLA). As a defense, we propose using an adversarially
trained convolution filter as pre-processing at the input to all
edge devices in HC-based DLA. Hence, we propose a novel
method of adversarial training via output FMs of the target
edge devices. Our results show the effectiveness of the novel
attacks and our proposed defense framework. It is also worth
mentioning that our defense methodology is general enough
to cater to different proposed attacks and their variants.

A. RESEARCH CHALLENGES
1) How to effectively introduce ADAs on targeted edge
devices given the limited information available?
Though partitioned DLA provides privacy since only
limited data (FMs) needs to be transferred over an inse-
cure wireless communication network, but distributed
nature of DLA may contain one or more untrusted
nodes (edge devices) which can give rise to a new
type of security issue. For example, if one of the
nodes introduces adversarial noises as an output then
it may lead to misclassification or decrease the accu-
racy. Existing adversarial attacks on inference require
knowledge of the entire CNN model [26] to generate
adversarial images, or at the very least the availability
of the entire DLA as a black-box [27], [28], [29].
However, an adversary in partitioned DLA is not privy
to the parameters of the deployed trained DLA, and
may not have the access to complete architecture even
as a black-box, hence launching effective adversarial
attacks in HC environment set forth extra challenges.
Some researchers have demonstrated breakthrough
attacks in HC-based DLA inference through hardware
intrinsic attacks [30], [31], [32]. But these attacks
require either complete access to hardware models or
memory of the targeted layer. So, how an adversarial
attack like FGSM can be effectively deployed in HC
settings are yet to be investigated. Since an adversary
in HC settings can only access feature map data, not
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images, we continue to refer to such attacks as adver-
sarial data attacks (ADA) rather than adversarial image
attacks.

How to safeguard against potential ADAs due to
untrusted nodes in partitioned DLA: Mitigating
breakthrough attacks in partitioned DLA is another
challenge. Traditionally, the impacts of adversarial
attacks on the CNN are neutralized by deploying
pre-processing noise (convolution) filters trained on
adversarial images and integrated with ML-inference
module [33]. However, in HC-based DLA, the com-
promised layer can be anywhere in the distributed
network, rendering the traditional convolution filter
useless because it cannot process FMs. Hence, the
second research challenge is to investigate how the
convolution filters need to be modified to accommodate
the requirements of HC-based DLA. We propose using
convolution filters as preprocessing at the input of each
participating edge device in the HC-based DLA. This
approach is a low-cost technique to mitigate adversarial
attacks. The effectiveness of the proposed convolution
filter has been validated by observing the top-1 accu-
racy of the attack model on DLA with our proposed
mitigation techniques vs DLA with traditional convo-
lution filters.

B. NOVEL CONTRIBUTIONS
The following are the major contributions of this paper:

Key

gies,

A novel set of ADAs (adversarial data attacks) are
proposed to demonstrate the vulnerability of HC-based
DLA. These attacks are designed on the assumption
that only one of the participating edge devices is
compromised.

A comprehensive investigation into how to reduce ADAs
on HC-based DLA using novel techniques of deploying
adversarially trained convolution filters. Our method
involves training convolutional filters with FMs rather
than input images and then deploying the filters on edge
nodes. The technique can protect edge devices within the
distributed DLA.

Results: To examine our proposed attack methodolo-
we perturbed four DLAs deployed in HC environment

using three ADAs. The following are the key outcomes of
these experiments:

1y

First, we demonstrate how to modify traditional
white-box adversarial attacks to perturb feature maps
of DLA in HC environments. With three ADAs, we per-
turb the FMs of the first layer (L1) of the DLAs.
A modified Gaussian Noise Attack (mGNA) attack
on an MNIST dataset trained on CapsNet [34] DLA
reduced classification accuracy from 99.6% to 52.4%.
We also discovered that the modified Jacobian-based
Saliency Map attack (mJSMA) on the Cifarl0 dataset
trained on the MiniVGGNet [35] model has the highest
robustness, with classification accuracy dropping from
81.2% to 57.8%.
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2) Second, it is shown that a pre-processing filter can
reduce the impact of adversarial attacks. However,
in the HC environment, the traditional method of
deploying pre-processing filters (i.e. before the DLAs)
is found to be ineffective. For example, when a tradi-
tional pre-processing filter is used to mitigate mJISMA
ADA on MiniVGGNet (trained with Cifar-10 dataset),
the classification accuracy remained very low (approx.
13%). Similar results are observed with other DLA.

3) Thirdly, we use pre-processing filters between layers of
DLAs to protect against potential ADAs in untrusted
nodes. With our technique, substantial improvement
in classification accuracy is observed. For example,
an average classification accuracy of 97% is observed
when our filtering technique is applied to LeNet DLA
subject to ADAs.

4) Lastly, for demonstrating the scalability of our
approach, a trained VGG16 model (trained on the
ImageNet dataset) is deployed in an HC environment.
We generate adversarial FMs for the model’s first layer
(L1) using mGNA, mJSMA, and mFGSM (modified
Fast Gradient Signed Method Attack) respectively. The
perturbed output FMs of L1 served as input to the
next CNN layer, in another edge device. Results show
that the top-1 accuracy dropped from 91.71% to 49.8%
(y=0.5), 28.6% (€=0.5), and 20.2% (6=0.5) respec-
tively. Deploying the pre-processing filters after layer
one (L1), the top-1 classification accuracy increased to
80.5%, 67.6%, and 79.1% respectively for the given y,
€, and 6 values. Similar trends are observed on other
layers of the VGG16 model.

Il. THREAT MODEL

Deep learning architecture (DLA) can be attacked based on
several factors which include but not limited to: attacker’s
knowledge of the deep learning system, attacker’s goal,
access to dataset, and the frequency of attack [36]. For this
work, we consider the following two threat models :

o Traditional Threat Model: In this threat model, the
traditional white box attack scenario is assumed where
an attacker has complete access to the trained model
like weights, training, and testing dataset. This threat
model is basically used as a benchmark to compare
with our work. Three different state-of-the-art perturba-
tions, Gaussian Noise Attack (GNA), FGSM, and JSMA
(Jacobian-based Saliency Map Attack) are introduced
during the inference phase to demonstrate the viability
of the attack (see Fig. 2(a)).

o Threat Model for HC: In this threat model, we explore
ADAs in HC under the assumption that the attacker has
access to only a portion of the CNN model (target layer)
in a gray-box attack scenario. The attacker is privy to
only the input image/FMs and output FMs of the target
layer. Similar to the traditional threat model, the three
state-of-the-art ADAs are modified for the purpose of
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(a) Traditional Threat Model (b) Threat Model Horizontal Collaboration-based Inference

Input Label Implementation of the given CNN in HC Environment
Trained CNN implemented by Trusted Designer = cat Designer 1 Designer 2| |Designer N In House
|COTV1|}_|—‘COTVZ| Ir-’|Cor1vN|}—|—-| Ff | —>|Conv2|__,|ConvN|_,| Ff |
| Pool1 ' | Pool2 k—: | PoolN - | Predic. | Pool 1 | Pool2 || || PoolN || || Predic. |

Input Label = Cat Output Label = Dog

Output Label = Dog

FIGURE 2. A pictorial comparison between traditional threat model for adversarial attacks with threat model for HC-based inference. (a) In the
traditional threat model, the attacker has access to the input and output of the CNN, but the attacker may or may not have access to the CNN
parameters. (b) In HC-based inference, the attacker has access to the input and the output of a particular segment of CNN, e.g., in this figure, the
attacker (designer 1) has access to the input and output of the segment, which consists of Conv1 and Pool1 layers. Like the traditional threat model, the
attacker may or may not have access to the parameters of the segment of CNN that is accessible to them. Note, in HC-based inference, the attacker does

not have access to the input or output of the entire CNN.

perturbing the output FMs of the target layer during
inference phase to demonstrate the potency of the mod-
ified attacks (see Fig. 2(b)).

Ill. BACKGROUND
This section presents the related work and background knowl-

edge to improve the readability of paper.

A. RELATED WORK
Since this paper focuses on adversarial data attacks (ADA)
and mitigation strategies, we discussed the related work for
both. As noted previously, a traditional adversarial attack
perturbs the DLA’s input images and attempts to change the
pixel intensity distribution by injecting specifically designed
imperceptible perturbations to confuse a DLA [37], [38]
for targeted or untargeted misclassifications. These attacks
can be classified as white-box,> gray-box,> or black-box
attacks.* In addition to adversarial attacks, several security
attacks have been proposed that can steal models or perform
hardware-intrinsic-attacks without complete knowledge of
DLA, e.g., model stealing via reverse engineering [27], [29]
and hardware intrinsic attack by shuffling of weights and
FMs [39]. In our work, we are proposing modified adversarial
attacks. Since the attacks are applied on FMs, therefore,
we are calling it ADA instead of an adversarial image attack.
HC is a form of edge computing that involves partitioning
the DL model horizontally, by intelligently selecting partition
points based on: i) resource needs of different CNN layers, ii)
total cost per specific layer configuration and iii) delay and
energy requirements [40]. In addition to the advantages of
HC, such as reduced latency [41] and energy efficiency [18],
[42], HC limits an adversary’s access to complete model
parameters, which reduces the risk of ADAs. Despite all

2 Adversaries have complete knowledge of the targeted DLA.

3The adversaries’ knowledge is limited to DLA.
4 Adversaries can only access the input and limited output of DLA.
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these advantages, HC-based CNN inference is also vulner-
able to several threats. For example, Odetola et al. developed
a stealthy hardware Trojan attack that performs a statistical
analysis on the layer-by-layer output of CNN models in a
horizontal collaborative environment [30]. Adeyemo et al.
[31] investigated CapsNet’s [34] robustness when exposed
to noise-based inference attacks in an HC environment.
Mohammed et al. [32] proposed Trojan attacks on CNN
implemented across multiple nodes in a distributed edge
network. Note, all the existing attacks in HC-based inference
require modification of the model, hardware access, and a
trigger design [30], [32], [39]. Although these attacks suc-
cessfully perform misclassification, they are not applicable
under the assumed threat model, where the adversary has
access to only the input and output data of one layer (target
layer) of the DLA. Hence, we propose a novel methodology
to modify the traditional white-box adversarial attack for HC
settings using partial information of the DLA.

Several techniques have been proposed to mitigate adver-
sarial attacks [36], [43], for example, pre-processing-based
defenses [33], [44], [45], [46], [47], [48], gradient masking
[49], adversarial training [50], and dataset encryption [51],
but these techniques are model-specific or require access
to the complete model parameters [52]. Hence, these tech-
niques cannot be applied in the more stringent (and arguably
realistic) threat model for HC-based inference. On the other
hand defense techniques for edge devices like secure chan-
nel [41], and multiple-input multiple-output (MIMO) beam-
forming [53], do not consider HC environment in which one
of the participating nodes itself can be an adversary. Hence,
the existing mitigation techniques against the proposed ADA
cannot be directly applied to the stringent threat model for
HC-based inference. Therefore, we propose to modify the
existing pre-processing filtering techniques for the HC envi-
ronment because of its generalization ability and ease of
design in terms of effectiveness.
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B. ADVERSARIAL ATTACKS

In this study, we utilized three state-of-the-art adversar-
ial attacks which include: Gaussian Noise Attacks (GNA),
Fast Gradient Signed Method (FGSM) and Jacobian-based
Saliency Map Attack (JSMA).

1) GAUSSIAN NOISE-BASED ADVERSARIAL ATTACK (GNA)
This attack adds stochastically generated Gaussian noise
(magnitude of the noise is between 0 and 1, and the standard
deviation of 0.5) to each pixel of the input image for misclas-
sifying the CNN, as described below:

¥ =x+y (1)

where x and x’ represent input image and adversarial image,
respectively, and y represents stochastically generated pertur-
bations such thaty = [y1....y,] € [0, 1].

2) FGSM ATTACK

FGSM is a white box attack that uses the gradients of the
CNN to generate an adversarial example [54] that maximizes
the loss for an input image, as described below:

x' =x+exsign(ViJ @, x, 1)) )

where, x’, J, x, 0, [ and € represent adversarial image, loss,
input images, model parameters, output labels, and multiplier
to ensure imperceptibility, respectively.

3) JSMA ATTACK

The JSMA used the Jacobian matrix> to define an adversarial
saliency map for choosing the features/pixels that should be
perturbed to produce the necessary changes in model outputs.
Then few of these selected features/pixels are saturated to
their maximum or minimum values [54], [55], as described
below:

" a /
Ozfm<00r Zc,#&>0

3xq) axG)
SJF()C(D, c) = 3)
U X)ie) O )1y .
T Toax() Zc’# o otherwise

where x(;), I, ¢/, ¢ and f(x) represent input images, number
of input images, classes of dataset trained on the model, pre-
diction (argmax »f (x)(cry) and the softmax probability vector,
respectively. ST () measures how much X(;) positively corre-
lates with ¢, while also negatively correlating with all other

of (x)(c’) . . . .
classes. ZC,# xS the summed gradient contribution
across all non-targeted classes.

IV. MAHCI: Modification OF ADAs FOR HC-BASED

Inference
This section provides a detailed, step-by-step procedure for

adapting existing adversarial attacks for use with HC-based
CNN inference using the proposed methodology, MAHCI.
The implementation of StAln was done using TensorFlow
(version 2.2) and scikit-learn (version 1.2.0) on an Ubuntu
operating system. The CNN models were trained on NVIDIA
GPUs equipped with 128 GB of RAM and 28 Intel Xeon

51t shows how the input pixels affect the logit model outputs for various
classes.
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cores. To generate adversarial examples for HC-based infer-
ence, the proposed MAHCI requires the following steps (as
shown in Fig. 3).

1) Selection of the target layer: In HC-based inference,
the untrusted designer has access to a limited number
of layer(s) in the DLA. The input layer in HC-based
inference is not accessible to the adversary, which
makes our threat model fundamentally different from
the traditional threat model. Consequently, traditional
attacks are inapplicable to HC environments. There-
fore, the first step of the proposed methodology is to
select the target layer(s) of the DLA that are accessible
to the attacker. Empirically, it is known to the machine
learning community that noise added farther from the
output layer can be filtered out more easily due to the
redundancies in the DLA. Hence, we demonstrate in
our work that the proposed attack leads to a substantial
accuracy drop even when the perturbations are intro-
duced to the layers farthest from the output (i.e. the first
layer).

2) Feature Map Extraction and Label Generation: In
HC-based inference, the attacker does not have access
to the input data and their respective labels (i.e., the out-
put of the targeted CNN). Therefore, the second step of
MAHCI is to generate the FMs for each available input
using accessible layers. In some adversarial attacks,
the output labels are required to estimate the gradient
sign to optimize the adversarial noise. Hence, each
generated FM is assigned to a unique pseudo-label.

3) Modifying ADA for HC: The third step of MAHCI is
to modify the selected ADA from the ADA library. The
required modification in ADA for HC-based imple-
mentation depends on the type of ADA. The detailed
explanation of this step for the selected ADA is pre-
sented in Sections IV-A, IV-B and I'V-C.

Finally, the generated FMs are used by the modified ADAs
to generate the adversarial noise. Then this noise is inserted
into the original FMs to generate modified FMs (mFM).
These modified FMs are fed to the subsequent layer, lead-
ing to misclassification. The detailed implementation of the
selected ADAs. i.e., GNA, FGSM, and JSMA, in an HC
environment, along with their evaluation, are presented in the
subsequent subsections.

A. MODIFIED GAUSSIAN NOISE ATTACK (mGNA)
In the proposed MAHCI, the modification of GNA for
HC-based environment requires three steps after extracting
FMs of the targeted layer(s) of CNN, illustrated in Fig. 3-A:
1) First, computation of the size of the FM of the targeted
layer (Sru,) is made such that FM; = f(z), where z is
the input of the targeted layer .
2) Second, a noise vector y is generated following the
Gaussian distribution such that 0 < y < 1 and size(y) =
Sry and the standard deviation of 0.5.
3) Finally, generate the modified FM (mFM) by adding
the noise vector y into the FM; (nFM = FM; + y).

VOLUME 11, 2023
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FIGURE 3. The proposed attack methodology, MAHCI, which modifies existing ADAs for HC-based inference, is illustrated step by step. Note, the
sub-steps required to modify the GNA, FGSM, and JSMA are labeled A, B, and C, respectively, on the right of the figure.

1) PERFORMANCE EVALUATION

a: EXPERIMENTAL SETUP

To illustrate the effectiveness of the MAHCI for mGNA,
we evaluated it on some of the common CNNs in the liter-
ature. For our experiments, we trained MiniVGGNet, LeNet,
and CapsNet trained on MNIST dataset, and we also trained
MiniVGGNet on Cifar-10 dataset. Furthermore, to ensure
comprehensiveness, we performed the analysis for two dif-
ferent values of y,6 i.e., 0.25 (25% of the FMs are perturbed)
and 0.5 (50% of the FMs are perturbed). Finally, we also com-
pared mGNA with traditional GNA for the same experimental
setup.

b: RESULTS

Fig. 5(a) shows some examples of FMs that are obtained at
the output of the first convolution layer before (top-row) and
after (bottom-row) performing the mGNA on LeNet trained
for the MNIST dataset. Fig. 4 shows the results obtained from
the evaluation of the traditional GNA and mGNA (GNA for
HC-based inference) by applying different amounts of Gaus-
sian noise to different DLA at the output of the first convolu-
tion layer. By analyzing these results, we made the following
key observations:

o The mGNA is more powerful than the traditional GNA
with lower perceptibility. For example, the accuracy
drop in the case of mGNA on MiniVGGNet is 42.66%
for y = 0.25. The reason behind this observation is that
mGNA introduces more localized noise in FMs rather
than the input of the CNNs. Note, for higher percep-
tible noise, the performance of mGNA is comparable
to GNA. For example, in the case of mGNA and GNA
on MiniVGGNet for y = 0.5, the accuracy drops are
53.26% and 57.39%, respectively, which are comparable
to each other.

« Amongst all the evaluated DLA, CapsNet trained on the
MNIST dataset performs worst in the case of mGNA,

6)/ is defined as the percentage of FMs that an attacker targets.
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this indicates that the FM generated at the first convolu-
tion layer in CapsNet are very sensitive to the noise. For
example, accuracy drop in the evaluated cases are 47.2%
and 63.1% for for y = 0.25 and y = 0.5, respectively.

e GNA and mGNA are almost equally catastrophic for
MiniVGGNet model trained on Cifar-10 dataset because
it is very sensitive to noise. For example, the accuracy
drop in the cases of GNA and mGNA for y = 0.25 is
67.87% and 73.6%, and for y = 0.5 is 70.58% and
67.79%, respectively.

B. MODIFIED FGSM ATTACK (mFGSM)

In HC-based inference, the attacker only has access to the
input and output FMs of a target layer Li, which makes
FGSM not applicable as it requires complete knowledge of
the DLA. Therefore, in our proposed MAHCI technique, the
modification of FGSM for the HC environment requires three
steps after extracting FMs of the targeted layer(s) of CNN,
as shown in Fig. 3-B (Algorithm 1, lines 6-9):

a First, the dummy labels for each FM (as shown in
Algorithm 1) is generated because FGSM requires
labels, which are not accessible to the attacker in
HC-based inference. The labels (Ib) are generated
by obtaining the maximum of the Euclidean distance
between FM; and every other feature map (i.e. FM; -
where i # 1)

b Second, the loss value is calculated by taking the mean
square error between each feature map and the gener-
ated label, as shown below:

loss; = MSE(FM,, Ib;) “4)

Then the gradient of the loss function with respect to
the input is obtained using the following equation:

gradient; = V;(loss;, fy;) &)

¢ After generating the gradients of the loss function,
adversarial perturbations y are generated using the
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FIGURE 4. Baseline accuracy, adversarial accuracy, and accuracy drop while performing the ADAs and mADA for different CNNs trained on
multiple datasets. Column tips are marked with blue circle dots if the drop in accuracy for traditional ADA is greater than the drop in accuracy
for mADA and red if the drop in accuracy for mADA is greater than the drop in accuracy for traditional ADAs. Note: Adversarial accuracy is
the classification accuracy of the targeted CNN during an ADA/mADA.

following equation: 1) PERFORMANCE EVALUATION
. di 6 a: EXPERIMENTAL SETUP
y = € * sign(gradient) ©) To illustrate the effectiveness of the MAHCI for mFGSM,
where € represents a constant multiplier to ensure we evaluated it on the same experimental setup as discussed
imperceptible perturbations. Finally, generate the mod- in Section IV-A1. We performed the analysis for two different
ified FM (mFM) by adding perturbations y into the FM, values of €, i.e.,0.01 and 0.05 (which are standard values used
(mFM = FM; +y). in the literature [56]). Small values of € are used to ensure
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(a) mGNA

Original
FMs
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(b) MFGSM

(c) mISMA

FIGURE 5. Visual examples of FMs obtained at the output of first convolution layer of LeNet before (top row) and after (bottom row) mADA on LeNet
trained for MNIST. The FMs (bottom row) are perturbed with y = 0.25 for mGNA, ¢ = 0.01 for mFGSM, and ¢ = 0.01 for mJSMA.

the adversarial perturbation is imperceptible, as described in
the literature [56]. Finally, we also compared mFGSM with
traditional FGSM for the same experimental setup.

Algorithm 1 Label Generation Process: Proposed Method-
ology to Generate Pseudo-Labels Used in Implementing
mFGSM

Input: Trained CNN model, target CNN layer (/_i)

Input: OFM;= Output FMs of /_i

Output: Pseudo-labels (Ib;)

—_

: function generate label
for i in OFM do;
3: SumP; = Sum »_ P; > obtain sum of all pixels, P,

»n

for j in OFM do;

4: > where i # j is pixels
5: SumPj = Sumy_ P

MaxSum= (SumP; — Suij)z; > obtain
square of difference between the FMs
7: if MaxSum; < MaxSum;_, then > stores

maximum MaxSum
: MaxSum; = MaxSum;_
9: end if

10: end for

11: Ib; = MaxSum;

12: end for

13: Lb; =[lby, by, ...., 1b,]
14: return Lb;

15: end function

b: RESULTS
Fig. 5(b) shows some examples of FMs that are obtained at the
output of the first convolution layer before (top-row) and after
(bottom-row) performing the mFGSM on LeNet trained for
the MNIST dataset. Fig. 4 summarizes the results obtained
from the evaluation of the traditional FGSM and mFGSM
(FGSM for HC-based inference) by adding the perturbations
with different imperceptibility constants at the output of the
first convolution layer. By analyzing these results, we made
the following key observations:
o The mFGSM is way more detrimental than the tradi-
tional FGSM 1in all the cases for which it has been
evaluated. For example, the accuracy drop in the case of
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mFGSM on MiniVGGNet is 70.56% and 71.56% € =
0.01 and € = 0.05, respectively. The reason behind this
observation is that mFGSM introduces more localized
perturbations in FMs rather than the input of the CNNss.

o Among all the evaluated DLA, CapsNet trained for
MNIST performs worst in the case of mFGSM. For
example, accuracy drop in the evaluated cases are
51.40% and 80.70% for ¢ = 0.01 and ¢ = 0.05,
respectively.

o« FGSM and mFGSM are almost equally catastrophic
for the MiniVGGNet model trained on Cifar-10. For
example, the accuracy drop in the cases of FGSM and
mFGSM for ¢ = 0.01 is 48.44% and 69.90%, and for
€ = 0.05 is 68.83% and 64.90%, respectively.

C. MODIFIED JSMA (mJSMA)
Traditional JSMA works by saturating a few of the most
important pixels in an image or FM to its maximum or
minimum values [55], but in HC-based inference, the attacker
does not have access to the input image. Hence, traditional
JSMA needs to be modified for HC-based inference, leading
to Modified JSMA (mJSMA). In MAHCI, the modifica-
tion of JSMA for HC environment requires three steps after
extracting FMs of the targeted layer(s) of CNN, as shown in
Fig. 3-C:
a Firstly, the magnitude of each pixel in FMs is extracted.
b Secondly, these pixels are assorted in descending order
with respect to pixel magnitude.
¢ Then we select a percentage of the pixels (depending
on the 0 value; e.g. if 6 = 0.01, then 1% of the highest
magnitude pixels) of the FMs with respect to their
magnitude and change them to zero, as described in
the equation below. According to the literature, a small
percentage of 6 is required to ensure adversarial imper-
ceptibility [57].

0if (FM)) >

top 1% input FM
mFM = ST(FMg) = "7 7 of inpu %)
(FM;)) otherwise

Finally, newly generated FMs are fed as input into the
next layer of DLA.
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1) PERFORMANCE EVALUATION

a: EXPERIMENTAL SETUP

To elucidate the effectiveness of the mJSMA, we evalu-
ated it on the same experimental setup as discussed in
Section IV-A1. Furthermore, as stated earlier, to ensure com-
prehensiveness, we performed the analysis for two different
values of saliency parameter,7 0,1i.e.,0.01 (1% of the pixels in
FMs are saturated) and 0.05 (5% of the pixels in FMs are sat-
urated). Finally, we also compared mJSMA with traditional
JSMA for the same experimental setup.

b: RESULTS

Fig. 5(c) shows some examples of FMs that are obtained
at the output of the first convolution layer before (top-row)
and after (bottom-row) performing the mJISMA on LeNet
trained for the MNIST dataset. Fig 4 summarizes the results
obtained from the evaluation of the traditional JSMA and
mJSMA (JSMA for HC-based inference) by adding the per-
turbations with different saliency parameters at the output
of the first convolution layer. By analyzing these results,
we observed that mJSMA appears to be less lethal than the
traditional JSMA across all DLLAs, because traditional JSMA
also directly affects the FMs (see the values in blue text of
JSMA column of Fig. 4).

D. KEY INSIGHTS

1) CapsNet trained for MNIST is the most vulnerable
DLA to mADA in HC-based inference. This could be
due to the CNN model’s unconventional layers, such
as DigitCaps, which use dynamic routing where the
lower-level capsule sends its input to the higher-level
capsule that “agrees” with its input. Moreover, the
adversarial noise generated by the proposed mADA is
specialized to FMs.

2) None of the traditional adversarial noise attacks can
be directly implemented in HC environments. All
our mADA (namely, mGNA, mFGSM, and mJSMA)
have been successfully deployed in HC environment.
To give a perspective of the effectiveness of our attacks,
with the stringent condition of our threat model, it is
apparent that, as expected, our mJSMA has a lesser
accuracy drop. While, counter-intuitively, mGNA and
mFGSM have shown a higher accuracy drop. This is
mostly attributed to the fact that traditional attacks use
input images, and mADA in HC-environment use FMs,
which have different dimensions.

In summary, implementation of HC-based inference can over-
come the traditional ADA threats, but with a slight change
in traditional ADA, mADA could be as lethal as traditional
ADA in a normal setting or in some cases more lethal than
traditional ADAs.

79 is defined as the percentage of the pixels that are saturated to zero or to
the maximum value in an FM.
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FIGURE 6. Step-by-step procedure of the proposed pre-processing
filter-based defense methodology against mADA. (a) Traditional
pre-processing filters-based defense methodology in the traditional
adversarial settings. (b) Scenario 1: traditional pre-processing
filters-based defense methodology in the HC-based adversarial settings.
(c) Scenario 2: proposed pre-processing filters-based defense
methodology in the HC-based adversarial settings.

V. FILTER-BASED DEFENSE AGAINST MODIFIED ADAs IN
HC ENVIRONMENTS

In literature, several techniques like Gradient masking [49],
adversarial training [5] and pre-processing [33], [45] have
been proposed as an adversarial defense strategy, but they
cannot be directly applied in the case of HC-inference
because of the following reasons:

1) Traditional pre-processing-based defenses are applied
at the input of the CNN to cater the perturbations
in input images (see Fig. 6(a and 5b)) [33], [45].
Whereas in mADA, adversarial perturbations can be
added deeper into the DLA, e.g. Fig Sc, (the scenario 2)
depicts that ADA is inserted after layer 1, hence
it bypasses the traditional preprocessing filters (see
Fig. 6(a and 5b)).

2) Gradient masking [49] is effective in mitigating
gradient-based attacks in traditional deployment when
an attacker does have access to input images in contrast
to HC-environment, where an attacker cannot have
access to input images. Hence, in HC-based settings
where mADAs are designed to perturb FMs, gradient
masking becomes ineffective as an adversary does not
have the means to calculate the gradient of loss to
perturb FMs.

A. PRE-PROCESSING FILTER-BASED DEFENSE

To address the above-mentioned limitations of the traditional
defenses against ADA, we propose to use the pre-processing
filters at the input of the subsequent trusted set of layers. The
reason behind choosing the pre-processing filters is that other
pre-processing functions like (e.g. quantization or pruning)
complicate the DLA design and significantly impact the over-
all classification accuracy. Furthermore, research has shown
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that adversarial training on some attacks improves the robust-
ness of CNNs on several common attacks in both white-box
and black-box settings [58]. Designing the proposed pre-
processing filters-based defense requires the following three
steps, which is also illustrated in Fig. 6¢:

1) Analyzing the Feature Maps (FMs): The first step
of the proposed defense is to analyze the different
parameters of the output FMs of the untrusted set of
layers like FM size that helps to identify the appropriate
filter size and kernel size.

2) Designing the Filters: The second step is to design the
appropriate filter, which can enhance key features in
the FMs and increase the robustness of the model while
maintaining or increasing the accuracy. Towards this,
we used an empirical approach by studying and exper-
imenting with multiple filter configurations. Various
experiments have been performed for different configu-
rations of kernel sizes, number of kernels, and the num-
ber of convolutions layers. It is observed that the overall
accuracy of the CNN improved as we increased the
number of kernels till the number reached 128. Beyond
which the accuracy dropped. Kernel sizes higher than
3 do not show better results either. Finally, in this
work pre-processing filter with four convolution layers,
having a number of kernels = 128 and kernel size =
(3,3) is used. To insert our filter without disruption to
the overall CNN architecture, the same padding is used
for the convolution operation. This ensures the same
input and output FM sizes. In addition, we use an Adam
optimizer with learning rate decay. The learning rate is
set to 0.001 and the decay factor at 0.1. Mean square
error (MSE) is employed as the loss function in the
training of the pre-processing filter for up to 20 epochs.

3) Training the Pre-processing Filters: The final step
is to train the pre-processing filters against adversarial
perturbations such as mGNA, mFGSM and mJSMA
using adversarial FMs. Since, in contrast to the tra-
ditional method of deploying pre-processing filters,
which aims to denoise input images, our proposed
defense aims to denoise FMs of DLA layers in HC envi-
ronments. Therefore, the goal of training is to obtain a
denoising convolutional filter network to denoise per-
turbed input FMs.

1) PERFORMANCE EVALUATION

The proposed defense approach is evaluated on the same
experimental setup as discussed in Section IV-Al. To give
a fair perspective we compared our results with analyzed
the traditional pre-processing filter-based defense in the
HC-based inference settings. Fig. 7 shows the experimental
analysis of the proposed defense along with the traditional
pre-processing defense. By analyzing these results, we made
the following key observations:

e« In mGNA and mFGSM, traditional pre-processing
defense either slightly improves adversarial accuracy or
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retains it. However, in mJSMA, it degrades it further
because the traditional filter enhances features, and the
enhanced features are fed to mJSMA, which effectively
uses these features to develop a powerful saliency map.

o On the other-hand, the proposed pre-processing filters-
based defense recovers the classification accuracy close
to the baseline, which shows its generalization and
effectiveness in nullifying the effects of mADAs. For
example, on average, it recovers classification accuracy
up to 90.5%, 90.4% and 89.29% when MiniVGGNet
trained on MNIST was perturbed with mGNA (y=0.5),
mFGSM (e = 0.05 and mJSMA (6=0.05) respectively
(see Fig. 7).

« On average, the implementation of the pre-processing
filter results in a 5% increase in end-to-end latency for
Mini-VGGNet trained on MNIST, a 4% increase for
LeNet trained on MNIST, a 5% increase for CapsNet
trained on MNIST, and a 6% increase for VGG16 trained
on ImageNet when 200 images are used for inference,
as compared to the absence of such filtering on a com-
puter equipped with an Intel i5 processor and 8gb of
RAM operating in an Ubuntu environment.

In summary, the results show that the proposed pre-processing
filters can denoise the adversarial FMs and can be applied to
any DLA layer(s).

B. MULTI-STRENGTH ADVERSARIAL TRAINING (MAT)

To further improve the proposed pre-processing defense,
we adapted an adversarial training method that can be used
for different strenghts of attacks (inspired from [59]) named
as Multi-strength Adversarial Training (MAT). This involves
pre-training the pre-processing convolution filter with several
adversarial examples (FMs) at varying adversarial strengths
before deploying it to the DLA layer(s). To illustrate the
effectiveness of this method, we evaluated MAT approach
on a MiniVGGNet trained on Cifar-10 dataset when a
pre-processing filter is deployed against adversarial attacks
on the first layer. In this evaluation, the pre-processing filter
is trained using FMs generated by MiniVGGNet DLA trained
on Cifar-10 dataset and perturbed with a combination of
mGNA, mFGSM, and mJISMA. The choice of MiniVGGNet
trained on Cifar-10 dataset is that in the previous perfor-
mance evaluation, the proposed defense recovers the accuracy
relatively lesser than the other cases. By analyzing these
results, we observed that MAT is effective on mGNA and
mJSMA, and works moderately for mFGSM attack (as shown
in Fig. 8).

C. KEY INSIGHT

The traditional pre-processing filters cannot be applied in an
HC-based inference because, in the case of an attack that
mainly targets the FMs, e.g., JSMA, pre-processing filters
enhance the most important FMs. Then these enhanced fea-
tures are used to generate more effective attack maps, which
leads to further degradation in the overall accuracy. On the
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FIGURE 7. The graphs represent the performance evaluation of the proposed pre-processing filter-based defense against mADA when the attacks are
performed for different CNNs trained on multiple datasets. Note, in this figure, adversarial accuracy is the classification accuracy of the targeted CNN

during an ADA/mADA.
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FIGURE 8. Performance evaluation of the proposed MAT defense against
mADAs with different perceptibility parameters shows that in most cases,
the proposed MAT recovers the classification accuracy to baseline
accuracy. Note, in this figure, pre-processing filters are trained using the
Cifar-10 dataset perturbed with a combination of Gaussian Noise, FGSM,
and JSMA.

TABLE 1. Comparison of our defense approach with state-of-the-art.

Criteria [6OI[611]1621]631[[641][651][66][Ours
Regq. full CNN Architecture v v v v v v v X
Req. knowledge of input image v v v v XX
Req. knowledge of training params.|v' |V |V [v [V [V [X [X
Modify classifier structure X v X X |v X |[v |X

other hand, the proposed localized pre-processing filters can
locally denoise the adversarial perturbations at the layer level,
significantly improving classification accuracy.

V1. SCALABILITY: HOW MAHCI AND PROPOSED
FILTERING WORKS FOR LARGE DLA

IN HC ENVIRONMENT
To improve the accuracy of CNN models, the depth of the

CNN is often increased, resulting in an increase in the num-
ber of model parameters. For example, a LeNet [67] model
has 5 trainable layers with the total number of parameters
is 60,000, a CapsuleNet model [34] has 6 trainable layers
with 11.6 Million,parameters and a VGG16 model [68] has
16 trainable layers with 138 Million parameters. Since adding
more convolution layers increases the robustness of CNN

10530

models [66], it is critical to evaluate our proposed approaches
on a bigger CNN model. To validate the scalability of pro-
posed attacks and defenses, we perturbed the output FMs of
the first pooling layer (L1) of a VGG16 model trained on the
ImageNet dataset using mGNA, mFGSM, and mJSMA. Our
choice of L1 stems from the findings of [66], who observed
that the first layer of the CNN model is the most secure
because an attack on the CNNs first layer can be neutralized
by convolution operations in subsequent layers. This implies
that a successful attack on the first layer of the CNN is almost
certain to be successful on other layers of the CNN, making
the first layer the most robust to adversarial attacks. To this
end, we selected L1 as a case study for both attacks and
defense. As shown in Fig. 9, we see a classification accu-
racy drop across all types of attacks, with mJSMA (6=0.05)
being the most potent, causing a 71.5% accuracy drop. With
an accuracy drop of 23.5%, GNA (y = 0.25) has the least
accuracy drop. Furthermore, using the proposed convolution
filter trained on adversarial FMs improved the model’s top-1
classification accuracy, demonstrating the efficacy of our
methodology. Fig. 9 further shows the accuracy obtained
when both the traditional convolution filter and the proposed
pre-processing are deployed. We note that deploying the tra-
ditional convolution filter to mitigate attacks in HC settings
is ineffective. However, the pre-processing convolution filter
works best in mitigating mJISMA (6 = 0.01), giving a top-1
classification accuracy of 85.2%.

In addition, to demonstrate that the attacks and defenses are
applicable and scalable on any layer of a CNN model, we per-
turbed the last convolution layer (L17) of the VGG16 model
trained on ImageNet using mFGSM. As shown in Fig. 10,
we see an accuracy drop of 65.6% for € = 0.01 and 73.3%
for € = 0.05. Similarly, according to the results in Fig 9,
deploying a traditional pre-processing filter has no signifi-
cant impact on mitigating adversarial noise in HC environ-
ments. We also note that using the proposed pre-processing
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FIGURE 10. Baseline accuracy, adversarial accuracy, accuracy drop,
accuracy with traditional filter, and accuracy with the proposed filter
while performing mFGSM on layer 17 (L17) of a VGG16 model trained on
ImageNet.

increases model accuracy to 76.4% for € = 0.01 and 70.3%
for € = 0.05, confirming the efficacy of our methodology in
HC-based environments.

Vil. COMPARING DEFENSE TECHNIQUE WITH

STATE-OF-THE-ART
We note that the majority of cutting-edge CNN adversar-

ial attacks and defense methods are targeted at complete
CNN architectures in white and black-box scenarios [60],
[61], [62], [63], [64], [65]. In this paper, we investigated
an HC environment where a trained CNN model is split
and deployed to two or more edge devices (usually, with
varying capabilities/configurations) successively accelerate
inference. As a result, our adversarial attacks are developed
under more stringent conditions in which only FMs of partici-
pating edge devices can be manipulated. Table 1 summarizes
the differences between our work and other state-of-the-art
approaches. The comparison is based on the amount of infor-
mation available to the defender and the need to alter the CNN
structure to accommodate defense techniques.

In [60], an auto-encoder (AE) is trained alongside a DNN
visual classifier using the same encoding weights. During
inference, the classifier works directly over the AE’s internal
latent representation, ensuring that any redundant informa-
tion from the input image is removed, preserving prediction.
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This method, however, requires knowledge of the entire CNN
architecture as well as knowledge of training data, but the
original classifier structure is preserved. In [61] an adversarial
training defense based on Generative Adversarial Networks
(GAN) was proposed. This method, however, requires knowl-
edge of the entire CNN architecture, as well as training
data, and the classifier structure would be modified. In [62],
an attack-agnostic adversarial defensive method that employs
a novel Sparse Transformer Layer to transform images so
that corresponding clean and adversarial images can be dis-
tinguished in the quasi-natural image and feature space was
described. Although the original classifier structure is pre-
served, this method does require knowledge of the entire
CNN architecture and training data. In [63], the authors
proposed a technique using class activation map responses
obtained for numerous top-ranking class labels to recon-
struct small and carefully chosen image areas that are most
important to the current classification outcome. However, this
approach necessitates knowledge of the CNN architecture,
training data, and classifier structure. In [64], the authors pro-
posed a methodology to progressively align the intermediate
feature representations extracted from the adversarial domain
with feature representations extracted from a clean domain
through domain adaptation. This method however requires
the knowledge of the complete CNN architecture, and knowl-
edge of training data, but the original classifier structure is
maintained. In [65], a methodical approach to thwart adver-
sarial attacks on graph neural networks (GNNs) is employed,
using a Bayesian uncertainty technique to locate and take
advantage of hierarchical uncertainties in GNNs. This tech-
nique would require altering the CNN structure during the
training of the model, so this method necessitates knowl-
edge of the entire CNN architecture as well as training data.
A defense technique for detecting adversarial inputs to CNN
was proposed in [66] by comparing predictions at different
layers of a CNN and noting prediction inconsistency among
the CNN layers. This methodology requires full knowledge of
CNN architecture as well needs modification of the classifier
structure. We note that our proposed methodology does not
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necessitate full CNN architecture, knowledge of input image,
training parameters, or modification of classifier structure.
This is so because an attacker’s knowledge in an HC-based
inference is only confined to the input and output of the device
he has access to.

VIil. CONCLUSION

Broadly, this paper has investigated adversarial attacks on
edge devices in HC environments. These attacks allow an
adversary without knowledge of the DNN architecture or
input images to construct adversarial attacks based on local
information available on output FMs of a compromised edge
device. Our technique provides a way of modifying the tra-
ditional state-of-the-art white-box attacks and achieves an
average accuracy drop of 62% when tested on four CNN
models (LeNet, CapsuleNet, MiniVGGNet, and VGG16).
Furthermore, a CNN-based filter trained on adversarial FMs
has been designed and deployed after empirically analyzing
the parameters of DLA. This filter is strategically placed at
the output of untrusted nodes. The performance evaluation
showed the efficacy of the deployed convolution filter in
alleviating the adverse effect of adversarial attacks in all
evaluated cases. The proposed filtering approach is able to
mitigate the attack by recovering the actual accuracy back
to 75.1% on average, which is substantially better than tra-
ditional filtering approaches. To the best of our knowledge,
this is the first study that examines the security vulnerability
of DLA in the HC environment against adversarial attacks,
and all three of our attacks are scalable and independent
of the DLA’s partition location. Similarly, we are the first
to explicitly explore pre-processing noise filtering under the
stringent requirements of the HC environment.
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