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ABSTRACT Cancer subtyping delivers valuable insights into the study of cancer heterogeneity and fulfills
an essential step toward personalized medicine. For example, studies in breast cancer have shown that
cancer subtypes based on molecular differences are associated with different patient survival and treatment
responses. However, recent studies have suggested inconsistent breast cancer subtype classifications using
alternative approaches, suggesting that current methods are yet to be optimized. Existing computation-based
methods have also been limited by their dependency on incomplete prior knowledge and ineffectiveness in
handling high-dimensional data beyond gene expression. Here, we propose a novel deep-learning-based
algorithm, Moanna, that is trained to integrate multi-omics data for predicting breast cancer subtypes.
Moanna’s architecture consists of a semi-supervised Autoencoder attached to a multi-task learning network
for generalizing the combination of gene expression, copy number and somatic mutation data. We trained
Moanna on a subset of the METABRIC breast cancer dataset and evaluated the performance on the remaining
hold-out METABRIC samples and a fully independent cohort of TCGA samples. We evaluated our use of
Autoencoder against other dimensionality reduction techniques and demonstrated its superiority in learning
patterns associated with breast cancer subtypes. The overall Moanna model also achieved high accuracy in
predicting samples’ ER status (96%), differentiating basal-like samples (98%), and classifying samples into
PAMS50 subtypes (85%). Moreover, Moanna’s predicted subtypes show a stronger correlation with patient
survival when compared to the original PAMS50 subtypes.

INDEX TERMS Feature extraction, cancer subtyping, artificial neural networks, machine learning, classifi-
cation algorithms, cancer genomics, bioinformatics, genetic expression, deep learning, artificial intelligence.

I. INTRODUCTION

Cancer is characterised by abnormal cells that are invasive
and growing out of control [1]. Each cancer type, such as
breast cancer, can be further categorised into multiple sub-
types through histopathological and clinical characteristics,
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and more recently, through molecular profiling of the primary
tumour [2], [3], [4], [5], [6].

Cancer subtyping provides valuable molecular insights that
help achieve personalised treatments. In breast cancer, mul-
tiple studies have demonstrated that tumours with different
pathological and molecular features display different bio-
logical characteristics despite originating from the same site
[21, [3], [4], [5], [6]. These studies have identified four main
primary breast cancer intrinsic subtypes, namely luminal A,
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luminal B, HER2-enriched and basal-like subtypes, through
unbiased hierarchical clustering of gene expression patterns
among the samples [2], [3], [4], [5], [6]. The primary charac-
teristics of the subtypes are based on the expression levels of
estrogen receptor (ER), progesterone receptor (PR), human
epidermal growth factor receptor 2 (HER2) and proliferation
indicator Ki67 [2], [3], [4], [5], [6].

Breast cancer subtypes have been associated with distinc-
tive clinical presentations, risk factors, responses to treat-
ments and prognosis profile [7], [8]. The ER-positive group
has higher 5-year overall survival and relapse-free survival
than the ER-negative tumours, and better response to hor-
monal therapy such as tamoxifen [7], [9]. Luminal A is the
most common subtype of breast cancer and has a better
prognosis compared to luminal B, which occurs in 10%—20%
of breast cancer cases [9]. The HER2-enriched group, which
happens in 5% — 15% of breast cancer, proliferates faster
with worse prognosis but is more likely to respond to HER2-
targeted therapy, such as trastuzumab or lapatinib [9]. Triple-
negative breast cancer (TNBC), which includes most basal-
like tumours, tends to be more aggressive and has the worst
prognosis among all other subtypes with few targeted therapy
available [9].

In this study, we introduce a neural network algorithm
for predicting breast cancer subtypes using the combina-
tion of gene expression, copy number variation and somatic
mutation data. Apart from gene expression profiles, stud-
ies have shown that breast cancer subtypes show differ-
ent patterns of mutations and copy number aberrations
[19], [20], [21], [22]. Basal-like breast cancer is charac-
terised by a high prevalence of TP53 mutations, and dele-
tion of RB1 and BRCAI1, while ERBB2 amplification is
often associated with HER2-enriched subtypes [19]. On the
other hand, the two luminal subtypes are frequently observed
with PIK3CA mutations, with luminal B also showing a
higher frequency of mutated 7P53 gene than luminal A [19].
Recent advancements in deep learning technologies for gene
expression, copy number variation and somatic mutation
data analysis have shown success in using deep learning
for omics data analysis [23]. Therefore, we hypothesise that
integrating these different sources of omics data through a
deep learning model will improve prediction for subtype
classification. However, as discussed in detail in our related
work (section II), existing work on breast cancer subtype
classification have not utilized the advancements in deep
learning for the integration of multiple omics data in subtype
classification.

Our proposed solution in this paper is to develop
a multi-omics neural network-based algorithm (Moanna)
to classify molecular breast cancer subtypes using a
semi-supervised Autoencoder layer that is jointly trained with
supervised feed-forward neural network multi-task classifi-
cation layers. It is important to note that the main aim of
this study is not to identify new clusters, but rather to further
refine subtype classification provided by current methodol-
ogy with the help of state-of-the-art neural network models in
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integrating copy number and somatic mutation data on top
of the well-evaluated gene expression data. The employed
dimensionality reduction technique is designed to compu-
tationally generalise the high-dimensional multi-omics data,
away from the limitation of the prior knowledge method.
Thus, the implementation will then serve as a proof of concept
for future Moanna’s application in predicting other breast
cancer biomarkers, such as the percentage of Tumour Infil-
trating Lymphocytes (TILs) and for building a deep-learning-
based prognosis model.

Il. RELATED WORK

There are many published methodologies to identify the
intrinsic subtypes of breast cancer. Two of the most frequently
used methods in the clinical settings are either immunohis-
tochemistry (IHC)-based markers or gene expression-based
assays. PAMS50 (50-gene signature), MammaPrint (70-gene
signature) and BluePrint (80-gene signature) are examples of
assays based on gene expression [10], [11], [12]. Subtypes
identified by these methods are able to predict prognosis and
potential targeted therapies that benefit patients [13]. How-
ever, multiple studies have shown that breast cancer subtypes
identified by these methodologies do not always align, with
as high as 25% discordance rate between the IHC-based
method and MammaPrint/ BluePrint [11] and 38.4% between
IHC-based subtype and PAMS50 [14]. The inconsistencies
could also be attributed to intra-tumour heterogeneity, where
samples are composed of multiple subtypes [15], [16], [17].
In addition, the PAMS50-classifier has been demonstrated
to have limitations if ER status is not balanced within
the dataset [18]. Therefore, there is a scope to further
improve the precision of the methodologies used to identify
subtypes.

Recent advances in the field of machine learning have
enabled deep learning algorithms to be applied more
widely on cancer data. Specifically, innovations in com-
puter vision and artificial intelligence have assisted devel-
opments in radiographic imaging and digital pathology
[24], [25], [26], [27]. For instance, deep learning tech-
niques have been applied to diagnose metastasis in lymph
nodes of breast cancer patients from whole-slide pathology
images [25] and to automatically classify lung cancer tis-
sue into its specific lung cancer subtypes [26]. Algorithms
such as DeepSurv [28] and Cox-nnet [29] built prognosis
predictors using artificial neural network extension of the Cox
regression model. Other deep learning-based methods such as
Tybalt uses Autoencoders, an unsupervised neural network
approach, to extract biologically relevant features from gene
expression data [30].

One of the difficulties of deep learning applications in
genomics is its high-dimensional data. The number of genes
available is significantly larger than the availability of train-
ing data, leading the model to often overfit. Deep learn-
ing implementations, such as DeepCC [31], use function
pathways to transform input gene expression data, while
DeepTRIAGE [32] converts its input features through Gene
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FIGURE 1. Overview of Moanna’s neural network architecture for predicting breast cancer subtypes using multi-omics data. The input to Moanna’s
Autoencoder network is processed through several fully connected, batch-normalization and activation layers (encoder) to produce a latent space vector
representation of 64 dimensions. The decoder will then take this bottleneck layer representation and up-sample its dimensions to reconstruct the input
data using a reverse replica of the encoder network. Next, the bottleneck layer representation of the input data is extracted and fed as input to several
feed-forward neural networks for supervised classification. Each supervised classification head handles the classification of a specific breast cancer

biomarker.

Ontology (GO). These prior-knowledge-based dimensional-
ity reduction techniques have an excellent advantage in their
interpretability [33], [34], [35], [52]. However, they have also
been described to have some limitations, particularly around
bias on the knowledge that is still incomplete, as well as
the inability to include all genes in the datasets [33], [34].
Moreover, they often only work for a single point of data,
in this case, only gene expression data [33], [34], and thus
not applicable to multiple omics data integration. In contrast,
Moanna attempts to overcome such limitations in current
work by employing recent advancements in deep learning for
integration of multi-omics data to refine the subtype classifi-
cations provided by existing work.

lll. MATERIALS AND METHODS

In this section, we outline the detailed description of our
proposed deep neural network architecture, Moanna, as well
as the datasets used to train, validate and test the breast cancer
subtyping model.
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A. MOANNA

Moanna is a deep learning framework that combines mul-
tiple supervised and unsupervised neural network architec-
tures. This setup is adapted from the idea of semi-supervised
Autoencoders, or also known as ladder network, where a
supervised learning method is attached to a deep Autoen-
coder to assist in filtering irrelevant features [36]. This
allows both networks to be jointly trained, instead of only
utilising the Autoencoder as a separate pre-training model
for dimensionality reduction [36], [37], [38]. For super-
vised biomarker classification, we employ multi-task learn-
ing which has been described to be useful in improving
independent multi-class classifications by reducing overfit-
ting in general [39]. In addition, breast cancer samples’ hor-
mone receptor status and subtypes have been studied to be
correlated and it is therefore intuitive that the classification
neural networks should share common variables. This led to
the design of Moanna, where the classification tasks share
some mutual hidden layers and parameters. The two major
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components in Moanna are shown in Fig. 1 and described
below:

1) Semi-supervised Autoencoder layer: Each of the
samples in the datasets consists of approximately
47, 000 features, containing the details of gene expres-
sion, copy number and somatic mutation profiles from
over 15, 000 genes. Small datasets with a large number
of features (large p; small n problems) is a com-
mon obstacle of deep learning application, where the
feature engineering step is required to prevent over-
fitting [33]. As a solution, Moanna employs an Autoen-
coder in the network architecture. An Autoencoder
is an unsupervised machine learning technique con-
sisting of an encoder function and a decoder func-
tion. The encoder function maps the high dimensional
input features to a compressed, latent internal rep-
resentation while the decoder function attempts to
recreate the original data using only the latent repre-
sentation [40]. During training, the network optimises
itself to better compress the input data in a meaning-
ful manner such that the decoder can reconstruct the
original data using only the compressed representa-
tion. In our implementation, we selected the number
of layers for the encoder and the number of neurons in
each layer using hyperparameter tuning (I1I-A2) while
the decoder was constructed as a reverse replica of the
encoder network. This setup converts the original data
of 47000 dimensions into a latent vector of 64 dimen-
sions which is fed into the multi-task classification
heads.

2) Multi-task classifications layers: The 64 dimensional
latent feature vector from the bottleneck layer of
the autoencoder is carried into several feed-forward
neural networks for supervised classification. For
this study, we are using multiple breast cancer
biomarkers, including ER status, HER2 status and
PAMS50 subtypes, as our training labels. A sepa-
rate classification head was added in parallel to
handle the classification of each biomarker in the
dataset.

1) NEURAL NETWORK TRAINING

A joint supervised and unsupervised neural network training
allows better generalisation in data learning [37]. The sum
of loss functions from the two components becomes the
objective function that is used to train this model (eq. 1).
For the semi-supervised autoencoder, Moanna measures the
mean-squared error between the input and reconstructed layer
(Lreconstruction)- On the other hand, cross-entropy loss between
training and predicted classification labels were calculated
for the classification tasks (L;). This objective function was
jointly optimised with a single backpropagation using a
stochastic gradient descent algorithm, eliminating the neces-
sity to set up multiple independent sets of training. There-
fore, apart from better generalisation, this neural network

VOLUME 11, 2023

FNN_Neurons FNN_Layers AE_encoded

128

il |

100

LearningRate AE_Llayer
3

50 4

40 0.9

“ N\

80 0.895

7
¢ / 0
20 X / X . 0
\|/ Q 0
N/ N 0.885
10 ~
.
0.88
0 0 0 0 0 0

FIGURE 2. Parallel coordinates plot of different Moanna’s parameters
combination. Red arrows represent the combinations that Moanna
employs in its final model. These are the parameters with the highest
PAM50 subtype prediction accuracy from doing a grid search on our
validation data.

architecture is also more efficient computationally [37].

Liotal = Ly+...+L, +
—_—

loss from n classification tasks

Lrecunstmctian ( 1 )
—_———

loss from autoencoder network

2) HYPERPARAMETER TUNING

We performed a grid search to select the optimum Moanna
parameters with the highest classification accuracy on our
hold-out validation data (Fig. 2). The final designed model
consists of 1 Autoencoder and 5 supervised classifiers. The
encoder part of this Autoencoder was designed with 2 hid-
den layers of 256 and 128 neurons, a representation layer
of 64 encoded neurons and a Tanh activation function. The
decoder part of the model mirrored the encoder setup on the
other side. The classifiers took these 64 encoded features
through a hidden layer of 40 neurons. Moanna used Stochas-
tic Gradient Descent (SGD) as its optimiser for backpropaga-
tion with a learning rate of 0.005 and momentum of 0.9, over
100 epochs.

B. DATASETS

Moanna was trained on Molecular Taxonomy of Breast
Cancer International Consortium (METABRIC) [21], [22]
datasets downloaded from cbioportal [41], [42]. METABRIC
is a comprehensive breast cancer study from over 2000 pri-
mary tumours, including gene expression and copy number
profiles of 25, 160 genes alongside somatic mutations of
173 frequently mutated breast cancer genes. This dataset
also comprises clinical data and long-term follow-up infor-
mation, including the PAMS50 subtypes, estrogen receptor
(ER) and HER?2 status that Moanna uses as its training label.
We excluded samples that are not one of the four intrin-
sic subtypes (Basal-like, HER2-enriched, Luminal A and
Luminal B) and samples that do not have all three genomics
profiles (gene expression, copy number and somatic muta-
tion). This left us with a total of 1689 samples which are then
randomly split into 70% training and 30% hold-out valida-
tion data. The distribution of subtypes from the METABRIC
dataset is shown in Table 1. While we use a single hold-out
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TABLE 1. PAM50 subtype samples distribution from our training,
validation and testing datasets.

PAMS0 Sub- | Training (70% | Validation ~ (30% |Independent Test

type METABRIC) METABRIC) (TCGA) n=631
n=1182 n=507

Basal-like 18% (n=213) 17.6% (n=89) 17.7% (n=112)

HER2- 12.8% (n=151) 16.2% (n=82) 9.4% (n=59)

enriched

Luminal A |41% (n=485) 39.8% (n=202) 52.8% (n=333)

Luminal B [28.2% (n=333) 26.4% (n=134) 20.1% (n=127)

split to report results in the main text, we also ran a stratified
k-fold cross-validation experiment to test the robustness of
Moanna across different dataset splits. The results of these
runs are provided in Supplementary Tables 1, and 2.

To evaluate the robustness of Moanna, we use the
METABRIC-trained Moanna model for predicting subtypes
of independent breast cancer datasets from The Cancer
Genome Atlas (TCGA) [19], [20]. This TCGA dataset was
also retrieved from cbioportal [41], [42], where a total of
954 samples were selected using the same criteria that we
applied for METABRIC. The majority of these samples come
with PAMS50 subtype, ER, HER2 status and long-term follow-
up information. The distribution of subtypes from these
TCGA datasets is shown in Table 1.

1) DATA PRE-PROCESSING

Some of the major issues when dealing with gene expres-
sion profiles are the different platforms used to gener-
ate these data and possible batch effects associated with
the experiments. Gene expression data from METABRIC
were obtained through microarray data on the Illumina
HT-12 v3 platform while TCGA transcriptomic profiles were
from RNA-sequencing performed on Illumina HiSeq. Hence,
we used the relative expression (z-score transformed) calcu-
lated by cbioportal where expression values have been further
normalised based on the distribution of the diploid samples in
the datasets.

For copy number variation (CNV) and somatic single
nucleotide polymorphism (SNP) data, information is sum-
marised into a matrix form of gene and sample combination.
CNV data has a range of [—2, 2], where 0 is copy number
neutral; —1 represents heterozygous deletion; —2 indicates
homozygous loss; 1 and 2 are low-level gain and high-level
amplification respectively. SNP data is constructed in a binary
format where 0 indicates no detected somatic mutation in that
gene, and 1 represents the mutated gene. For METABRIC,
any genes that are not sequenced by the targeted panel will
be assigned O for its somatic mutation status.

The combinations of these pre-processed data were used
as the input features to Moanna. An equal number of features
from each ‘omics type (gene expression, CNV, SNP) were
included in the overall neural network design. For the results
presented in this paper, we only include genes that have
expression values in both METABRIC and TCGA datasets.
After filtering, our input features consisted of approximately
47, 000 input features from over 15, 000 genes.
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IV. EXPERIMENTS AND RESULTS

A. AUTOENCODERS AS THE BEST DIMENSIONALITY
REDUCTION METHOD THROUGH BIOMARKER CLUSTER
ANALYSIS

To address large p small n problems [33] on our datasets,
we evaluated multiple dimensionality reduction techniques
to prevent overfitting or poor generalisation to new data.
The strategy of using Autoencoders for feature extraction is
comparable to applying principal component analysis (PCA),
which is another widely used dimensionality reduction tech-
nique. In PCA, high dimensional data is transformed to a
series of eigenvectors and eigenvalues such that the top N
principal components represent the majority of the variance
of the original data [18], [33]. The data used in this work
is non-linear as it is hypothesized that the expression of a
gene can be driven by the expression of many other genes,
as well as copy number changes [43]. Therefore, we believe
non-linear transformations as such found in neural networks
like Moanna may be better suited to handle omics data than
linear transformations such as PCA. Additionally, alternative
strategies through feature selection based on prior knowledge
or level of activities have also been widely applied [32].
To cover such alternatives, we have compared Moanna’s
extracted features against randomly selected genes, PAMS50
genes, top differentially expressed genes (DEG), and features
extracted from the top 64 PCA principal components.

We first projected the input data into two-dimensional
space with t-SNE [44] and compared the sample distribution
with the t-SNE plot of the extracted features from Moanna’s
Autoencoder. Fig. 3 reports multiple clusters from Moanna’s
extracted features annotated by PAMS0 subtypes and ER
status. This indicates that the 64 neurons from the neural
network model’s representation layer have extracted impor-
tant biological characteristics of the 47, 000 input features
for the purpose of subtyping, even before going through the
final classification layers. We observed the same result when
we repeated the exercise on TCGA breast cancer datasets,
showing a vast improvement when compared to the clusters
from the original input features.

To further evaluate the performance of Moanna’s Autoen-
coder, we performed clustering analysis on different selected
and extracted features. The comparison includes: 1) gene
expression of 50 genes from PAMS0, 2) top 200 differentially
expressed genes (DEG), 3) first 50 principal components
(from PCA) of all input features, 4) first 50 principal com-
ponents (from PCA) of all gene expression input features,
and 6) randomly selected 64 genes. Following the cluster-
ing evaluation strategy from Geddes et al. [45], we calcu-
late three metrics for assessing the performance of these
dimensionality reduction strategies in retaining relevant fea-
tures required for clustering breast cancer samples to their
subtypes. These metrics are Fowlkes-Mallows index (FM),
Adjusted Rand Index (ARI) and normalised mutual infor-
mation (NMI) score, which was calculated for each method
after running k-means clustering on its selected/extracted
features. In addition, we apply these features to Moanna’s
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TABLE 2. Results of dimensionality reduction evaluation based on
clustering metrics: ARI, NMI and FM index.

Method Dataset| ARI |[NMI |FM
v 0.47010.487[0.628
PAMS0 T 0536|0476 0.718
v 026210303 [0.467
TopDEG (200) | 1 0311/0.293(0.718
v 032303470536
PCAAID Iy 0306|0376 0.718
v 024210300 [0.474
PCA (EXPR) |1 0.264(0.3890.718
Random v 0.20610.2590.422
T 0.250(0.310{0.559
- v 0.628(0.629]0.733
T 0.621|0.630 0.752

“ Bold denotes the best in its category.

feed-forward neural network, by replacing the Autoencoder
layer, to measure their usefulness when employed to solve
classification problems. The result of this evaluation on both
validation (V) and testing (T) datasets (see Table 2) indicates
that Moanna’s Autoencoder performed the best in clustering
samples to their subtypes.

We also compare Moanna with other strategies such
as feature extraction with PCA and feature selection of
1) PAMS50, 2) top 200 DEG and 3) randomly selected
64 genes. We observe that Moanna achieves an overall better
accuracy when deployed alongside a neural network clas-
sifier, in comparison to the other dimensionality reduction
techniques tested (see Table 3). Moanna’s extracted features
are better at clustering samples to subgroups, and signifi-
cantly improved clusters that are only based on 50 genes from
PAMS50. We used feature selection on PAMS50 genes as our
benchmark for this evaluation, given that our subtype training
labels originated from this 50-gene signature, and that they
were expected to perform the closest to the label. On the other
hand, although it struggled to separate the clusters of luminal
samples, unsupervised feature extraction using PCA achieved
reasonable high classification accuracy when paired with
Moanna’s multi-task learning (see Fig. 3). The results shown
in Fig. 3 indicate that Moanna’s autoencoder performed best
in clustering samples to their subgroups even before entering
the multi-task learning layer.

B. MOANNA ACHIEVES HIGH ACCURACY IN PREDICTING
ER-STATUS, HER2-STATUS AND PAM50 SUBTYPES

We applied the proposed method on our training datasets
(70% METABRIC, n = 1182) and evaluated the classifica-
tion accuracy, precision and recall on our validation samples
(30% METABRIC, n = 507). Table 4 summarises Moanna
classification performance on the METABRIC dataset splits
where it accurately differentiates well-characterised mark-
ers, for instance, differentiating ER-positive (ER+) and
ER-negative (ER-) samples (96.5% accuracy), as well as the
difference between basal and non-basal-like samples (98.4%
accuracy). In addition, the majority of the subtypes predicted

VOLUME 11, 2023

TABLE 3. Results of classification accuracies on ER status, HER2 status
and PAM50 subtype classification tasks in comparison to other feature
extraction and feature selection strategies.

Method Dataset ER | HER2 | PAMS0
status | status | subtype
v 0.066[0.974 [0.838
PAMS0 T 0.9350.853 |0.851
v 0.02110.880 [0.755
TopDEG (200) | 1 0.905|0.773 [0.791
v 0.961[0.937 [0.805
PCAAID 1y 0.9410.854 [0.810
v 0.968[0.945 [0.854
PCA (EXPR) |1 0.937]0.859 |0.843
Random v 0.035[0.878 [0.604
T 0.9260.773 |0.754
- v 0.964[0.959 [0.850
T 0.946 | 0.864 |0.848

* Bold denotes the best in its category.

TABLE 4. Classification metrics on multiple tasks predicted by Moanna
on validation (V) and testing (T) datasets.

Classification
task Dataset Accuracy |Precision” |Recall” F1-Score”
ER Status \Y 0.964 0.965 0.964 0.965
T 0.946 0.947 0.946 0.947
HER?2 Status |V 0.959 0.960 0.959 0.959
T 0.864 0.872 0.863 0.844
PAMS0 v 0.850 0.857 0.850 0.852
Subtype T 0.848 0.864 0.848 0.852
Basal vs Vv 0.984 0.984 0.984 0.984
other T 0.989 0.989 0.989 0.989
subtypes

* weighted-average, calculated by scikit-learn package [46].

by Moanna (85.6%) agree with the original subtypes iden-
tified by PAM50. From a total of 507 validation sam-
ples, Moanna classifies 16.6% (n = 84) basal-like, 13.6%
(n = 69) HER2-like, 32.7% (n = 166) LumA-like and 22.1%
(n = 112) LumB-like subtype.

We then further evaluated the 76 samples that were clas-
sified differently by Moanna in comparison to PAMS0 (see
Fig. 4a). We found that 28.9% (n = 22) of the dissimilarities
are on ER+/HER2- High Proliferation samples that were
classified as Luminal B-like by Moanna, but predicted as
Luminal A in PAMS50. There were also 15.8% (n = 12)
samples that are ERBB2 amplified and classified as HER2-
enriched by Moanna but called differently in PAMS50. This
discordance suggests that this Moanna’s subtype prediction
model did not only fit the training subtypes label but also
integrated information learned from ER and HER2-status
predictions.

C. APPLICATION OF MIOANNA ON INDEPENDENT

DATASETS SHOW THE MODEL DOES NOT OVERFIT

We next applied METABRIC-trained Moanna on the TCGA
breast cancer dataset to evaluate the robustness of the archi-
tecture when dealing with new data from different exper-
iments. Table 4 shows the precision and recall from this
classification are consistent with the previous result Moanna
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FIGURE 3. T-SNE plots of all the extracted/selected input-features through various dimensionality techniques described in Table 2 and
Table 3. Top plots are from validation dataset, while bottom half plots are from testing dataset.

achieved on the METABRIC validation dataset. The model
predicted the ER status at 94.7% accuracy when compared
to the label acquired from cbioportal. It also managed to
differentiate basal-like samples from the other subtypes at
98.9% accuracy while 86.4% of the subtypes predicted are
concordant with the PAM50 subtype from TCGA. From a
total of 631 test samples, Moanna classifies 17.6% (n = 111)
as basal-like, 7.6% (n = 48) as HER2-like, 52.8% (n = 333)
LumA-like and 20.1% (n = 127) LumB-like.

Fig. 4b shows the confusion matrix of Moanna’s classi-
fication from both METABRIC and TCGA datasets, where
it is obvious that the proportion of samples’ subtypes are
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not balanced. HER2-enriched subtype has the least number
of samples while luminal A samples represent almost half
of the cases on both datasets. Imbalance class training has
been studied to affect classifiers’ performance [47], and we
hypothesised that this would be one of the reasons for the
lower concordance between the predicted HER2-like subtype
and the training label. The other major dissimilarities are
concentrated between the classification of the two luminal
subtypes. A few studies on the same datasets have identified
potential admixed cases in luminal A and luminal B samples,
as well as further subclasses due to heterogeneity of luminal
breast cancer [15], [16], [17].
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D. MOANNA'’S PREDICTED SUBTYPES SHOW BETTER
CORRELATION TO PATIENTS’ SURVIVAL

To validate the clinical significance of Moanna’s classifica-
tion, we perform disease-free-survival analysis using these
predicted subtypes using Kaplan-Meier, a metric commonly
used for survival analysis [51]. Kaplan-Meier plots (Fig. 5)
show that Moanna’s predicted subtypes display a more dis-
tinct separation of survival patterns compared to the origi-
nal subtypes. To assess this further, we compare the prog-
nosis between the two luminal subtypes (LumA-like vs
LumB-like), which is one of the main dissimilarities between
Moanna’s and the original PAMS50 classes. Cox proportional
hazard ratio from our analysis shows a stronger correlation
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to patient survival between luminal A and luminal B samples
(HR =2.95,CI = 1.45 —6.00, p < 0.005) when compared
to the original subtypes (HR = 1.98, CI =1.03 —3.82,p <
0.005). This is consistent with literature where luminal A
has a better prognosis than luminal B patients [9]. This
result also implies subtypes that were predicted differently
by Moanna were not necessarily misclassified, but rather a
potential improvement to the original subtyping.

E. MOANNA PERFORMS MORE CONSISTENTLY THAN
OTHER MACHINE LEARNING CLASSIFIERS

To further benchmark Moanna’s performance, we con-
structed four others widely used machine learning algorithms
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(https://doi.org/10.5281/zen0d0.3267531).

for classification tasks based on random forest (RF), support
vector machine (SVM), multinomial logistics regression, and
stochastic gradient descent (SGD) based classifier. These
algorithms were trained with an identical setup, including
datasets split, number of samples and input features. Fig. 6
summarises the performance of all these machine algorithms
when compared to the original hormone status and PAMS0
subtypes. The precision and recall values indicate similar
performance across all of these machine-learning implemen-
tations with Moanna and SVM being the top performers.
The average F1-score (harmonic mean of precision of recall),
calculated as the average of Fl-score across all three classi-
fications on independent testing datasets, shows that Moanna
outperforms SVM and other methods (see Table 5).

F. MOANNA’S MAIN DRIVER IS CORRELATED WITH THE
GENOMIC DATA TYPE THAT DRIVES PAM50 SUBTYPE
CLASSIFICATION

To assess the benefit of using multi-omics data over a single
type of genomics data, we re-evaluated the classification
accuracy of Moanna when trained with the individual omics
data type. We set up multiple models trained on input fea-
tures consisting of gene expression profiles (EXPR), copy
number variation (CNV), and somatic mutation (SNP) data,
and multiple combinations between them. The final eval-
uated Moanna referred to throughout this manuscript was
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TABLE 5. Comparisons of F1-score across all five machine learning
algorithms on independent datasets classifications.

SGD Logistic
Task Moanna RF SVM
Classifier Regression
ER Status 0.947 0.926 0.917 0.936 0.941
HER?2 Status | 0.844 0.816 0.827 0.838 0.841
PAMS0 Sub-|0.852 0.851 0.858 0.850 0.858
type
Average 0.881 0.864 0.868 0.875 0.880

* Bold denotes the best in its category.

trained and evaluated using a combination of all three data
types.

The contribution of each data type and their combinations
towards the classifying breast cancer subtypes on our datasets
is summarised in Table 6. We completed this evaluation
on both validation (V) and testing (T) datasets. Looking at
individual data, it is clear that the gene expression profile is a
better classifier in comparison to CNV and SNP data. This is
not surprising given that many studies have demonstrated the
utility of gene expression assays in capturing different breast
cancer subtypes, including the PAMS50 label that is being used
for this study [3], [12], [13]. In addition, while CNV data
alone do not have the same predictive power, the combined
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FIGURE 6. Precision and recall summary of Moanna's evaluation against other
machine learning algorithms (top: validation dataset; bottom: testing dataset).
Moanna'’s classification accuracy is comparable to other widely used machine
learning algorithms including Stochastic Gradient Descent (SGD) classifier, random
forest, logistic regression classifier, and support vector machine.

TABLE 6. Classification accuracy of Moanna trained with various
combinations of genomics data (EXPR = gene expression profile; CNV =
copy number variation; SNP = somatic mutation data).

EXPR-
EXPR- EXPR- CNV-
Task Dataset | EXPR CNV SNV CNV-
CNV SNV SNV

SNV
ER v 0.951 0.901 0.807(0.970 0.968 0.919|0.964
status T 0.946 0.908 0.810(0.948 0.941 0.903|0.946
HER \% 0.957 0.955 0.866(0.968 0.955 0.947|0.959
status T 0.872 0.853 0.773/0.862 0.859 0.848|0.864
PAMS0 v 0.815 0.649 0.513(0.826 0.842 0.645|0.850
subtype T 0.851 0.686 0.517(0.857 0.853 0.669|0.848
Basal vs A% 0.961 0.931 0.834(0.976 0.972 0.929|0.984

other subtypes | T 0.987 0.959 0.838(0.987 0.987 0.954|0.989

* Bold denotes the best in its category.

data classification result suggests that CNVs are comple-
menting the gene expression data in improving the classifi-
cation accuracy. This is consistent with literature that studies
how CNVs on certain genes cause them to be up-or-down
regulated [48], [49]. On the other hand, we observe that the
presence of SNP data as part of our input features contributes
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towards differentiating basal-like subtypes from the other
subtypes. This is aligned with SNP analysis of these datasets
where different breast cancer subtypes were described with
different frequently mutated genes. For example, basal-like
datasets have a higher frequency of 7P53 mutations, while
luminal subtypes samples tend to see more PIK3CA muta-
tions [19]. This analysis indicates that Moanna’s neural net-
work architecture setup provides a mechanism for combining
the knowledge from different resolutions of omics data to
achieve good classification accuracy.

V. DISCUSSIONS & CONCLUSION

Breast cancer is a heterogeneous disease with various sub-
types that exhibits different characteristics. The four main
molecular subtypes are Basal-like, HER2-enriched, Lumi-
nal A and Luminal B. These subtypes have been studied
extensively to show differences in prognosis, incidence rate,
and response to treatments and therapies [3], [4], [9]. Gene
expression-based assays, such as the 50-gene panel called
PAMSO0, are one of the well-established methods to infer
molecular breast cancer subtypes [10]. However, there have
been many studies analysing the discordance between gene
expression and ITHC-based subtypes. Various explanations
have been proposed, such as the limitations of these assays
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and the presence of intra-tumour heterogeneity [11], [14],
[15], [17], [18]. To evaluate this further, we developed a novel
deep-learning-based framework, Moanna, to predict breast
cancer subtypes by integrating gene expression, SNP and
CNV data.

In this manuscript, we demonstrated that a trained Moanna
model is capable of extracting biological patterns from its
training datasets and predicting the biomarkers of breast can-
cer samples with high accuracy. Although not all of the pre-
dicted breast cancer subtypes agree with the provided labels
on the validation and testing datasets, Moanna’s predicted
subtypes show a more significant correlation with patient
survival when compared to the original subtype labels. This
suggests that the mispredictions might not be necessarily
incorrect, but rather a potential further investigation into the
accuracy of the original labels.

The neural network architecture of Moanna is designed
to handle the high-dimensionality of integrated ‘omics data.
It is a joint semi-supervised learning algorithm, based on
the concept of a ladder network, combining the training
of unsupervised Autoencoders and multi-task learning feed-
forward neural networks. The ladder network design allows
the Autoencoder to find relevant latent variables faster by
discarding irrelevant features to the classification while main-
taining a decoder that can reconstruct a representation of the
input features. In addition, multitask learning setup improves
the model generalisation, essentially equivalent to adding
regularisation to the overall training by learning independent
patterns using shared hidden layers. In combination, this
implementation enables Moanna to be extended for other
classifications beyond cancer subtyping.

There are, however, some limitations to this approach.
First, the implementation of Moanna for breast cancer sub-
types prediction currently does not work with a single sample
as Moanna expected the gene expression data to be nor-
malised against a control. Although this limitation can be
addressed in future implementation by adding a baseline
reference, it will still be largely restricted in the absence of
normal samples in the cohort. This is an area that we are
currently working on for the next iteration of Moanna. Sec-
ond, Moanna currently integrates multi-omics data directly in
its very first layer, despite dealing with discrete and contin-
uous variables. While the chosen activation function could
potentially deal with this limitation, various studies have
proposed better approaches to dealing with different data
types. One possible solution is to implement three different
input channels before integrating post-neural-network fea-
tures into the current architecture. In future work, we would
explore options to extend Moanna for addressing these
limitations.

In summary, we presented Moanna, a multi-omics neu-
ral network algorithm for predicting breast cancer subtypes.
Through training and evaluation on public breast cancer
datasets, we have demonstrated Moanna’s performance in
generalising knowledge extracted from gene expression,
CNV and SNP data. Despite the heavy focus on breast
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cancer subtypes in this manuscript, Moanna’s proof-of-
concept implementation can be extended for predicting other
biomarkers, such as the TILs or even for building a progno-
sis model. The generalised neural network architecture can
also be deployed on other cancer types, extracting valuable
information from vast amounts of public cancer datasets.
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VII. CODE AVAILABILITY
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The source code and the trained model are avail-
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