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ABSTRACT Search and rescue (SAR) is an important part of joint operations and a key support for combat
effectiveness. Because of the complex composition of the SAR system of systems (SoS), sensitivity analysis
method is usually used to carry out sensitivity analysis of SoS capability, so as to determine the main design
indicators affecting SoS capability. Reliable sensitivity analysis results are often based on the analysis for
sufficient data. However, the SAR SoS capability is affected by many factors and there are numerous design
indicators. Even if a small number of design points are selected for each design indicator, tens of thousands
of test schemes will be formed, and carrying out all simulation tests will bring huge workload and time cost.
To solve this contradiction, this paper introduces a bidirectional deep neural network (BDNN), and takes
advantage of its better self-learning and adaptive features and unique structure to train the existing test data,
Through strong feature extraction ability of BDNN, the network model between the design indicator and
capability indicator is formed, namely, the capability fitting and data reconstruction (CFDR) model, so that
the implicit relationship between the two is fixed into the model. In the training process, the number of hidden
layers and neurons in each hidden layer, and the amount of training data are explored according to the training
effect, so as to obtain a better parameter combination. In order to avoid introducing large cumulative errors
accumulated during BDNN pre-training into DNN, particle swarm optimization (PSO) was introduced to
optimize weight parameters and avoid large training errors being transmitted to deep neural network (DNN).
Meanwhile, three basic functions were used to verify the strong global optimization and convergence abilities
of the BDNN after optimized by the PSO (PSO-BDNN). Finally, the new test scheme is applied to the CFDR
model to obtain the SoS capability value. The reconstructed data obtained from the CFDR model based on
BDNN and PSO-BDNN respectively were compared with the simulation test data.The results show that the
reconstruction accuracy of the CFDR model based on the PSO-BDNN is greatly improved than that of the
BDNN. And the feasibility of this model as a reconstruction data generation model and the effectiveness
of this model as an analysis data extension method applied to the sensitivity analysis of insufficient data to
obtain reliable analysis results are verified.

INDEX TERMS Capability fitting and data reconstruction model, bidirectional deep neural network, particle
swarm optimization, search and rescue, SoS capability sensitivity analysis.

I. INTRODUCTION

The associate editor coordinating the review of this manuscript and In modern high-tech wars and local conflicts, search and
approving it for publication was Mitra Mirhassani . rescue (SAR) in distress is not only an action of rescuing an
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individual life, but also often develops into severe military
and political events. In other words, it is of great significance
to successfully perform SAR actions to improve the action
capability of the joint force.

With the development of information technology and the
improvement of simulation modeling technology, it is more
and more complicated to evaluate the SoS capability. It is not
only necessary to investigate the SoS capability values that
can be achieved based on the current SAR equipment and its
performance, but also to evaluate which factors have a greater
influence on the capability indicators.

Traditional methods based on experts, intuition, knowl-
edge, and logic, such as the analytic hierarchy process (AHP)
[1], rule-based reasoning methods, and cloud models [2], are
more subjective in the evaluation process and do not provide
sufficient depth for the analysis of the key factors affecting
SAR capability. However, sensitivity analysis, as a data-based
analysis method, is often used to study the degree to which
the model output or model itself is influenced by changes in
the input factors. This method is not limited by the model
structure, and is more suitable for the SoS capability analysis
of high-dimensional, nonlinear, and complex SoS [3], [5], [6],
where the study of nonlinear and nonmonotonic models can
be carried out using analytical or simulation methods, and
all input parameters can be varied simultaneously; thus, the
method is more suitable for capability evaluation of this type
of SAR SoS.

When using the sensitivity analysis method to evaluate the
SAR SoS capability, sufficient analytical data is the basis for
obtaining reliable sensitivity analysis results. However, the
SAR SoS capability is affected by many factors and there
are numerous design indicators. Even if a small number of
design points are selected for each design indicator, tens
of thousands of test schemes will be formed, and carrying
out all simulation tests will bring huge workload and time
cost. Therefore, for SAR simulation systems that cannot
quickly generate new data, it is important to study how to use
existing data to generate new data to meet the requirements
and complete SAR SoS capability analysis using sensitivity
analysis methods.

To solve the above problems, the common way is adopting
interpolation and other methods to generate new data to
expand the analytical data to meet the requirements of
sensitivity analysis for the data volume and data form.
Recently, some researches have been conducted on this
topic. For example, Li et al. [7] used the Bootstrap method
to transform the small-sample problem into a large-sample
problem to evaluate the performance storage reliability of
equipment components. Zhang et al. [8] used SVM regression
to replace the least square method for data fitting and
then carried out a reliability analysis using the Weibull
distribution. In the case of small-sample data, good curve-
fitting results were obtained. However, the Bootstrap method
mainly uses the method of putting back and repeated
sampling to obtain new samples, which results in a large
deviation, and there is a certain dependence on the selection
of the empirical distribution and the number of samples.
The problem that SVM is sensitive to noise or outliers
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still needs to be solved, and this method needs to consider
the influence of the dispersion of small sample data and
kernel function selection on the regression accuracy and
generalization ability of the SVM method.

The SAR SoS has the characteristics of object diver-
sification, spatial multi-dimensionality, and time real-time,
which leads to great uncertainties in simulation results and
distribution. Therefore, the above methods are no longer
suitable for the analysis of such issues and it is difficult to
stably obtain effective results.

Deep learning has better self-learning, self-organization
and adaptive ability [9], can automatically extract features
from original data without human participation, reducing
the instability and randomness caused by human factors.
After ten years of development, some deep learning models
have been proposed successively, such as convolutional
neural network (CNN), recurrent neural network (RNN),
etc. In general, when selecting the deep learning model,
the selection and training of neural network model should
according to the actual application scene, so as to achieve
the best results. Although CNN and RNN can also realize
feature extraction, they have their own characteristics and
can play an important role in different scenes. For example,
CNN is a neural network specially used to process data
with similar grid structure (which can be regarded as two-
dimensional pixel grid), so it performs exceptionally well
in large-scale image processing problem [10]. However, the
complex network structure may greatly increase the training
time. RNN is a neural network used to process sequential
data, such as audio data and language representation, so RNN
has excellent performance in machine translation, speech
recognition and other fields. However, RNN shares the same
weight parameters at multiple levels and steps [11], which is
not suitable for the application scenario in this article.

Different from the CNN and RNN, BDNN owns the
following characteristics: Firstly, its multi-layer structure
characteristic together with more information processing
units results in a strong learning and fitting ability for
complex and nonlinear models under multidimensional
space, and the process does not depend on the accurate
mathematical model. Also, it allows input samples with
larger dispersion [12], [13]. Secondly, BDNN learns one
hidden layer feature representation each time through greedy
learning. Then, stacks the restricted Boltzmann machine
(RBM) layer by layer to obtain the more advanced and
abstract feature representation of the original input data,
which can better describe the complex data structure. Thirdly,
adding unsupervised pre-training learning process can make
full use of unlabeled data to obtain good initial model, which
can effectively improve the training effect and generalization
ability of the model. At the same time, due to the pre-training
for deep belief network (DBN), parameters of each layer and
the connection weights between layers in the network can be
obtained through training, which is different from the random
initialization of traditional neural network. Therefore, it has
high efficiency and avoids the problem that the traditional
neural network is easy to fall into the local optimization in
the training process.
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Therefore, this paper introduces the BDNN, based on the
existing test data, takes advantage of strong feature extraction
ability of the BDNN to construct the network model between
the design indicators and SoS capability. Meanwhile, PSO
was introduced to optimize weight parameters and avoid
large training errors being transmitted to DNN. Through
the formed model can effectively reconstruct the data
required for SoS capability sensitivity analysis, which can
effectively solve the problem of existing data not meeting
the requirements of sensitivity analysis, reducing the number
and cycle of simulation tests, and improving the effectiveness
of sensitivity analysis. The research framework is shown in
Fig. 1.

PSO
Optimization

Training Database

Reconstructed Data

Sensitive Factors sitivity
SPS Aualyss Sensitivity Mode
Method

FIGURE 1. Research framework.

Il. SIMULATION TEST ENVIRONMENT AND INDICATORS
SYSTEM CONSTRUCTION

In this study, we take land SAR of pilots in distress as the
background, on the basis of SAR concept describing the
connection relationship and SAR mission of SAR nodes,
as shown in Fig. 2, based on the process of SAR action,
carry out the simulation of SAR action in the SAR simulation
system to obtain the simulation data.

V-1 High-Level O oncept Graphic | SAR Concept Graghic 1

FIGURE 2. SAR concept graphic.

A. SAR SIMULATION SYSTEM DESIGN AND
DEVELOPMENT
First, based on the composite modeling method combining
multi-agent with DEVS (discrete event system), the SAR
scenario was constructed as shown in Fig. 3.

Second, based on the SAR simulation system framework
shown in Fig. 4 and the simulation design process shown in
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FIGURE 3. SAR scenario construction.

Fig. 5, simulation and deduction of SAR action was carried
out, as shown in Fig. 6.
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FIGURE 4. SAR simulation system framework.
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FIGURE 5. Simulation design process.

The simulation design process includes visual parameters
setting module (including visual editing, target setting, SAR
force setting, enemy setting function), mission scenario
editing module (including SAR force behavior, targets
in distress, enemy firepower), plan development module
(including SAR force programming, SAR force deploy-
ment, mission planning) and scheme deduction module
(including scheme automatic deduction, human-in-the-loop
command deduction, real-time indicators caculation). The
visual parameters setting module provides support for the
mission scenario editing module and plan development
module. After completing the two modules, enter the scheme
deduction module. Simulation data will be generated after
the simulation deduction is completed and stored in the
simulation database.
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FIGURE 6. The process of simulation evolution.

B. SAR CAPABILITY ANALYSIS AND INDICATOR SYSTEM
CONSTRUCTION

1) SAR CAPABILITY ANALYSIS

To analyze the degree of influence of aviation equipment on
the SAR SoS, it is necessary to construct an indicator system
in a selective manner according to the research objectives, the
needs of the analysis or evaluation, and the level and content
of the analysis [14], [15], [16]. Before constructing the
indicator system, the SAR SoS capability must be analyzed.

Capability analysis is the core link between strategic
objectives and development programs for aviation equipment
and is used to clarify the capabilities required for aviation
equipment to accomplish its mission and to determine
indicators reflecting capabilities and the specific equipment
and its performance to achieve them [17], [18].

According to reference [19], the survival rate of injured
personnel after 24 h was reduced by 80%, and the survival rate
of uninjured personnel after 3 days decreases significantly.
For arescue time of more than 5 h, the possibility of survivors
being successfully rescued was 20%. If the rescue time is
reduced to 1.8 h, the probability of a successful rescue is
increased to 60%, which means that the time is reduced by
1/3 and the possibility of distressed personnel being rescued
is increased by a factor of three. Thus, time is the largest
enemy of a SAR mission, and it is crucial to reduce the
rescue time to ensure the smooth implementation of SAR
action. Second, in the process of SAR, if there is damage to
SAR equipment or casualties of SAR personnel, the purpose
fails to achieve a successful SAR of personnel in distress
but also causes greater losses. Therefore, rescuing as many
casualties as possible means that the possibility of personnel
being captured is greatly reduced, thus improving the morale
and combat capabilities of the side.

Therefore, the core of SAR action is a fast, efficient,
successful, and safe process, which means using as few
SAR forces as possible, in the shortest possible time,
to successfully SAR for the greatest number of combat
casualties.

2) INDICATOR SYSTEM CONSTRUCTION
For SAR SoS capability analysis, the accuracy of analysis
results is closely related to the construction of indicator
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system. The more detailed and accurate the indicators, the
more in-depth the SAR SoS will be described, and the final
analysis results will be more accurate. However, too many
indicators will increase the amount of calculation and waste
unnecessary resources. This paper constructed the indicator
system according to the following principles:

1) Simplicity: In order to reduce the complexity of analysis,
unnecessary indicators should be removed as far as possible
to evaluate the whole SoS;

2) Testability: the selected indicators should be objective as
far as possible, and specific values can be obtained through
tests or other methods;

3) Integrity: The selected indicators cover all aspects of
evaluation as far as possible and can measure all contents to
be evaluated.

Capability Indicator

S

FIGURE 7. Indicator decomposition hierarchy model.

The indicator system is shown in Fig.7, it consists of two
parts: capability indicator and design indicator. The index
decomposition hierarchy model is adopted for capability
indicator. Specifically, based on the SAR capability analysis,
SAR SoS capability is decomposed into the following six sub-
capabilities: completing mission, executing action, fighting
enemies, evading enemies, resisting attacks and SAR mission
cost, then they are decomposed layer-by-layer until the
specific mission indicators [20], [21] whose values can be
obtained through simulation, and then six sub-capabilities
and the whole SoS capability can be obtained through
capability aggregation., The CFDR model based on BDNN
or PSO-BDNN in this paper mainly fits the relationship
between input variables and SoS capability through the
existing simulation data. Then through the CFDR model, the
SoS capability under the new input variables are obtained.
The existing and reconstructed data are used as the analysis
data for sensitivity analysis, the indicators that have a
great influence on the SoS capability are obtained, which
can provide guidance for design optimization and decision
support for actual SAR mission.

This paper mainly focuses on the design indicators shown
in Fig.7 and takes them as input factors of SAR simulation
system. The output factor selects the SoS capability (if it
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is necessary to examine the influence degree of the design
indicators on a certain sub-capability or mission indicator,
then they can also be selected as the output factor). The
output factor value can be obtained by simulation after the
input factor is determined. The capability analysis model
connecting input factors and output factor is shown in (1).

2 Xn) = (x) ey

where, Y is output vector, x is input vector, x =
[x1, 22, -+, xi, -+, x,], x; is the ith design indicator.

Y =f (1,00, X,

Ill. BDNN STRUCTURE AND TRAINING

A. BDNN STRUCTURE

The BDNN can learn high-level features more abstractly and
can show excellent data features extraction ability not only
for image datasets but also for other types of datasets. In this
study, the existing historical simulation dataset was trained to
extract features from the input data and obtain the output from
the last hidden layer, which is the forward training phase.
Then, a back-propagation algorithm was introduced to adjust
the initial network parameters obtained from the previous
phase, which avoids the drawbacks of slow convergence and
local optimality in simple networks.

Output Layer Y

Hidder Layer (k) I/
1
1
1
1

Hidder Layer (k-1 )I
1

1

| —BDNN

1
Hidder Layer /(2) 1
1

1

1

1

Hidder Layer /(1)
1
1
I
\

Input Layer V'

FIGURE 8. BDNN structure.

Fig. 8 shows the BDNN structure schematic dia-
gram. The BDNN consists of a deep belief network
(DBN) [22], [23], [24] and a deep neural network (DNN).

The DBN was first proposed by Hinton et al,
and promoted the development of deep learning networks and
was first successfully applied in the fields of image
and speech recognition [25], and later fields of textual and
visual data representation. A DBN has great advantages in
feature extraction compared with traditional deep learning
methods. The original data enter the network through the
input layer, and the features are automatically abstracted by
processing the weights layer-by-layer. In this process, the
weights are pre-trained and not randomly assigned, and no
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expert experience is required, which reduces the uncertainty
caused by human intervention in the traditional method and
thus improves accuracy.

h(l)  2) < hny,)

Hidden Layer b € R™
W € Rnhxnu
Visible Layer a € R™

FIGURE 9. RBM structure.

Further, the DBN consists of many restricted Boltzmann
machine (RBM) [26] whose structure [27], [28], [29] is
shown in Fig. 9, where the hidden layer of the 1st RBM serves
as the visible layer of the 2nd RBM, and by stacking layer by
layer, the DBN structure is formed. There is no connection
between the same layer or cross-layers except the connection
between adjacent layers, which reduces the complexity and
achieves better results.

The DNN consisted of the hidden layer of the last RBM and
a fully connected BP neural network acting as the regression
layer of the entire network. The output feature vector of the
last hidden layer of the DBN is used as the input vector of
the DNN, and the pre-training process of the DBN can be
regarded as the process of initializing the parameters of the
DNN.

B. BDNN TRAINING PROCESS

This section refers to the training of the BDNN, and the
specific process is as follows: after unsupervised pre-training
of the DBN through the layer-by-layer greedy method, and
then supervised tuning using the back propagation algorithm.
The training process and pseudo code are shown in Fig. 10.

In algorithm 1, xg is the training samples, » is the number
of visible layers, m is the number of hidden layers, 7 is the
learning rate of the unsupervised pre-training process, k is the
number of parameters updates, W is the connection weight
matrix, a is the bias vector of the visible layer, b is the bias
vector of the hidden layer, X is the input sample of the DNN,
s is the number of input sample, ¥ is the output sample, W*)
is the connection weight matrix of the kth RBM, a® is the
bias vector of visible layer of the kth RBM, bp®) is the bias
vector of hidden layer of the kth RBM, ¢ is the learning rate
of the supervised tuning process, / is the number of iterations,
p is the number of samples for each update, d is the number
of layers of DNN, [ is the regularization coefficient, f is
the momentum factor, X’ is the reconstruction input, Y’ is
the reconstruction output, { W*, a*, b*} is optimal parameter
combinations.

During the unsupervised pre-training process, the training
method for the RBM can be applied to the DBN. Every
two neighbouring layers of the DBN from the bottom to
the top can be considered as one RBM. Then, the RBM is
trained using the contrastive divergence (CD) algorithm to
obtain corresponding parameters. The output parameters of
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Unsupervised Pre-training

{Inpull.aycr.\']—)l RBMI HHldden\Lnyerh/l}]
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: [lhdden Layer mJ/H RBM2 H Visible Layer }

CD Algorithm
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i

MMSE Criterion |/
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[ Hidden Layer ii(k-1) ]-—)l RBMk I(—[ Hidden Layer ii(k) ] p——

v

d
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L

€D Algorithm
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Optimal Parameter Combinations
W=, a* b*}

Algorithm 1: Main training steps of BDNN network

1 Stepl:Unsupervised pre-training of DBN based on CD algorithm;

input : zo, n, m, n, k.

output: WH) qF) pk)

Initialization: Set v(?)+—xq; W, a and b are the smaller randomly
selected values.

N

3 fort«+ 0tok—1do

4 for i < 1 to n do

5 for j + 1 to m do

o PR = 1vO)eo(b; + iy of) x Wiy);
7 Drawing }LSL) € {0,1} from P(h;” =1v®)
8 end

9 P = 1n®)eo(a; + 27, Wiy x BS);
10 Drawing v{"" € {0, 1} from P! = 1]n®)
11 end

12 | WD WO 4 (PR = 1[v0) x o7 = PRI =

Lyt+DY x v("“)T);

13| altD a® 4y x (v® — DY,

1a | BHD b0 gy x (PR = 1[y0) = P(RIT) = 1jy(+D));

15 end

Step2:Supervised fine-tuning of the DNN network based on
back-propagation algorithm;

input : X, s, Y, W® o® p® o 1 kop d 1, f.

output: X', Y', {W* a* b*}.

17 Initialization: Set W*—W(O«—W®H  g*—al0a®) p* b0 hHk),

18 for u+ 0 tod—2do

19 if 7 > 0 then

"
)

20 AW 885 + T x W,
21 da + S22 +1 x al™);
22 db ,2{5) + 1 xb®):

23 end

24 if f >0 then

25 dW « fx dW +dW;
26 da < f x da+ da;

27 db « f x db+ db;

28 W W — e x dW;
29 a™ — o™ —¢ x da;

30 bW — bW — ¢ x db;

31 end

32 end

33 for i« 1 to !/ do
34 for j + 1 to k do

35 for g+ (j—1)xp+1)tojxpdo
36 X'« X - randperm(q);

37 Y Y - randperm(q);

38 end

39 end

40 end

a4 E— NxEN (v (W, o p®) —¥)2 /% Loss function */
42 if E(u+1) < E(u) then
43 | W WD,

44 a* « qlutD),

45 | b* bt

46 end

FIGURE 10. Training process and pseudo code of BDNN.

the previous RBM are used as the input parameters of the next
RBM until the last RBM is trained, and the parameters of the
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entire DBN are then obtained. The specific training process
is illustrated in Fig. 11.

)
! (2) ! h)

! (1) (1) ! (1)

FIGURE 11. Unsupervised pre-training process of DBN.

First, the input layer v and the Ist hidden layer h(1)
are taken as the RBM, and the parameters including
the connection weights w between the input layer v and the
hidden layer A(1) and the bias a of the input layer and the
bias b of the hidden layer are trained using the CD algorithm.
After obtaining the parameters of the current RBM, they are
no longer changed; then the current hidden layer (1) is used
as the visible layer to form a new RBM with the hidden
layer h(2), and the current RBM is trained and the parameters
are obtained, until the end.

The pre-training process for the DBN is mainly through
layer-by-layer training, and the parameters obtained can only
ensure that the feature extraction for the input is optimal for
current layer, to ensure the optimality of the overall results,
the weights of the network need to be further optimized in
the following process which is named as fine-tuning process.
This paper introduced DNN to adjust the parameters obtained
from the pre-training process.

The DNN is used in various fields because of its low
requirements for mathematical models, strong nonlinear
mapping ability and fault tolerance, and good robustness.
Typically, a DNN is considered as a deep neural network,
and the parameters derived from the previous training step
are used as the initial parameters of the DNN. Certain criteria
are chosen and based-errors to adjust the parameters [30], and
the data are reconstructed so that the data back-propagated to
the visible layer is closer to the original data. In this study, the
minimum mean-square error (MMSE) criterion was used to
determine the direction of parameter optimization, at which
point the parameter-tuning problem can be transformed into
a mean-square error minimization optimization problem.
The gradient descent method can be used to solve extremal
problems. While the training trajectory of the traditional
gradient descent method would show a jagged shape, which
significantly prolongs the training time. Simultaneously,
owing to the oscillation phenomenon, only a small learning
rate can be set to avoid deviating from the minimum value
caused by the large step size. Therefore, in this study,
stochastic gradient descent (SGD) was used and the weights
of the overall network were learned in a supervised manner
using the back propagation method treating the weight error
as a high-dimensional function with each element of the
weight vector as a variable, so that it seeks the minimum value
of the training error by continuously adjusting the weights,

10371



IEEE Access

Y. Gao et al.: CFDR Model Based on PSO-BDNN for SAR SoS

and updates the weights in the direction of the gradient
descent of the loss function. This results in a better network
performance and a more stable training process for the entire
network. This process is known as supervised tuning. The
specific steps are as follows:

(1) The MMSE criterion is used to measure the effect of
parameters update, and the parameters update is completed
when the mean square error is minimum. Where the loss
function is defined as follows.

N
1 ~ 2
E= z (Yi (W(k), a®, b(k)) - Yi) )

1=

where, E is the mean square error; Y, ; and Y;, are the actual and
ideal values of the ith output layer, respectively; W®) is the
weight, a® and b® are biases of the kth RBM, respectively.

(2) The back propagation algorithm is used to obtain the
gradient values of each layer to update the weights and bias
parameters of the network, and the updating process is as
follows.

wh =w® _¢.aw 3)
a® =a® _¢.da @
p® = p® —¢.db 5)

where, ¢ is the learning rate.

(3) The weights are gradually adjusted to minimize the
mean square error of the loss function by the above weight
update rule, which results in the optimal combination of
parameters W*, a* and b*.

IV. CFDR MODEL CONSTRUCTION AND ANALYSIS

A. CFDR MODEL BASED ON BDNN FRAMEWORK

AND TEST DESIGN

The SoS capability evaluation based on the sensitivity anal-
ysis method requires high data completeness, and sometimes
it is not possible to directly evaluate the SoS ability using
existing data. The BDNN has a strong feature extraction
capability owing to its unique composition, and its core is to
automatically learn from the data set to extract the appropriate
features. Thus, this study applies deep learning to existing
simulation data to build a CFDR model based on a BDNN to
improve the data needed for SAR SoS capability sensitivity
analysis.

BDNN

=
Original Data—| || RBM2 4:-| DNN | — Reconstruction Data

FIGURE 12. CFDR model framework based on BDNN.

The framework of the BDNN-based CFDR model is
illustrated in Fig. 12. The original data form the input vector
and the output vector represents the reconstructed data. The
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TABLE 1. Setting for design points of design indicators.

. . Variation Design  Design  Design
Design Indicators Range Point1 Point2 Point3
Number of RESCORT x; 2~4 2 3 4
Number of SARH x 1~3 1 2 3
A1rcraﬁ Type-Escon 11 1 0 1
Mission x3
A1rcraft. Type-Search Q1 1 0 1
Mission x4

2800~3200 m 2800 3000 3200
240~350 km/h 240 290 350
4819~5953 kg 4819 5178 5953
600~1159 km 600 1010 1159
0.73~0.75 m? 0.73 0.74 0.75

Cruise Height xs
Cruise Speed x¢
Takeoft Weight x7
Maximum Flight xg
Stealthiness x9
Visual Detection

e 0.70~0.98 070 084 098
Capability x10

Infrared Detection 0.73~0.96 073 084 096
Capability x1;

Radar Detection 0.74~0.98 074 086 098

Capability x12

sample data are input from the visible layer of the RBM, and
through the visible layer and the hidden layer neurons, the
output of the hidden layer maximally fits the input data of
the visible layer to complete the feature extraction and form
CFDR model. To verify the accuracy of the extracted features,
Input factors of test data are put into the CFDR model, and
the results obtained are compared with the output factors.

In the indicator system (as shown in Fig.7), multiple design
points can be set for each design indicator. Assuming that
each design indicator has m design points, so x can be
expressed as follows:

X1 X122 -+ X
X21 X22 te X2n

x=| . ) ) ) (6)
Xml  Xm2 - Xmn

When n = 12, m = 3, there are 3'> = 531441 groups of
test scheme, If each group of test scheme is simulated and
deduced in the SAR simulation system, the corresponding
mission indicator value is obtained, and then through
capability aggregation to obtain the SoS capability value, it is
undoubtedly a huge project and a long period with several
minutes each time.

Table 1 shows the setting for design points of the
design indicators in Fig.7, where RESCORT and SARH
respectively represent rescue escort aircraft and search and
rescue helicopter. The type of aircraft in escort mission and
search mission includes fixed-wing aircraft, armed helicopter
and unmanned aerial vehicle (UAV) which are assigned the
values 1,0 and —1, respectively. xs-x1, are the performance
or functional parameters of SARH. In this paper, design
indicators are randomly sampled to obtain 8000 groups of
scheme, and corresponding output factor values are obtained
through SAR simulation system. The 8000 sets of data
including input factor and output factor value constitute the
test data, which are divided into 6000 sets of training data and
2000 sets of test data to train the model.
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The test data used in this part of the experiment were
obtained by processing the simulation data of the SAR
simulation system. The specific data processing steps were

shown in Fig. 13.
Indicators
Sorting

Convert to
Editable
Data

Training Sample

Simulation Data

Training

Simulation
Database Dataset

FIGURE 13. Data processing steps.

B. CFDR MODEL PARAMETERS OPTIMIZATION-SEEKING
1) EFFECTS OF STRUCTURAL PARAMETERS ON
RECONSTRUCTION RESULTS

First, structural parameters such as the number of hidden
layers and neurons in each hidden layer of the data
reconstruction model were analyzed to study the effects of
different structural parameters on the network performance.
Second, the effects of the amount of training data on the
network performance were investigated.

The root mean square error (RMSE) and mean absolute
error (MAE) were mainly used as indicators to evaluate
the performance of the network. The RMSE and MAE
were calculated as shown in (7) and (8), respectively. The
calculation process is presented in algorithm 2 which is
shown in Fig. 14.

N
1 2
RMSE = NE Y/ — 1 )

i=1

N
1
MAE = NZ|Y{—Y~1| ®)

i=1

where, Yi’ is the reconstructed data, Y; is the original data, N is
the number of batches in the training process.

For the CFDR model based on BDNN, this section first
focuses on the selection of two parameters: the number of
hidden layers and the number of neurons in each hidden
layer.

The number of neurons in the input layer was determined
by the dimension of the input data [31] which was 12 in this
experiment, thus setting the number of neurons in the input
layer to 12. To obtain the best model structure, the number of
neurons in the 1st hidden layer is first set, and the number is
fixed after finding the best value according to the evaluation
index. A hidden layer is then added to determine the best
number of neurons in the new hidden layer, and so on,
until the reconstruction accuracy is no longer improved. The
changes in the RMSE and MAE values during the BDNN
training process when the number of neurons in the 1st hidden
layer was 20, 30 and 40, respectively, are shown in Fig. 15.

From Fig. 15, it can be seen that when the number of
neurons is small (e.g., 20), the BDNN tends to be stable
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Algorithm 2: Calculating reconstruction error
output: RMSE, MAE

1 Errory + Errorg < 0 /* Initializing the error */
/* For each sample */

2 fort <+ 1to N do

3 h~ P(Jv®) /% Sampling the hidden layer */

4 v~ P(|h) /* Sampling the visible layer */

5 Errory < Errory + (17(” — 17)2;

6 Errory < Errorg + abs(v® —v);

7 end

8 RMSE « sqrt(1/N x Errory); /* root mean square error */

9 MAE + I/N X Errory; /* mean absolute error */

FIGURE 14. Pseudo code for calculating reconstruction error.
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Number of epochs

0.55 -

0.50

0.45

MAE

0.40

0.35

0.30 -

0.20 1 1 1 1 1 I
0 20 40 60 80 100

Number of epochs

FIGURE 15. The change of RMSE and MAE value during BDNN training
process under different number of neurons.

with a smaller number of training times, and the error is
smaller. However, when the number of neurons was increased
(e.g., 30 or 40), the error increased. This may be due to the
fact that on the one hand, when the number of neurons is
increased, the model is complex, the problem of overfitting
and the need for constant dynamic adjustment of training
parameters may occur, which leads to a low accuracy instead;
on the other hand, when the number of neurons is set to 20 that
close to the dimension of the input data, which has a strong
data carrying capacity and can completely extract the features
from the input data. Therefore, in this study, the number of
neurons in the 1st hidden layer was set to 20, and the number
of neurons in the remaining hidden layers was obtained in the
same way.

Table 2 lists the values of the evaluation index of the data
reconstruction model for different numbers of hidden layers
and different numbers of neurons in each hidden layer, with
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TABLE 2. Model evaluation index values under different model
parameters.

Number of ~ Number of ) ) Training Time
Hidden Layer ~ Neurons RMSEnin - MAEnmin of One Epoch
| 20 0.235 0.224 1.5008
(IRBM) 30 0.292 0.300 1.5325
40 0.283 0.283 1.5717
) 20 0.315 0.283 1.6258
(2RBM) 30 0.277 0.276 1.6415
40 0.286 0.279 1.6736
3 20 0.261 0.265 1.7002
(3RBM) 30 0.224 0.235 1.7094
40 0.276 0.268 1.8319

three cases of 1, 2 and 3 layer set for the hidden layers and
three choices of 20, 30, and 40 for the number of neurons in
each hidden layer. To reduce the error of randomly selected
experimental samples, 10 times are conducted under each
iteration, and the model is trained separately. Then the values
of the evaluation index are calculated separately, and finally,
the average value is obtained.

As can be seen from Table 2, the accuracy of the
reconstructed data obtained increases within a certain range
as the number of hidden layers and the number of neurons in
each hidden layer increase, and the time to train the network
also increases, but the training time increases insignificantly
compared to the increase in accuracy, thus the network
structure containing three hidden layers is chosen in this
study.

It can also be seen that when the number of hidden layers
is increased from 1 to 2, the RMSE of the reconstructed data
is larger, indicating a greater volatility of the results, which
may be related to the change of the RBM type.

Thus, on the basis of the training data selected in this
section, the reconstruction effect of the model is better when
choose the data reconstruction model with a 3 hidden layer
structure and the 1st hidden layer, the 2nd hidden layer and
the 3rd hidden layer contains 20 neurons, 30 neurons, and
30 neurons, respectively.

The training process and training time of the network under
different number of hidden layers are given in Fig. 16, where
the number of neurons is set to 20 in the 1st hidden layer,
30 in the 2nd hidden layer, and 30 in the 3rd hidden layer,
respectively. As can be seen from Fig. 16, the training results
under different number of hidden layers match the trends in
Table 2.

In summary, the network structure of the obtained CFDR
model is a 5-layer structure with three hidden layers whose
neurons number are 20, 30, and 30, respectively, as shown in
Fig. 17.

2) EFFECTS OF THE AMOUNT OF TRANING DATA ON
RECONSTRUCTION RESULTS

After analyzing the effects of model parameters and structure
on the CFDR model performance, the effects of the amount of
training data on the CFDR model performance are analyzed
below.
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FIGURE 16. Training process and training time of one epoch of BDNN

under different number of hidden layers. (a) training process; (b)training
time.

In this section, 6000 and 7000 sets of training data are
used to train the BDNN, respectively. 10 times are conducted
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FIGURE 17. Better BDNN structure obtained.

under each iteration, and the results are averaged to obtain
a comparison plot of the original and reconstructed curves,
as shown in Fig. 18. To reduce the amount of calculation,
this section conducts comparison and analysis for misssion
indicators.

140 | —=— Original Data
«— Reconstruction Data ;

100 =

A | N

N
1

i, i sy
1 1 1

-
111 1 1 T T N
8 9 10 11 12 13 14 15 16 17 18 19 20 21 22

Data Dimension

(@)

140 - | —=— Original Data
= Reconstruction Data ;

120

40 b | \/

| \
A}
0 p—a— - e -J.l/\\
I

-
TN TN I I Y N T N S M T Y N |
§ 9 10 11 12 13 14 15 16 17 18 19 20 21 22

Data Dimension
(b)

FIGURE 18. Reconstruction effects under different amount of training
data. (a) 6000 sets of training data; (b)7000 sets of training data.

As can be seen from Fig. 18 and Table 3, the difference
between the reconstructed data and the original input data
decreases as the amount of training data increases, indicating
that when the amount of training data increases, the feature
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TABLE 3. Model evaluation index values under different amount of
training data.

Amountof - prGE .. RMSEms  MAEwe — MAEmn
Training Data
6000 0.685 0.224 0.579 0.235
7000 0.573 0.217 0.501 0.220
PSO-BDNN
PSO
DBN
Original Data—| || RBM1 — Reconstruction Data
RBM2 4::| DNN |
| RBMn

FIGURE 19. The framework of the CFDR model based on PSO-BDNN.

extraction ability is enhanced and the extracted features can
better fit the input data, and thus the fitting accuracy of the
CFDR model improves, which also illustrates the validity of
the CFDR model based on the BDNN.

V. NETWORK OPTIMIZATION OF CFDR MODEL

BASED ON BDNN

A. CFDR MODEL BASED ON PSO-BDNN FRAMEWORK
AND NETWORK PERFORMANCE ANALYSIS

BDNN has good application prospects in the field of
predictive and reconstruction analysis owing to its strong
approximation ability for nonlinear functions and are not
dependent on accurate mathematical model, strong fault
tolerance and robustness, and high accuracy. However, there
are also some problems, for example, the pre-training process
for the DBN is mainly through layer-by-layer training, and
the parameters obtained can only ensure that the feature
extraction for the input is optimal for current layer, but with
the increase of the number of training layers, the training error
of the previous layer will be gradually transferred to the next
layer during the training process, resulting in a larger error of
the whole network at the end.

To solve these problems, some optimization algorithms
have been proposed in recent years, such as the chaotic
optimization algorithm (COA) and genetic algorithm (GA),
which are mainly used to optimize model parameters.
COA is more complex, sensitive to the initial parameters,
and has a long search time [32], [33]. GA needs to
set more initial parameters, and its selected values are
dependent on manual experience. The final results obtained
are random and uncertain, with poor reliability and slow
convergence [34]. PSO is simpler, requires fewer initial
parameters to be set, has high reliability [35], and is more
advantageous for cases with multiple variables, non-linearity,
discontinuity, and non-integrability features compared to
COA and GA.
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Supervised Fine-tuning
Initial Parameters
Wo, a?, b
SGD Method
[ Gradient Values ‘
PSO —_—

! ' I Algorithm H
L2 || Optimizati ‘->| Update Parameters
i [ Hidden Layer /if2) H RBM2 H Visible Layer ] ' E—

|| MMSE Criterion |

——

Unsupervised Pre-training

[ Input Layer X' H RBM1 H Hidden Layer Ji(1) ]:

| CD Algorithm

Weight 1, Bias al), bl

- H| Loss Function |
[ Hidden Layer (k1) ]—>| RBMK H Hidden Layer Ik) ] m——

; i Minimum MSE

‘Optimal Parameter Combinations
P>, a* b%

Algorithm 3: Main training steps of BDNN network

I €D Algorithm

Weight W, Bias a®, bk

1 Stepl:Unsupervised pre-training of DBN based on CD algorithm;

input : xzo, n, m, n, k.

output: Wk o) pk)

Step2:Optimize parameters of DBN network based on PSO algorithm;

input : Cy, Cs, D, M, Griaz, Vinaw, Vinin, Posu, Posr, W, n.

output: global optimal value P.

// Training Stage

Initialization: Set Py; - Posy, Vi < 0.

Parameters Mapping: Map the parameters {W,a,b} according to
equation (10) and equation (11).

Training: Input sample data for training.

for t + 1 to G do

N

IS}

o

@

/* Initializing particles’ position and velocity */
/* for all particles */
7 for i < 1 to M do
/* for all independent variables */
8 for j < 1 to D do
9 Pos;(j) < Posp(j) + (Posy(j) — Posp(j)) x rand(1);
10 Vi(7) < Vinin(3) + (Vinaa (5) = Vinin(5)) x rand(1);
11 end
12 Pyi + Pos;;
13 Py +— Fei
14 end
/* Calculating particles’ fitness value */
15 fitness(Pos;) = Z_IDZI(POS,(J'))Z
/* Calculating particles’ velocity and position */
16 for i < 1 to M do
17 for j <1 to D do
18 Vi(j) = W x Vi(4) + C1 x rand(1) x (P, — Pos;(j)) + Cs x
rand(1) x (P, — Pos;(j));
19 Pos;(j) + Posi(j) + Vi(4);
20 end
21 end
/* Seeking the individual optimal position */
22 for i + 1 to M do
23 if fitness(Pos;) < fitness(Py;) then
24 | Py  Pos;;
25 end
26 end
/* Seeking the global optimal position */
27 for i <1 to M do
28 if fitness(Pyiy1)) < fitness(Pp;) then
29 | Py Pogny;
30 end
31 end
32 if fitness(Py(i41)) < fitness(Pyt) then
33 ‘ Py + Pyeyry;
34 end
35 end

36 (W0,a%0°) « P,
37 Step3:Supervised fine-tuning of the DNN network based on
back-propagation algorithm;
input : X5, Y, W% a® 0% ¢, I, k, p,d, I, f.
output: X', V' {W* a*,b*}.

FIGURE 20. Training process and pseudo code of PSO-BDNN.

The BDNN constructs a multi-hidden layer network
structure with excellent performance in regression prediction
analysis through an unsupervised greedy layer-by-layer
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training algorithm, however, the BDNN is susceptible to fall
into a local optimum situation due to random initialization
when calculating the weights, thus this paper uses the PSO
algorithm to optimize the weights to obtain better BDNN
performance. The framework of the CFDR model based on
PSO-BDNN in this section is shown in Fig. 19.

The optimization of the BDNN through the PSO algorithm
mainly involves treating the parameters to be optimized in
the DBN, such as connection weights and biases, as the
parameters of the individual position vectors of the particle
swarm (the mapping relationship is in the form of floating-
point encoding, as shown in (7) and (8)), and putting them
into the particle swarm for iterative optimization, and seeking
the most suitable value by comparing the final error, at which
time the position vector parameters of the particle represents
the optimal parameters value of the DBN network, and the
optimized parameters is used as the initial parameters of the
DNN.

Pos = (Wl(k), Wz(k), SN W,Elk), a§k), agk), v a®

k k
b b, o) ©)
pos; = (W, ¥, ") (10)

where, m is the number of neurons in the last hidden layer
of the DBN, W is the connection weight, a is the bias of the
visible layer, and b is the bias of the hidden layer.

As shown in Fig. 20, the training process of PSO-BDNN
is as follows.

First, the DBN was conducted unsupervised pre-training
layer-by-layer to obtain the weight parameters.

Second, the PSO algorithm is used to optimize the
parameters which are mapped with the parameters of the
individual position vector of the particle population and then
adjusted by the PSO algorithm.

Finally, the optimized and adjusted weight parameters
were used as the initial parameters of the DNN, and the
parameters were fine-tuned by selecting certain criteria. Take
the fine-tuned weight parameters as the parameters of CFDR
model.

where, C| is the individual experience learning factor, C
is the group experience learning factor, D is the number
of independent variables, M is the group scale, Gy iS
maximum iterations, V. is the particle maximum velocity,
Vimin 1s the particle minimum velocity, Posy is the particle
position upper boundary, Posy is the particle position lower
boundary, W is the inertia factor, 7 is the learning rate, Pp
is the individual optimal position, P, is the global optimal
position.

To verify the convergence speed and global optimization-
seeking ability of PSO, three typical benchmark functions
such as sphere function, shaffer function and griewank
function are selected for performance testing of BDNN and
PSO-BDNN respectively, and MAE is used to characterize
the accuracy of the algorithm.

To carry out the algorithm comparison, the number of
iterations were all chosen to be 6000. In the PSO algorithm,
the particle scale was set as 30, the two learning factors C1
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FIGURE 21. Sphere function image and convergence process of BDNN
and PSO-BDNN based on the sphere function.

TABLE 4. The range of the normalized Xi value.

Xi Xi X2 X3 X X7
Range 0.10-0.88 0-0.72 0.10-0.55 0.28-0.61  0.38-0.55
Xi Xs Xo X X2 X3
Range 0.30-0.80  0.30-0.80 0-0.60 0-1 0-1
Xi Xia Xis Xi6 X7 Xis
Range 0-1 0-1 0.19-0.98  0.06-0.88  0.06-0.85
Xi X9 X20 Xa1 X2
Range 0.02-0.85 0.14-0.95 0.08-0.81 0.05-0.92

and C2 were both 2, the initial inertia factor was 1.5, and the
inertia factor was 0.4 at the maximum number of iterations.
To eliminate randomness, 10 experiments were conducted
each time and the average value was taken to compare the
training accuracy of BDNN and PSO-BDNN.

Sphere function is shown in (11).

f@)=>x2 =30 <x <30 (11)

i=1
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FIGURE 22. Shaffer function image and convergence process of BDNN
and PSO-BDNN based on the shaffer function.

The sphere function belongs to the symmetric nonlinear
function with a single peak, it is simpler and mainly used
to test the algorithm’s optimization-seeking accuracy. The
function achieves the minimal value when x; =0. Fig. 21
shows the three-dimensional image of sphere function when
the dimension is 2 and the convergence process of BDNN and
PSO-BDNN under the sphere function.
Shaffer function is shown in (12).

(sin\/x2 + y2)2 -0.5

fx,y) =05+
1.0+ 0.001 (x2 +2)?

,—30<x,y<30

12)

The shaffer function belongs to the multi-peaked function.
Fig. 22 shows the three-dimensional image of the shaffer
function when the dimension is 2. As can be seen from the
Fig.22, the shaffer function undergoes strong oscillations and
is harder to converge to the global optimum. Fig. 22 also
shows the convergence process of BDNN and PSO-BDNN
under the shaffer function.

Griewank function is shown in (13).

(sin\/x2 + y2)2 -0.5

f&x,»=05+ ,
1.040.001 (x2+y?)°

—30<x,y <30

(13)
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FIGURE 23. Griewank function image and convergence process of BDNN
and PSO-BDNN based on the griewank function.

The griewank function is also a multi-peaked function, its
image has the characteristics of rotation and non-separability.
Fig. 23 shows the three-dimensional image of the griewank
function when the dimension is 2 and the convergence process
of BDNN and PSO-BDNN under the griewank function.
It can be seen that the griewank function has unlimited
number of local optima, which is easy to fall into local
optima.

From Fig. 21, Fig. 22 and Fig. 23, it can be seen
that both BDNN and PSO-BDNN fastly converge to the
optimal value, but PSO-BDNN converges faster and with
higher accuracy. Even under the shaffer function, PSO-
BDNN gradually converges to the equilibrium state and
maintains a higher accuracy level with the increase of
the number of iterations, although a stronger oscillation
occurs.

B. ANALYSIS OF THE RECONSTRUCTION EFFECT OF CFDR
MODEL BASED ON PSO-BDNN

To further verify the performance of the PSO-BDNN, the
reconstruction effects of the CFDR models based on the
BDNN and the PSO-BDNN are compared, as shown in
Fig. 24(a) and Fig. 24(b). Similarly, this section conducts
comparison and analysis for misssion indicators. To make
the observation clearer, the first 7-dimensional data are taken
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FIGURE 24. Reconstruction effects of the CFDR models based on the
BDNN and the PSO-BDNN. (a) BDNN; (b) PSO-BDNN.
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for comparative analysis in this subsection, where x; is the
normalized original data value of ith mission indicator, xl-’ is
the reconstruction value.
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FIGURE 26. Reconstruction effect of the mission indicators under the two
CFDR models. (a) BDNN; (b) PSO-BDNN.

It can be seen from Fig. 24 that the reconstruction accuracy
is improved to a greater extent after the optimization of the
BDNN through PSO, which is due to the weight parameters
obtained from the unsupervised pre-training process are
optimized and adjusted by PSO, then they are used as the
initial parameters of the DNN, which avoids bringing the
large accumulated errors during the training process of
the DBN into the DNN, and thus the accuracy is improved
to a greater extent.

Vi. CFDR MODEL VALIDITY VERIFICATION
A. CAPABILITY FITTING EFFECT COMPARISON
The network of the CFDR model is optimized and a better
network structure is determined. On this basis, 1000 groups of
test schemes are selected to input the CFDR model to obtain
the corresponding capability indictor (including mission
indicators, sub-capabilities and SoS capability) values which
are compared to the values obtained through SAR simulation
system, then analyzed results to verify the effectiveness of the
CFDR model.

The mission indicators of SAR SoS focus on the 22 indi-
cators in Fig. 7 which are derived from the SAR simulation
system, and the expressions of the SAR SoS capability are
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FIGURE 27. Sub-capability values under the two CFDR models. (a) BDNN;
(b) PSO-BDNN.

shown in (14) and (15), which is CEFERC SoS capability
calculation model, and the expression of the sub-capabilities
is shown in (16).

Csos = f (Cc,, Cg,, Cr, Cg,, Cg, Cc,) (14)
W, W, W, W,
Csos =k - CC]CCI . CE]CEI . CI‘;VCF . CE2CE2 . CX/CR . CCZCCZ
(15)
. Wi
G =[] (16)
j=1

where, C,,s is the capability of the whole SAR SoS,
Cc,,Ck, Cr,CE, Cg and Cc, are the capability of completing
mission, the capability of executing action, the capability
of fighting enemies, the capability of evading enemies,
the capability of resisting attacks and the SAR mission
cost, respectively, Wee , Weg, , Wer, Wey, s Weg, Wey, are the
weight corresponding to each sub-capability, respectively,
which can be derived from the AHP analysis method, and
k is the correction coefficient, Cy is the kth sub-capability,
k =1,2,...,6, g is the jth mission indicator within the
kth sub-capability, w; is the weight of gi;(i.e. normalized
X; value).
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TABLE 5. Mission indicator values from the three types of data.

Xi Original Data Reconstruction Data (BDNN)  Reconstruction Data (PSO-BDNN)
Xi 0.125 0.375 0.875 0.120  0.375 0.800 0.125 0.375 0.750
X, 0400 0300 0.200 0450 0.350 0.200 0.400 0.300 0.250
X3 0400 0200 0.500 0450 0.250  0.500 0.400 0.200 0.550
Xe  0.500 0.400 0.600 0.400 0.500 0.500 0.500 0.310 0.500
X5 0.400 0.500 0.400 0.380 0.500 0.400 0.500 0.400 0.400
Xs 0.600  0.400 0.600 0.600  0.500 0.700 0.600 0.500 0.600
Xo  0.670 0.670  0.330 0.800 0.800 0.333 0.667 0.667 0.333
X1 0500 0.600 0.100 0.600  0.600  0.100 0.500 0.500 0.100
Xi2 0.000 1.000 0.750 0.000 0.750  0.760 0.000 0.760 1.000
X3 0.750  0.000 1.000 0.760  0.000 1.000 0.740 0.000 1.000
X 1.000 1.000  0.000 1.000  1.000  0.000 1.000 0.000 1.000
Xis  1.000  0.000 1.000 1.000  0.000  0.000 1.000 0.000 0.000
Xis  0.675 0.200 0.987 0.625 0.187 0.833 0.627 0.187 0.926
Xi7 0367  0.067 0.873 0.367 0.060 0.820 0.467 0.063 0.877
Xisg 0.462  0.063 0.851 0.442  0.069 0.730 0.456 0.069 0.838
X 0425 0.015 0.843 0.427 0.050 0.657 0.427 0.016 0.833
X 0418 0.151 0.676 0.400 0.140 0.725 0.418 0.140 0.676
X1 0.310  0.085 0.648 0.249  0.100  0.645 0.340 0.086 0.645
X2 0288  0.050  0.669 0.285 0.080  0.675 0.246 0.050 0.675
TABLE 6. Sub-capability values and SoS capability values calculated from the three types of data.
Sub-capability
Type of Data Csos
CCI CEI CF CEz CA CC: i
Original Data 0.825 0.443 1.575 0.643 0.806 1.508 0.802
Reconstruction Data (CFDR model based on BDNN) 0.712 0.399 1.425 0.752 0.756 1.116 0.696
Reconstruction Data (CFDR model based on PSO-BDNN) 0.748 0.410 1.725 0.720 0.788 1.802 0.724
Accuracy (BDNN) 86.3% 90.0% 90.5% 83.0% 93.8% 74.0% 86.8%
Accuracy (PSO-BDNN) 90.7% 92.5% 90.5% 88.0% 97.8% 81.5% 91.3%

The range of the normalized X; value (i.e. value distribution
of mission indicators) is shown in Fig. 25 and Table 4.
In addition, the indicators with small variation intervals or
take essentially constant values would not be listed in this
study.

The mission indicator values from three ways are shown
in Table 5. Fig. 26 gives the reconstruction effect of mission
indicators under the two CFDR models, and it can be seen
from the Fig. 26 that the CFDR model based on PSO-BDNN
fits the original data better and has higher reconstruction
accuracy compared to the BDNN, which is related to the
introduction of the PSO algorithm to optimize the weight
parameters of the BDNN.

According to (15) and (16), the mission indicators are
calculated to obtain the six sub-capability values and SoS
capability values, the comparison results are shown in Fig. 27
and Fig. 28.

It can be seen from Fig.27 and Fig.28 that the sub-
capability values and SoS capability values calculated from
the reconstructed data obtained from CFDR model based
on PSO-BDNN are closer to those values calculated from
the original data. Therefore, for SAR simulation systems
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TABLE 7. Comparison of main effect index of design indicators under the
three ways.

S,
Design -
Indicators Original Data Reconstruction Reconstruction Data
Data (BDNN) (PSO-BDNN)

X1 0.45985 0.37013 0.46051
X2 0.36956 0.37055 0.37073
X3 0.23978 0.24881 0.29289
X4 0.25848 0.22358 0.26915
X5 0.11284 0.11186 0.12966
X6 0.06529 0.05137 0.06925
X7 0.07353 0.08329 0.06548
X8 0.10866 0.07571 0.10198
Xo 0.03981 0.04048 0.03029
X10 0.14225 0.15137 0.14048
X1 0.14461 0.14024 0.14047
X12 0.15160 0.15997 0.15569

that cannot quickly generate new data, appling the CFDR
model based on PSO-BDNN to it to get the data that
meet the requirements of sensitivity analysis to complete
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TABLE 8. Sorting the main effect index of design indicators calculated under the three ways.

Ranking
1 2 3 4 5 6 7 8 9 10 11 12
Type of Data
Original Data X1 X2 X4 X3 X12 X X10 Xs X8 X7 X6 X9
Reconstruction Data
X2 X1 X3 X4 X12 X10 X11 X5 X7 X8 X6 X9
(CFDR model based on BDNN)
Reconstruction Data
1 X2 X3 X4 X12 X10 X11 X5 X8 X6 X7 X9
(CFDR model based on PSO-BDNN)
BDNN - — - - -
0.92 Sobol sequence is used to sample design indicators to obtain the sampling matrix
—— Cg,s based on original data By Xy X X al e X
0.90 |- [ Cg,s based on reconstruction data| P P L
08 1 l
0.86 |
3 Construct transformation matrix M;, and obtain the output matrix ¥, Yzand?,,
3
5 084 F
2 l
S osf Calculating the corresponding estimates of ¥, Yzand Y),
1 ; 1
ot )= ) (E(110)) =7 (1, 1)
078 | l
076 Calculating the main effect index of the design indicators
1 1 L 1 1 L V( E(yl x))
0 200 400 600 800 1000 vay
Number of tests
FIGURE 29. Main steps of SPS analysis method.
(a)
PSO-BDNN
0.92
— Cy,s based on original data .
0.90 | |—— Co.. based on reconstruction data and SoS capability under the CFDR model based on
PSO-BDNN are 90.2% and 91.3%, respectively. Thus, the
0.88 [ - . R
feasibility of CFDR model as a data generation model is
o086t verified
UV:
5 084
E B. SENSITIVITY ANALYSIS RESULTS COMPARISON
zoomr Sensitivity analysis, as a data-based analysis method, is often
0.80 | used to study the degree to which the model output or model
s itself is influenced by changes in input factors, and is more
' suitable for SoS capability analysis of high-dimensional,
0T . . . . . nonlinear, and complex SoS.

0 200 400 600 800 1000

Number of tests

(b)

FIGURE 28. SoS capability values under the two CFDR models. (a) BDNN;
(b) PSO-BDNN.

the capability sensitivity analysis of the SAR SoS is an
effective way.

Table 6 shows the comparison results of the sub-capability
values and SoS capability values calculated from the three
types of data, respectively, and the data in the table are the
average value of the results of 1000 trials. From Table 6,
it can be seen that the accuracy of sub-capability and SoS
capability under the CFDR model based on BDNN are 86.3%
and 86.8%, respectively, and the accuracy of sub-capability

VOLUME 11, 2023

Based on the above research, sobol power sensitivity (SPS)
analysis method was used to calculate the main effect index
of the input variable (design indicator) and the second-
order interaction effect index of the input variable sum
under the original data and the reconstructed data. The main
effect index and second-order interaction effect index can be
regarded as the sensitivity factor.

The main steps of SPS analysis method is shown in Fig.29.

The main effect index of the design indicators obtained
under the three ways are shown in Table 7, and their ranking
(descending order) is shown in Table 8.

As can be seen from Table 7 and Table 8, compared with
the original data, there is a certain difference in the value of
the main effect index of each design indicator obtained by
CFDR model. However, in terms of ranking, the first 5 design
indicators with the largest main effect index value are the
same, as are the last 5 design indicators with the smallest
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value. The overall ranking under the three ways is not much
different, but the ranking under the CFDR model based on
PSO-BDNN is closer to that of the original data. Thus, the
effectiveness of CFDR model specially the model based on
PSO-BDNN as an analysis data extension method applied to
the sensitivity analysis of insufficient data to obtain reliable
analysis results is verified.

VII. CONCLUSION

This paper introduces CFDR model to solve the problem that
sensitivity analysis method requires high data quantity and
form, while SAR simulation system cannot generate new data
quickly, and obtain the following conclusions:.

1) The CFDR model based on the BDNN can effectively
reconstruct the data required for SoS capability sensi-
tivity analysis, which solves the problem of existing
data not meeting the requirements of sensitivity
analysis, so as to provide corresponding support for
the optimization of the SAR SoS and improve the
effectiveness of the SoS capability sensitivity analysis.

2) With an increase in the number of hidden layers
and the number of neurons in each hidden layer, the
reconstruction accuracy is improved within a certain
range, and the time for training the network increases;
however, compared with the improvement in accuracy,
the increase in the training time is not obvious.

3) When the network structure was increased from one
hidden layer to two hidden layers, the RMSE of the
reconstruction was larger, indicating that the results had
greater volatility, which may be related to the change in
the RBM type.

4) The optimization of the BDNN through PSO improves
the reconstruction accuracy to a greater extent, which
is due to the weight parameters obtained from the
unsupervised pre-training process are optimized and
adjusted by PSO, then they are used as the initial
parameters of the DNN, which avoids bringing the
large cumulative errors during the training process
of the DBN into the DNN, and thus the accuracy is
improved to a greater extent.

5) Through the comparison and analysis of capabil-
ity indicator values and sensitivity analysis results
obtained from CFDR model and results from simula-
tion, the feasibility of this model as a reconstruction
data generation model and the effectiveness of this
model as an analysis data extension method applied
to the sensitivity analysis of insufficient data to obtain
reliable analysis results are verified.

In this paper, the CFDR model based on PSO-BDNN is
used to achieve the fitting of capability analysis model and
data reconstruction, which provides a favorable support for
the analysis of SoS capability sensitivity, and also provides a
certain reference value for other types of SAR SoS or combat
SoS. Meanwhile, the ranking of the sensitivity of design
indicators has a certain engineering significance. On one
hand, it provides strategic support for the commander in
the face of the actual SAR mission. On the orther hand,
it provides reference for future equipment design focus and
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development directionfor for aviation equipment designers.
In this paper, BDNN is used for feature extraction, which does
not require manual participation and automatically extracts
features from original data. However, the initial parameter
setting of BDNN still relies on manual experience. Therefore,
for the next research, some optimization algorithms can
be used to optimize initial parameters, and the optimal
parameters can be dynamically selected according to actual
training errors. So that the features BDNN extracts can
better characterize the input data. The CFDR model proposed
in this paper is more suitable for sensitivity analysis of
SoS effectiveness or capability when indicators can be
measured (specific values can be obtained through tests
and other methods), output is comprehensively affected by
multidimensional parameters.
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