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ABSTRACT This research manuscript proposes an Improved Manta Ray Foraging Optimization (IMRFO)
algorithm for the power system congestion cost problem. The goal of the proposed Congestion Management
(CM) strategy is twofold: firstly, the Generator Sensitivity Factors (GSF) is determined to select and involve
the most influential power system generators that will reschedule their real power to alleviate the excess
power flow in congested transmission lines. Secondly, the IMRFO has been developed and applied to attain
the minimum possible congestion cost. The IMRFO has been formulated with the inclusion of correction
factors in the exploration and exploitation phases to improve the coordination between these phases. The
effectiveness of IMRFO has been measured considering its effective performance on the 23 conventional
benchmark functions. 39 busNewEngland and IEEE-118 bus test system has been utilized to authenticate the
effectiveness of the CM approachwith the application of IMRFO. The outcomes highlight that the congestion
cost achieved with IMRFO has been reduced by, of 16.08%, 13.73%, 11.78%, and 4.48 % for the 39-bus
system and 14.84%, 12.97%, 9.63%, and 6.85% for 118 bus system when compared to the Bacteria Forge
Optimization (BFO), Grey Wolf Optimization (GWO), Sine-Cosine Algorithm (SCA), and Original MRFO.
The results gainedwith the implementation of IMRFOon the CMproblem portrays appreciableminimization
in the congestion cost, enhancement in the system voltage and losses, generates better convergence profile
and computational time when contrasted with the recent optimization methods.

INDEX TERMS Manta ray forge optimization, meta-heuristic technique, optimal power flow, optimization,
power rescheduling, sensitivity analysis.

I. INTRODUCTION
The deregulated mode of power system operations has given
rise to intense competition among its market players. Each
player in the electricity market tries to achieve maximum
profit based on the power transactions which has necessi-
tates the utilization transmission corridors to its full capacity
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for power transmission. In such scenarios, the power gen-
eration must match the load demand to maintain an opti-
mal power system operation. Any mismatch between the
generation and load may lead to the violation the transfer
limits which may give rise to a congested power system
network. Thus, it becomes the major responsibility of the
Independent System Operator (ISO) to maintain the reliabil-
ity and stability of the power system network by reliving the
congestion.
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The task of managing the congestion has been an integral
issue with heightened competition in the electricity market.
The proliferation of auxiliary facilities and the consolidation
of networks result in the emergence of a competitive spirit
among the market players. Maintaining the operation of the
transmission lines below its thermal limit with the imple-
mentation of the optimal power generation is an effective
approach to manage the congestion. The congestion in the
power system network can significantly affect the technical
and financial component of the power system and is one
of the primary issues faced by the ISO. This enables the
power market players to utilize the transmission network to
its maximum limits. This scenario necessitates the adaptation
of effective CM strategies.

There are several CongestionManagement (CM) strategies
that have been implemented by the by the power system oper-
ators to maintain an optimal power system operation. In [1],
Hobbie et al. planned a model parameterization method for
analysing the effectiveness of the renewable energy sys-
tem’s behaviour towards mitigation of the congestion in
the power system grid. Chakravarthi et al. in their research
developed a controller based model for CM that can control
the performance of Battery Energy Storage System (BESS)
and can reschedule the generators based upon the actual
signal received from the congested power system grid [2].
Sarwar et al. adopted the optimal placement of the Distri-
bution Generation (DG) considering the locational marginal
pricing scheme to manage the line flows. Hybrid swarm opti-
mization techniques has been implemented in their work for
the optimal placement [3]. In another research, Roustaei et al.
managed congestion with the transmission switching appli-
cation to enhance the system stability by controlling the
active and reactive power measurements of the power system
transmission lines [4]. Prajapati and Mahajan formulated a
demand response based CM with the implementation of the
Monte Carlo simulation to control the unpredicted nature
of the power delivery by the renewable energy sources [5].
Jasmine et al. implemented the FACTS devices to manage the
congestion for the bilateral, and multi-lateral transactions [6].
Deepti et al. formulated a CM approach which aim towards
maintaining the power purchase agreements while utilizing
the reserved capacity in the electricity markets. The CM has
been performed with the implementation of the GR approach
with the security constrained optimal power flow [7]. In gen-
eral, the ISO adopt the Generator Rescheduling (GR) among
the various CM strategy because the implementation of the
GR doesn’t require significant modifications in the power
system network topology and is considered as the most
economical CM strategy.

A. LITERATURE SURVEY
The CM strategies perform an essential role in deregulated
framework of power system to assure normal power system
operations. Details of CMmethodologies based on the in sev-
eral types of electricity market structures can be found in [8].

Wang et al. in their research introduced the effective manage-
ment of the storage devices inmuti-area power system context
to manage the congestion and frequency through a virtual
storage plant. In their research a distributed optimization
approach has been adopted for the coordination of the virtual
storage plants and mitigating congestion in the tie line power
flow while providing frequency support [9]. Zhou et al. pro-
posed a CM strategy that consider the determination of the
congestion cost sharing in the electricity market, and the
other is the procuring of the services in the ancillary service
market that aim towards the congestion cost minimization.
They incorporated the cost and benefit constraints in the CM
model to diminish the economic loss that are subjected to
the grid and consumers [10]. Faheem et al. implemented a
game theoretic approach to mitigate congestion considering
the penetration of the electric vehicles in the microgrid. The
optimal charging and discharging procedures of the electric
vehicles are conducted to mitigate the situation of congestion
while minimizing the change in the power injected by the
electric vehicles [11]. Shen and Wu, proposed a dynamic
tariff approach for day-ahead CM considering the uncertainty
in the dynamic tariff framework. Their work illustrated that
their proposed dynamic tariff framework method can handle
the congestion adeptly under the uncertain condition while
considering the SO forecast errors [12]. Voswinkel et al.
proposed Shapley value game theoretic approach to share an
over-all surplus produced by the partnership of the market
established on their marginal assistances to their participa-
tion in the electricity market. They utilized this approach to
share the CM costs between the power system grid essen-
tials depending on individual supports to the aggregated CM
costs [13].

TheGenerator Rescheduling (GR) technique, as well as the
utilisation of Optimal Power Flow (OPF), have traditionally
been considered very competent methods for CM. In [14]
an OPF based approach considering the GR technique has
been developed to control the transmission of excess power
flowing through the lines. In another research, Srivastava
and Yadav proposed a hybrid lion and moth search tech-
nique for the optimal GR of real power to alleviate con-
gestion while maintaining the stability limits [15]. In [16],
Yesuratnam and Thukaram also used the GR technique for
CM. The generators, whose power need to be rescheduled
have been considered in accordance to the Relative Electrical
Distance (RED). Azab et al. formulated a GR method with
the inclusion of the renewable energy sources. The objec-
tive of their research work aimed towards minimizing and
maximizing the rescheduling cost and power system relia-
bility respectively for CM [17]. In [18] Kumar and Shekhar
portrayed a comparative study based on GR to minimize the
effect of congestion considering best location for the Unified
Power Flow Controller (UPFC). Dutta and Singh in their
research, rescheduled the generators based on the sensitivity
analysis and Particle Swarm Optimization (PSO) has been
implemented to attain congestion cost minimization. [19].
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Hazra et al. used a combination of GR and energy con-
sumption on the load side to lighten the congestion in the
network [20]. Agrawal et al. developed a CM model based
on the hybrid neural network with the application of GR for
the spot electricity market model [21]. In [22], Verma and
Mukherjee proposed a Firefly Algorithm (FFA) to curtail the
rescheduling cost involved in the handling the congestion in
the power transfer corridors. Pandya et al. managed conges-
tion by selecting the generators taking part in the rescheduling
approach for CM based on the power sensitivity parameters.
The output of the generators are adjusted considering the
generator sensitivity values, and the rescheduling cost is cal-
culated correspondingly [23]. In another research for CM, the
combination of a generator rescheduling strategy and demand
response has been implemented to decrease line overloading
while keeping congestion costs to a minimum [24]. Raja et al.
in their research performed CM using Nelder Mead -Grey
Wolf Optimization to reschedule the active power of the gen-
erators [25]. Deb et al. in their research have developed the
Artificial Bee Colony (ABC) algorithm to optimally manage
generators’ power delivery for congestion alleviation [26].

The competitive energy market operations have prompted
the development of efficient optimization algorithms that are
very successful in addressing power system issues with pre-
cise and better outcomes. The power system researchers have
used deterministicmethodologies, which include the classical
method of approaches, to analyse the optimum power pro-
duction and dispatch issue. The optimal power system oper-
ations issues have been studied using a variety of traditional
approaches such as nonlinear programming [27], quadratic
programming [28], andmixed integer programming [29]. The
application of these deterministic approaches are restricted
to a number of model constraints, including correct applica-
tion of differentiability and convexity [30]. In such scenarios
the results delivered with these approaches are significantly
impacted by the starting solution, which may have a potential
tendency to get restricted into regions of local optima. In such
situations, stochastic techniques are a more effective alter-
native in comparison to deterministic calculations since they
circumvent the drawbacks introduced by the application of
deterministic techniques. This scenario encourages the imple-
mentation of the heuristic and meta-heuristic techniques,
since they are substantially more capable of delivering greater
outcomes than deterministic procedures [31], [32]. Several
researchers in their research studies have adopted such similar
effective techniques to identify the appropriate solution for
optimum power production in order to ensure sustainable
power flow through transmission corridors. PSO [19], Grav-
itational Search Algorithm (GSA) [33] ABC [28], FFA [22],
Flower Pollination Algorithm (FPA) [34], Cuckoo Search
Algorithm (CSA) [35], and improved Crow Search Algo-
rithm (CSA) [36] are some of such approaches implemented
to supervise the optimal power system operations. Suitable
assortment and adjustment of the control parameters related
to the meta heuristic techniques has a substantial impact
on the solution achieved with its application. Meta-heuristic

techniques provide a realistic alternative for achieving opti-
mum solution with less computing processes. The integral
goal of this proposed work is to develop and adopt an
appropriate optimization strategy for the CM issue that will
have a substantial impact on the expected output for cost
minimization.

In the year 2020, Zhao et al. developed a swarm-based
optimization method mimicked from the framework of manta
ray foraging behaviour and has been termed as Manta Ray
Foraging Optimization (MRFO) [37]. Application of MRFO
in engineering optimization problems have delivered appre-
ciable outcomes. Abd Elaziz et al. implemented MRFO for
multilevel threshold visual segmentation using fractional
order calculus [38]. Ghosh et al. in their research work
formulated an enhanced MRFO that overcomes the issue of
feature selection [39]. Xu et al. implemented MRFO, for
the optimization and analysis of a high-temperature proton
exchange membrane fuel cell [40]. In [41], Hemeida et al.
utilized MRFO to achieve the optimal position for the DGs in
the consumer side to enhance the voltage profile. Fathy et al.
suggested an optimal maximum power point tracker
using MRFO [42].

It can be seen that conventional MRFO has delivered
considerable outcomes related to engineering optimization
problem but MRFO has the drawbacks of limited exploration
and exploitation capability, declining population variety, and
a propensity to slip into local optimum. These flaws are
mostly the result of disparity in the algorithm’s exploitation
and exploration phases. Thus, to overcome these shortcom-
ings, an ImprovedMRFO (IMRFO) has been formulated with
the inclusion of the improvement factors that will maintain
an effective coordination in the exploration and exploitation
phases. Appropriate assortment and adjustment of the param-
eters and constraints related to the meta heuristic approaches
has a substantial impact on the solution achieved with its
application.

The contribution of the research work can be stated as:
(i) Formulation of a CM approach with the optimal man-

agement of real power from the most sensitive generators that
are selected considering generators sensitivity factor.

(ii) An Improved MRFO (IMRFO) has been proposed to
implement it as an effective optimization technique to mini-
mize the congestion cost by optimally rescheduling the real
power of the generators.

(iii) Potency of the IMRFO has been tested on the
conventional benchmark functions and the effectiveness of
IMRFO has been analysed with its application on 39-bus
New England system and a higher power system network
of 118 bus system for CM with optimal minimization of
congestion cost.

(iv) Comparative analysis has been established to highlight
the efficacy of the proposed CM approach by comparing the
results delivered by IMRFO with the results obtained with
optimization algorithms likeGradientmethod, Bacteria Forge
Optimization (BFO), Grey Wolf Optimization (GWO), Sine-
Cosine Algorithm (SCA), and Original MRFO.
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TABLE 1. Unimodal benchmark functions representations.

The organization of this manuscript has been portrayed as:
Section II highlights the problem formulation, conventional
Manta Ray forge Optimization algorithm has been described
in Section III, Section IV portrays the Improved Manta ray
Forge optimization algorithm for the CM and represents its
performance analysis. Section V states the Results and dis-
cussion and Section VI states the conclusion of the research
work.

II. PROBLEM FORMULATION
The generators within the power system framework have
varying sensitivities towards the congested line power flow.
The variation in the power flow within a congested trans-
mission channel k joining the ith and jth buses due to the
modulation in real power delivered by the gth generator can
be stated as the Generator Sensitivity Factor (GSF). This can
be represented mathematically as follows:

GSFg =
1Pij
1PGg

(1)

Here in Equation (1) 1Pij represents the variation in the
real power flowing in the congested transmission channel
between the ith and jth buses and 1PGg is the g

th generator’s
real power output. ISO identifies the generators with the most
deviated GSFs and engage those generators to involve in CM
strategy.

The power flow associated with the congested line can be
represented as:

Pij = −V 2
i Gij + ViVjGij cos(θi − θj) + ViVjBij sin(θi − θj)

(2)

Here in Equation (2),Gij is the conductance and Bij resem-
bles the susceptance of the transmission channel, voltage
magnitude is denoted by Vi and θi represents the phase angle.
Neglecting the P-V coupling, Equation (1) can be represented
as:

GSFg =
∂Pij
∂θi

.
∂θi

∂PGg
+

∂Pij
∂θj

.
∂θj

∂PGg
(3)

The first term corresponding to both of the two product
component in Equation (3) can be found by differentiating
Equation (2), which is represented as follows:

∂Pij
∂θi

= − ViVjGij sin(θi − θj) + ViVjBij cos(θi − θj) (4)

∂Pij
∂θj

= + ViVjGij sin(θi − θj) − ViVjBij cos(θi − θj)

= −
∂Pij
∂θi

(5)

The real power injection at the hth bus can be stated as:

Ph = PGh − PDh (6)

Here in Equation (6), PDh represents the power demand at
the load bus h and Ph can be represented as:

Ph = Vh
n∑
t=1

((Ght cos(θh − θt ) + Bht sin(θh − θt ))Vt )

= V 2
hGhh+Vh

n∑
t=1
t ̸=h

{(Ght cos(θh−θt )+Bht sin(θh−θt ))Vt }

(7)

Here n denoted the total number of buses.
Differentiating Equation (7), w.r.t. θh and θt can be repre-

sented as:

∂Ph
∂θt

= VhVt {Ght sin(θs − θt ) − Bht cos(θs − θt )} (8)

∂Ph
∂θh

= Vh
n∑
t=1
t ̸=h

{(−Ght sin(θh − θt ) + Bht cos(θh − θt ))Vt }

(9)

The incremental changes in real power at system buses and
voltage phase angles may be stated as:

[1P]n×1 = [H ]n×n [1θ ]n×1 (10)
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TABLE 2. Multi-modal benchmark functions representations.
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TABLE 3. Performance comparison of IMRFO with MRFO, GWO,SCA,BFO for the unimodal and modal benchmark functions.
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TABLE 3. (Continued.) Performance comparison of IMRFO with MRFO, GWO,SCA,BFO for the unimodal and modal benchmark functions.

[H ]n×n =



∂P1
∂θ1

∂P1
∂θ2

. . . . . . . .
∂P1
∂θn

∂P2
∂θ1

∂P2
∂θ2

∂P2
∂θn

:

:

∂Pn
∂θ1

∂Pn
∂θ2

. . . . . . . .
∂Pn
∂θn


n×n

(11)

[1θ] = [H ]−1 [1P]

= [M ] [1P] (12)

where,

[M ] = [H ]−1 (13)

The values of M in Equation (13) needs to be found out
in order to get the values associated with ∂θi/∂PGg and
∂θj/∂PGg in the Equation (3). [H ] resembles a singular matrix
of rank one deficiency and cannot be directly invertible.

In this work, the slack bus has been designated as number 1,
thus the elements corresponding to the first row and first
column of [H ] are neglected to form the [H−1] matrix, which
is inverted to get the [M−1] matrix, where ()−1 resembles the
matrix with its first row and column deleted. Thus, consider-
ing this relation the following mathematical relation can be
represented:

[1θ−1] = [M−1] [1P−1] (14)

Adding the element 1θ1 to Equation (14) yields the actual
vector [1θ], and can be represented as:

[1θ ]n×1 =

[
0 0
0 [M−1]

]
n×n

[1P]n×1 + 1θ1


1
1
.

.

.

1


n×1

(15)
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FIGURE 1. Comparative representation of unimodal and multimodal benchmark function and convergence profile for IMRFO with MRFO,
GWO,SCA,BFO.
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FIGURE 1. (Continued.) Comparative representation of unimodal and multimodal benchmark function and convergence profile for IMRFO with MRFO,
GWO,SCA,BFO.
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FIGURE 2. IMRFO flow chart for CM.

The second component of the mathematical expression in
Equation (15) can be neglected as 1θ1, because the change
in the phase angle corresponding to the slack is considered as
zero. Thus, Equation (15) can be represented as:

[1θ]n×1 =

[
0 0
0 [M−1]

]
n×n

[1P]n×1 (16)

The values corresponding to the elements ∂θi/∂PGg and
∂θj/∂PGg can be fetched from Equation (16). The GSF values
is determined considering the slack bus as the reference bus.
Thus, The GSF of the slack bus generator is zero for the
congested line.

In the power system framework, the power delivery of all
the generators does not create significant impact of the power
flow of the congested lines. For a specific congested line, the
power flow in it is highly influenced by the power delivery
of some selective critical generators within the system. Thus,

TABLE 4. Parameters for BFO, SCA, GWO, MRFO, IMRFO.

Algorithm 1 Pseudocode of IMRFO for CM
Initialize the manta ray population size NP=30.
Set the maximum iteration T=300
Compute the fitness for search agents and determine the
best solution xbest
while (iterations< maximum iterations) do

for i=1 to NP do
if (rand<0.5) then // Cyclone foraging

if (iter/itermax< rand) then
Update position of the search agent by
Equation (33)
else
end if

else // Chain foraging
Position update using Equation (32)
end if

Determine the individual fitness values
corresponding to each of the search agents
then Update xbest in case there exists a better
solution
//Somersaulting foraging
for i=1 to NP do
Update the search agent position using Equation (29)
Compute the fitness for each individual
then Update xbest in case of better solution
end for
iteration=iteration+1

end while
Return the best solution

for effective performance only those selective generators are
selected based on the GSF.

GSF represents the amount of active power flow that would
vary along a congested transmission channel/path linking
bus-i and bus-j as a result of small alteration in the real power
injection by the gth generator. ISO identifies the generators
with the most deviated GSFs and engage those generators
to participate in CM strategy by rescheduling their power
outputs.

The minimization of the Congestion Cost (CC) is achieved
by considering the price bids and optimal real power resched-
uled by the generators participating in CM which can be
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represented as:

CC = minimize
Ng∑
g=1

Cg(1Pg)1Pg (17)

Here in Equation (17), Cg represents the generator’s price
bids in ($/MWh), 1Pg resembles the adjustment in the
amount of the real power at the bus g and Ng states the total
number of participating generators in CM.

Constrains for the proposed CM optimization problem:

Ng∑
g=1

((GSFg) ∗ 1Pg) + PF0
k ≤ PFmax

k (18)

1Pmin
g ≤ 1Pg ≤ 1Pmax

g (19)

1Pmin
g = Pg − Pmin

g (20)

1Pmax
g = Pmax

g − Pg (21)
Ng∑
g=1

1Pg = 0 (22)

Here Pmax
g and Pmin

g are the maximum andminimum power
generating boundaries of the generators. PF0

k and PFmax
k are

the actual power flow in the kth line and the maximum power
flow of the kth line respectively. The solutions of the power
flows are not necessarily required during the optimization
process. In the CM optimization problem, Equation (22)
handles the power balance scenario, except accounting for
the losses. After the complete execution of the optimization
process the allocation of real power generation is done at
the slack bus which addresses the system losses. The details
execution is represented as:

Step1: Run load flow and find out the congested lines.
Step 2: Fetch the values of the parameters from load flow

solutions that are required for the optimization process (this
also includes the incorporation of the upper limit and lower
limit of the system constrains that are required for the opti-
mization problem).

Step 3: Run the optimization process with the incorpora-
tion of the load flow parameters in it. Compute the objective
function as the congestion cost in the optimization process
while satisfying the Equality and In equality constrains.

Step 4: At the end of the optimization process, fetch the
optimal system parameters from the optimization process and
feed them independently to the load flow routine ones again
to verify whether the parameters are satisfying the test system
constraints.

III. MANTA RAY FORAGING OPTIMIZATION
The Manta Ray Foraging Optimization (MRFO) has been
developed by Zhao et al. in the year 2020. The framework of
the MRFO has been developed from the foraging behaviour
of manta ray [37]. The MRFO framework is based on the
three-foraging behaviour (chain, cyclone, and somersault)
of manta ray. Like the other swarm inspired optimization

FIGURE 3. Test system framework of 39-bus new england system.

TABLE 5. Generator sensitivity factors for the congested line L(15-16).

approaches, MRFO also generates its population in a ran-
domly within the vicinity of the search space. The updat-
ing mechanism for these generated population is performed
based on the three-foraging methodology (chain, cyclone and
somersault foraging).

A. CHAIN FORAGING
The manta rays link their head and tail to a systematic line to
develop the foraging chain. The best solution for the MRFO
is projected based on the higher concentration of plankton
which signifies the target prey. Maintaining the foraging
chain, the group of manta ray individuals follow the first
manta ray individual, that moves forward and traces the path
for the food. The chain foraging can be stated as:

x t+1
i =


x ti + r1(x tbest − x ti )+
α(x tbest − x ti ), i = 1
x ti + r2(x ti−1 − x ti )+
α(x tbest − x ti ), i = 2, 3, . . . .NP

(23)

α = 2 · r3 ·
√

|log(r4)| (24)

Here in Equation (23) x ti denotes the i
th individual position

at t th generation. ri is the random vector ranging from [0,1]
for the i= 1,2,3,4. xbest resembles the best optimal individual
which signifies the highest concentration of plankton. The
population number is denoted as NP and α as the weighted
coefficient.

B. CYCLONE FORAGING
The manta rays whenever locate the plankton underneath the
ocean water, they travers towards the food in the form of
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TABLE 6. Representation of results opted with Gradient method, IMRFO, MRFO, SCA, GWO, and BFO for 39-bus system.

FIGURE 4. Rescheduled real power with RED [16], PSO [19], ABC [26], SCA
[solved], GWO [solved], BFO [solved], MRFO [solved], and IMRFO for
39-bus system.

a spiral while maintaining the long chain while tracing the
movement of the front individual (manta ray). The mathemat-
ically representation of the cyclone foraging is as follows:

x t+1
i =


x tbest + r5(x tbest − x ti )+
β(x tbest − x ti ), i = 1
x tbest + r6(x ti−1 − x ti )+
β(x tbest − x ti ), i = 2, 3, . . . .NP

(25)

β = 2 · exp(r7 ·(itermax−iter + 1)/itermax)·sin(2πr7)

(26)

FIGURE 5. Convergence profile for BFO, GWO, SCA, MFRO, and IMRFO
for CM.

Here in Equation (25), ri is the uniformly distributed ran-
dom vector in the range [0,1] and i =5,6. β signifies the
weighted coefficient. In Equation (26) r7 is a random number
in the range [0,1]. iter is the current iteration count and itermax
is the maximum iterations.

Equation (25) signifies that the food is primarily employed
as a locus for spiral foraging. This allows the exploitation
of the search space within the close location of the food.
Thus, to extend the searching capacity, a randomly generated
location is selected within the region of the search area which
acts as the locus of the spiral foraging. This allow the manta
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FIGURE 6. Representation of CR values for SCA [solved], GWO [solved],
BFO [solved], MRFO [solved], and IMRFO for CM (39-bus system).

FIGURE 7. Representation of comparative system voltage profile for 39
bus system with BFO, GWO, SCA, MFRO, and IMRFO.

rays to look for better regions that are far away from their
present best position.

In the manta ray framework of optimization, the mecha-
nism of random spiral foraging is primarily concerned with
exploration, thus, promoting a tendency of global search for
MRFO. The mathematical model is represented as:

xrand = lb+ r8 · (ub− lb) (27)

x t+1
i =


xrand + r9(x tbest − x ti )+
β(x tbest − x ti ), i = 1
xrand + r10(x ti−1 − x ti )+
β(x tbest − x ti ), i = 2, 3, . . . .NP

(28)

Here in Equation (27) xrand is a random position and ri ∈

[0, 1]. The upper boundary and the lower boundary of the area
of the search space is designated as ub and lb respectively.

C. SOMERSAULTING FORAGING
In this stage, the location of the food is regarded as the pivot
point. Each of the manta ray rotates around the pivot search-
ing for a new spot. This phase is mathematically represented
as:

x t+1
i = x ti + S · (r11 · x tbest − r12 · x ti ), i = 1, 2, . . . .NP

(29)

FIGURE 8. Box plot for BFO, GWO, SCA, MFRO, and IMRFO for the
congestion costs for 39-bus system.

FIGURE 9. Representation of IEEE-118 bus system.

TABLE 7. Computational time for RED [16], PSO [19], ABC [26], SCA, GWO,
BFO, MRFO, and IMRFO.

Here in Equation (29), S is designated as the somersault
factor that determine the somersault range for the manta rays;
based on test run the value of S is taken as 2. r11 and rrr lies
in the range [0,1].

The MRFO governs the phases of exploitation and explo-
ration behaviours by modulating the transformation of
iter/itermax. During the scenario when (iter/itermax) <

rand , the execution of exploration behaviour is conducted,
and the sources of the food are generated in the random man-
ner in the location the search region. During the optimization
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TABLE 8. System parameters representation post CM with RED [16], PSO [19], ABC [26], SCA, GWO, BFO, MRFO, and IMRFO.

TABLE 9. GSF values (118-bus system).

TABLE 10. Representation of results opted with IMRFO, MRFO, SCA, GWO, Gradient method, and BFO (118-bus test system).

process, when (iter/itermax) > rand , the optimal candidate
solution is considered as the reference point, that aids in the
accomplishment of the exploitation phenomenon. In associa-
tion to this a random variable is considered to implement the
process of spiral/chain foraging and sequentially the somer-
sault foraging is executed in the complete process.

IV. IMPROVED MANTA RAY FORAGING
OPTIMIZATION (IMRFO)
The MRFO suffers from the insufficient ability of exploita-
tion, diminishing population diversity, and easily getting
trapped into local optima. These shortcomings are basically
generated due to the improper balance between the explo-
ration and exploitation phases. Thus, to overcome these
deficiencies, the mutual coordination between the phases of

exploration and exploitation in IMRFO has been enhanced
with the incorporation of improvement factors.

In the conventional MRFO, during its initial phase of
execution, the group of plankton is considered as the best
solution. This acts as the target for the other manta rays.
In this scenario, the search agents update their position as
the latest best position using the Equation (23). In the initial
phase of MRFO as the best location of the search agent is
not known, the formerly stated updating mechanism may
lead to the convergence towards the position of the local
optima. In MRFO during the search mechanism, the change
in the position vector is governed by large steps which may
lead to the inefficient exploration of the search space. Thus,
in the conventional MRFO search mechanism, two improve-
ment factors; IF1 and IF2 are introduced to enhance its
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FIGURE 10. Power rescheduled with BFO, GWO, SCA, MRFO, IMRFO (118
bus test system).

FIGURE 11. Convergence characteristics for BFO, GWO, SCA, MRFO, and
IMRFO (118 bus test system).

performance. The modified mathematical representation for
the IMRFO can be represented as:

G =
∣∣α(x tbest − x ti )

∣∣ /IF1 (30)

x t+1
i( mod ified) =


(x ti + r1(x tbest − x ti )+
α(x tbest − x ti ))/IF1, i = 1
(x ti + r2(x ti−1 − x ti )+
α(x tbest − x ti ))/IF1, i = 2, 3, . . . .NP

(31)

The inclusion of the improvement factors aids the manta
ray to traverse in small steps towards the plankton con-
centration while effectively searching the search space.
In Equation (23), the expression α(x tbest − x ti ) signifies the
distance measured between the manta rays and the best
solution in which has been modified to Equation (30) and
the improved chain foraging mechanism is represented in
Equation (31).

The exploitation phase is enhanced with the incorporation
of improvement factors and the modified spiral updating

TABLE 11. Representation of system parameters with IMRFO, BFO, GWO,
SCA, and MRFO for 118 bus system.

FIGURE 12. Comparative representation of voltage profile with BFO,
GWO, SCA, MRFO, and IMRFO (118 bus test system).

TABLE 12. Computational time representation for IMRFO BFO, GWO, SCA,
and MRFO (118 bus test system).

mechanism is represented as:

x t+1
i( mod ified) =


(x tbest + r5(x tbest − x ti )+
β(x tbest − x ti ))/IF2, i = 1
(x tbest + r6(x ti−1 − x ti )+
β(x tbest − x ti ))/IF2, i = 2, 3, . . . .NP

(32)

In Equation (32), the improvement factors enhances the
phase of exploitation by shrinking the spiral within which
the manta ray searches the plankton, thus improving the
exploitation behavior of the optimization algorithm.

In case of the conventional MRFO, during the exploration
stage, the search agent position update is performed based
on the Equation (28). This may result in the random move-
ment of the manta ray. Thus, this scenario in conventional
MRFO is take care for the search agent position update with
the incorporation of the improvement factors in the explo-
ration stage and the modified Equation (33) is represented
as:

H =
∣∣β(x trand − x ti )

∣∣ /IF1 (33)
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FIGURE 13. Box plot for BFO, GWO, SCA, MFRO, and IMRFO for the
generated congestion costs for 118-bus system.

FIGURE 14. Representation of CR values for BFO, GWO, SCA, MFRO, and
IMRFO (118-bus system).

x t+1
i(modified) =


(xrand + r9(x tbest − x ti )+
β(x tbest − x ti ))/IF2, i = 1
xrand + r10(x ti−1 − x ti )+
β(x tbest − x ti )/IF2, i = 2, 3, . . . .NP

(34)

The improvement factors IF1 and IF2 are taken as 2.5 and
1.5, respectively, which has been considered based on several
number of trail runs.

A. PERFORMANCE EVAUATION OF IMRFO
The performance of the IMRFO has been measured on the
23 standard benchmark functions that constitutes of the seven
unimodal and thirteen multimodal functions. The benchmark

function ranges, formulas, optimal solutions, and dimension
are all specified in [32]. The benchmark functions’ details are
listed in Table 1 and Table 2. Outputs achieved with IMRFO
are contrasted to those outcomes obtained using other well-
known metaheuristic methods such as BFO, SCA, GWO and
the original MRFO. In the research, the search agents and
the maximum iteration are set to 30 and 500, respectively,
and the findings are acquired for 30 separate runs. The com-
parative results highlight that IMRFO has shown appreciable
performance in the exploration and exploitation stages. The
average (Avg) and standard deviation (SD), Med (median)
and Worst (worst of the best-so-far solution) values obtained
for IMRFO, BFO, SCA, GWO and the original MRFO in the
last repetition has been stated in Table 3. The convergence
profile of the 23 benchmark functions with IMRFO, MRFO,
SCA,GWO, BFO has been represented in Figure 1. The pseu-
docode for IMRFO for CM is represented in Algorithm 1.
IMRFO flow chart for the proposed CM problem has been
portrayed in Figure 2.

V. RESULT ANALYSIS AND DISCUSSION
The IMRFO has been implemented for the proposed CM
strategy usingMATLAB2016(a) software on a personal com-
puter configuration of 8GB RAM, 3.10 GHz processor and
Windows 11 operating system. The computational outcomes
and the achieved results are analysed and compared under
the same technical environment. The effectiveness of the CM
has been examined using 39 bus New England, and a larger
power system network of IEEE-118 bus system. Compara-
tive analysis of results archived with IMRFO for the CM
optimization problem has been illustrated with the existing
referred algorithms, RED [16], PSO [19], ABC [26]. The
contingencies like multiline contingencies, generator outage,
wheeling transactions can also be considered in this research
work but in order to establish an effective comparison on
similar technical ground with research article RED [16],
PSO [19], ABC [26] the line outage contingencies that are
adopted in these article RED [16], PSO [19], ABC [26] have
been considered in this proposed research. The proposed
approach has also been solved with recent optimization algo-
rithms like Gradient method [solved], BFO [solved], GWO
[solved], SCA [solved], and original MRFO [solved] and
compared with that of the results achieved with IMRFO to
portray the effectiveness of IMRFO for the CM problem.
The parameters of IMRFO, MRFO, GWO,SCA, and BFO
are given in Table 4. The price bids of the generators for
39 bus system and 118 bus system have been represented
in Table 13, and Table 14 in the Appendix section. The
authors/researchers in RED [16], PSO [19], ABC [26] have
considered different generators price bids in their work for
the computation of congestion cost. So, to establish an uni-
form comparative platform the generator price bids stated
in Table 13, and Table 14 have been considered for all the
comparative cases to compute the results for comparison. The
population size corresponding to the IMRFO and the other
implemented optimization techniques has been taken as 30.
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TABLE 13. Price bids for 39 bus new england system [47].

The complete execution of the optimization process has been
executed for30 independent trials with 300 iterations.

A. 39-BUS NEW ENGLAND SYSTEM
The outline of this test system has 10 buses as the generator
buses with 29 load buses. Figure 3 represents the single
line diagram for the 39-bus New England System [46]. The
line L(14-34) joining the buses 14-34 has been tripped. This
tripping of the line L(14-34) has resulted congestion in the
line L(15-16) with the increase in power flow to 628.2 MW
(Line limit 500MW).

The GSFs are considered for the selection of the most
responsive generators that would vary their power output
to modulate the congested line power flow. The generators
showing the most deviated or the most non-uniform GSFs
are considered for power rescheduling as they would sig-
nificantly impact the power flowing in the congested line.
The GSFs computed are highlighted in Table 5. GSF val-
ues of the generators G4,G5, G6, and G7 are uniform and
will not involve in the CM strategy, whereas the generators
G2,G3,G8,G9, and G10 exhibits non-uniform GSFs and are
considered for managing the congestion.

Table 6 highlights the results obtained with the appli-
cation of the proposed IMRFO approach to solve the CM
issue. Table 6 also includes the results obtained using
RED [16], PSO [19], ABC [26], Gradient method [solved],
SCA [solved], GWO [solved], BFO [solved], and original
MRFO [solved] to represent a comparative effectiveness
of the output achieved with IMRFO. Congestion cost of
7018.28$/h has been attained with application of the IMRFO,
which is observed to bemost economical in comparison to the
other adopted techniques that are portrayed in Table 6. The
real power rescheduled for the CM are also represented in
Table 6. The total amount of the real power rescheduled with
IMRFO is minimum among RED [16], PSO [19], ABC [26],
Gradient method [solved], SCA [solved], GWO [solved],
BFO [solved], and original MRFO [solved] that are applied
for CM. The comparative representation of the real power
rescheduled is highlighted in Figure 4.
The convergence characteristics achieved with IMRFO,

and other optimization techniques has been represented in
Figure 5. IMRFO has converged at 78th iteration as com-
pared to the other implemented techniques to deliver the opti-
mal solution. The comparative convergence mobility analysis
based on the Convergence Rate (CR) has been portrayed in
Figure 6. IMRFO has the highest convergence rate among
SCA [solved], GWO [solved], BFO [solved], and original
MRFO [solved] for the CM. The comparative computational

time of SCA, GWO, BFO, MRFO, and IMRFO are repre-
sented in Table 7 and 1 MRFO has appreciably lower com-
putational time. Table 8 highlights the comparative system
loss achieved with the optimization techniques after CM. The
system loss achieved with IMRFO after CM is 57.31 MW
which is appreciably lower than the system loss of 59.98MW
at the time of congestion. The system loss attained with
IMRFO is also minimum among all the optimization tech-
niques considered for alleviating congestion. Table 8 also
shows the per unit (p.u) system voltages scenario after the
CM. The system voltage achieved with IMRFO after CM
is 0.9896 p.u and is appreciable in contrast to the other
techniques applied for CM. The comparative system voltages
profiles with the applied optimization approaches has been
represented in Figure 7. Figure 8 characterises the box plot
generated for the achieved congestion costs with SCA, GWO,
BFO, MRFO, and IMRFO for 30 trials. The performance of
IMRFO is comparatively appreciable than SCA, GWO, BFO,
and MRFO.

B. 118-BUS SYSTEM
The IEEE 118-bus system has been considered to analyze
the CM approach on a large power network. There are a
total of 54 buses that are the generator buses and 64 buses
that are marked as the load buses. Figure 3 represents the
single line diagram of the 118-bus system. The line L(8-5) in
118 bus system has been tripped to create a congestion in the
line L(8-30).

The GSFs determined for the overburdened line L(8–30)
are provided in Table 9. The GSFs for generators G27, G31,
G32, G34, G36, and G40 bears the most deviated GSF values.
The generator G31 has the most negative GSF value and
G34 has the highest positive GSF. As a result, generators
G27, G31, G32, G34, G36, and G40 have been chosen to
participate in CM. The slack bus generator has been selected
to take part in the rescheduling procedure in order to diminish
system losses. Thus, with the GSF approach, the participation
of the generators for CM has been abridged to 7 genera-
tors from 54 generators. It is noticeable that with the GSF
approach, the number of generators whose power outputs
must be rescheduled to control congestion has decreased dra-
matically. The participating generators may be categorized
into two sections considering the GSF values; positive GSF
implies that increasing the generator’s power output raises the
power flow in the congested line, whereas a negative GSF
shows that increasing the generators power output lowers the
congested line power flow.

IMRFO has been applied to adjust the real power delivery
by the generators in order to completely relieve the 62 MW
overload from the congested line. Table 10 lists the output
achieved with the implantation of the CM approach. The cost
of rescheduling achieved to alleviate congestion using the
IMRFO strategy has been 2890.16 $/h, which is apprecia-
bly economical than the other alternatives implemented for
the CM. The congested line power flow with IMRFO has
been curtailed to 198.09 MW and is below its maximum
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TABLE 14. Price bids for 118 bus system [48].

power flow limit. Table 10 shows that the overall amount
of active power rescheduling accomplished using IMRFO is
150.21 MW, and appreciably lower as compared to that with
than with PSO, BFO, GWO, SCA, and MRFO. Table 10
shows the real power rescheduled using IMRFO and other
approaches.

Figure 11 depicts the convergence profile for the implanted
optimization techniques for CM. The IMRFO converged at
112th iteration as compared to the other considered CM strate-
gies. Table 11 represents the system losses and the voltage
achieved in the post CM scenario with the application of
BFO, GWO, SCA, MRFO, and IMRFO. System losses of
136.63 MW is attained with IMRFO and is minimum when
compared to BFO, GWO, SCA, original MRFO. The sys-
tem voltage attained with the IMRFO has been 0.9786 p.u
which is better in comparison to the voltages achieved with
BFO, GWO, SCA, and MRFO. The system voltage profiles
achieved post CM is represented in Figure 12. Figure 13 char-
acterises the box plot generated from the computation of the
congestion costs achieved with SCA, GWO, BFO, MRFO,
and IMRFO for 30 trials. The performance of IMRFO is com-
paratively appreciable than SCA, GWO, BFO, and MRFO.
The comparative computational time of SCA, GWO, BFO,
MRFO, and IMRFO are represented in Table 12. IMRFO has
a computational time of 15.92Sec. andminimum among SCA
[solved], GWO [solved], BFO [solved], MRFO [solved]. The
comparative convergence mobility analysis based on the con-
vergence rate (CR) has been portrayed in Figure 14. IMRFO
has the highest convergence rate as compared to BFO, GWO,
SCA, original MRFO.

VI. CONCLUSION
This research work portrayed an effective CMmethod for the
power transmission system. The GSF approach included in
this research assisted in the assortment of the sensitive gen-
erators that are considered to reschedule their power output.
The CM with GSF approach has been beneficial for a higher

power system network where the total system generators
contributing for the CM can be reduced making the CM
strategy robust and economical. The proposed IMRFO with
the incorporation of improvement factors has been successful
to mitigate the transmission system congestion. Validation of
the proposed approach has been done on 39-bus NewEngland
system and IEEE 118 bus system.

Comparative performance analysis has been established
between the results achieved with IMRFO and the results
obtained with RED, ABC,PSO, SCA, BFO, GWO, and
MRFO to highlight the effectiveness of IMRFO approach
for CM problem. The application of IMRFO has resulted
in the reduction of 16.08%, 13.73%, 11.78%, and 4.48 %
in congestion when compared to BFO, GWO, SCA, and
MRFO for 39-bus New England system. For a larger power
system network of 118 bus, the congestion cost reductions
have been of 14.84%, 12.97%, 9.63%, and 6.85% when
compared to BFO, GWO, SCA, and MRFO. Improvement
in the bus voltages and system losses has been observed
with IMRFO. Computational time and the convergence
rate of IMRFO for the CM problem has been apprecia-
bly better than the other applied optimization approach
for the CM.

The future scope associated with this work can lead to
the investigation of the CM with the influence of Distri-
bution generations and electric vehicles on the distribution
side of the power system network. The optimal rescheduling
of the thermal generators and the power delivered by the
renewable energy sources can be rescheduled to mitigate
congestion by enhancing the efficiency of the power system
network.Moreover, the analysis of initial operating point (Pg)
and the operating point after contingency regarding power
flow and voltages can also be analyzed as the extended
work in CM.

APPENDIX
See Tables 13 and Table 14.
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