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ABSTRACT Recently, the use of social media platforms has increased with ease of use and fast accessibility,
making such platforms a place of rumor proliferation owing to the lack of posting constraints and content
authentication. Therefore, there is a need to leverage artificial intelligence techniques to detect rumors on
social media platforms to prevent their adverse effects on society and individuals. Most existing works
that detect rumors in Arabic target the textual features of the tweet content. Nevertheless, tweets contain
different types of content, such as (text, images, videos, and URLs), and the visual features of tweets
play an essential role in rumor diffusion. This study proposes an Arabic rumor detection model to detect
rumors on Twitter using textual and visual image features through two types of multimodal fusion: early and
late fusion. In addition, we leveraged the transfer learning of the pre-trained language and vision models.
Different experiments were conducted to select the best textual and visual feature extractors for building a
multimodal model. MARBERTv2 was used as a textual feature extractor, whereas the ensemble of VGG-19
and ResNet50 was used as a visual feature extractor to build the multimodal model. Subsequently, the
language and vision models of the single models were used as a baseline to compare their results with those
of multimodal models. Finally, the experimental results demonstrate the effectiveness of textual features in
rumor detection tasks compared to multimodal models.

INDEX TERMS Arabic NLP, artificial intelligence, deep learning, multimodal fusion, rumor detection,
transfer learning.

I. INTRODUCTION
In recent years, there has been growing use of social media
platforms owing to their ease of use and fast access. It has
become a method of rapid communication with the world
and a medium for sharing information and news sources.
In addition to the positive effects of social media platforms,
the lack of posting constraints, content authentication, and
ease of use makes these platforms a place for rapid rumor
proliferation.

Rumor is defined as ‘‘unverified and instrumentally rele-
vant information statements in circulation that arise in con-
texts of ambiguity, danger, or potential threat’’ [1], [2].
Another definition proposed by [3] defined rumors as ‘‘an
item of circulating information whose veracity status is yet to
be verified at the time of posting’’. Rumors, Fake news, and
misinformation are often used interchangeably in the litera-
ture; the study’s authors [4] distinguished between concepts
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related to fake news based on three characteristics: authen-
ticities, intention, and whether the information is news. The
difference between rumors, fake news, and misinformation
is that fake news is false with a negative intention to mis-
lead people. In contrast, misinformation is false information
with unknown intentions and is news or non-news. Simul-
taneously, rumors are not necessarily false information, and
their intentions are unknown and may be news or non-news.
However, finding a unified definition of rumors in the liter-
ature remains a big challenge because there is a degree of
uncertainty in using rumor terminology.

In this paper, a rumor is defined as a statement whose
authenticity is still unverified at the time of spreading, has
an unknown intention, and could be news or non-news based
on the definition by [4]. The problem is that the social media
structure makes the proliferation of rumors faster and can
reach large numbers of people in a short time; this rapid
spread of rumors harms society and affects public opinion.
In addition, uncontrolled online rumor flooding causes
unnecessary panic and changes public perception [5].
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Moreover, as in the recent covid-19 pandemic, many rumors
related to covid-19 symptoms and vaccines have spread on
Twitter, which can affect people’s decisions and negatively
impact their health. One of the most significant current efforts
of the Saudi government to defeat the spread of rumors is
the Anti-Rumors Authority.1 It is a fact-checking website
established in 2012 to clarify the truth through official sources
and debunk rumors on social media. These efforts were made
to address the problem of spreading rumors to ensure they do
not harm society negatively by clarifying the truth regarding
them. Concurrently, tracking rumors circulating on social
media from this massive amount of information to clarify
their truth is a significant challenge for human effort and time.
Therefore, there is a need to use Artificial Intelligence (AI)
and Natural Language Processing (NLP) techniques in the
context of rumor detection to reduce human effort in tracking
rumors and to prevent their negative impacts from spreading.

Detecting Arabic rumors is a big challenge that requires
research and investigation due to its rich vocabulary andmany
dialects. The shortcoming of current Arabic studies is that
they focus on detecting rumors from textual features with-
out considering visual features. Most tweets have different
content types (text, images, videos, and URLs), and image
features are essential for indicating rumors. The study [6]
demonstrated that images play an important role in news
propagation, and tweets with images attract more attention
than tweets with only text. In addition, users tend to believe
in the information attached to an image because the image
increases the credibility of the tweet from their perspec-
tive [7]. In contrast, attached images can be manipulated to
attract the audience’s attention and cause the proliferation of
rumors regardless of their intention.

Many studies have been conducted to detect rumors in
English by considering the different types of rumor fea-
tures. A previous study [8] employed text features from
content-based features to detect rumors using a convolu-
tional neural network (CNN). Another study incorporated an
attention mechanism with a recurrent neural network (RNN)
to learn the latent representation of sequential microblog
posts and detect rumors at an early stage [9]. Another study
extracted text content-based features with user features, such
as follower count, retweet count, age of tweets, and friend
count [10]. Another study incorporated two types of content-
based features: text and image visual, and statistical fea-
tures [6]. In addition,many studies have proposedmultimodal
representation learning for rumor detection tasks using neu-
ral networks to fuse the text and visual features of tweet
posts [11], [12], [13], [14]. The latter methods demonstrate
their success in terms of performance compared with uni-
modal approaches. In contrast, in Arabic content, the works
focused only on rumor text without considering the image
attached to the text.

1http://norumors.net

A recent study [14] investigated the transfer learning of
the pre-trained language model Bidirectional Encoder Rep-
resentations from Transformers (BERT) and the pre-trained
vision-based model VGG-19 to extract textual and visual fea-
tures, respectively. The transfer learning technique transfers
the knowledge of pre-trained models on a specific task to
another by sharing the learned low-level features, which helps
improve the performance of these models in another task.
In addition, it is used as a feature extractor by transferring its
knowledge and fine-tuning it to a different but related task,
thereby reducing the effort required to build and train new
models. In addition, ensemble learning is used to improve the
classifier performance by combining two or more classifiers
to provide a robust predictive model.

To the best of our knowledge, no study has investigated
rumor detection techniques based on tweet content with tex-
tual and visual features in Arabic tweets. Therefore, this study
investigates the detection of Arabic rumors on Twitter using
the transfer learning of pre-trainedmodels to identify whether
they are rumors by considering it as a classification problem.
The goal was to investigate pre-trained models that classify
tweets as rumors or non-rumors based on their visual and
textual features.

In this study, we used the Arafacts dataset and extracted the
total number of 1726 tweets that met our specifications [15].
In addition, considering the small number of extracted tweets
from the previous dataset, we created a multimedia dataset
containing rumor tweets and their visual features. The total
number of tweets in both datasets was 4025, labeled as rumor
and non-rumor. Fig.1 shows a sample of rumor tweets; in
Fig.1, (a) a rumor is propagated on Twitter about a head-
shaped water fountain in Japan, attached to the image, while
the truth is that it is not a real fountain but a digital sculpture
picture. Fig.1 (b) shows a rumor propagated on Twitter about
pictures of explosions and fires in two oil fields in the United
Arab Emirates (UAE). At the same time, the truth is that both
images are old, and both are old events related to oilfield
explosions outside the UAE. Fig.1 (c) represents a rumor
about the Saudi Ministry of Health warning regarding toxic
pills smuggled with paracetamol. Simultaneously, the Saudi
Ministry of Health denied this rumor. Fig.1 (d) shows a rumor
and pictures claiming a fire at the Aramco facility in Jeddah
after missiles from the Houthi group were targeted. The truth
is that the picture was taken from an old event outside of
Saudi Arabia. However, the attached image took advantage
of the Houthis bombed by Aramco during the Jeddah event
to propagate false images. Fig. 2 shows a sample of the non-
rumor tweets in Fig.2, where (a) shows a picture attached
to a tweet text about the condition of Ukrainians inside the
tunnels. Fig.2 (b) shows the tweet attached to the image of the
remnants of the Houthi drones that were declared intercepted
by the Saudi Ministry of Defense. Fig.2 (c) shows a rare
picture of the Jamarat Mina ritual 142 years ago. Fig.2, (d)
shows a tweet and pictures of Elon Musk’s announcement of
the Neuralink chip.
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FIGURE 1. Rumors tweets example.

FIGURE 2. Not rumors tweets example.

The main contributions of this paper are:
1) To the best of our knowledge, no research has inves-

tigated how to detect rumors based on textual and
visual features in detection models used for the Arabic
language.

2) Constructing a multimedia dataset with both textual
and visual features containing 4025 tweets labeled as
rumors and non-rumors.

3) Investigate different pre-trained models to extract tex-
tual and visual features of tweet content to build a
multimodal model for Arabic rumor detection.

4) Investigating two types of Multimodal features fusion;
early and late fusion.

5) Evaluating the multimodal detection model on the pro-
posed dataset.

II. RELATED WORK
In recent years, many studies have been conducted to
detect rumors [16], fake news [17], and misinformation [18]
on social networks. This field has attracted the research

community to develop models that can effectively detect
rumors. Rumors can diffuse through social media using dif-
ferent modalities such as text, images, or videos. Simul-
taneously, it can be spread by users whose social context
indicators help detect rumors, such as checking the cred-
ibility of those users through their account characteristics.
The rumor features used by the detection systems can be
divided into content and context-based features [19]. Content-
based features represent features extracted from text or visual
content such as images or videos [19]. In addition, context-
based features represent social interactions between users and
others through following, retweeting, liking, commenting,
and tagging, and analyzing these features can be important
indicators for detecting rumors [19].

In addition to user features, propagation features are
extracted through a network of rumor diffusions, such as
statistics of the tree structure of message propagation and
temporal features that extract the rumor diffusion period [19].
Studies on rumor detection in Arabic content have focused
only on detecting rumors using a unimodal method that
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detects rumors from textual features. In contrast, many stud-
ies on English-language rumor detection systems have con-
sidered extracting features from different modalities, such as
using the image, text, and social features as input to the clas-
sification model. This section covers the work done in Arabic
using unimodal approaches and in English using multimodal
approaches.

A. RUMOR DETECTION USING UNIMODAL APPROACHES
This section summarizes rumor detection approaches in the
Arabic language, which can be categorized into studies
that use machine learning and deep learning approaches.
Machine learning approaches involve supervised or unsu-
pervised learning. Supervised learning algorithms require
extracting useful features to train the classifier to differentiate
between the rumor and non-rumor classes.

Study [20] proposed a semi-supervised learning algo-
rithm for detecting rumors in Arabic tweets using a machine
learning-based technique. The features were extracted from
the user and content-based features. The model was then
trained using supervised gaussian naive bayes (GNB)
and semi-supervised expectation-maximization models. The
results show that the semi-supervised expectation maximiza-
tion model outperforms the GNB with an f1-score of 78.6%.

Covid-19 pandemic-related fake news on Twitter has been
reported in previous studies [21], [22], [23], [24]. Most of
these studies used popular machine learning algorithms such
as support vector machine (SVM), naive bayes (NB), logistic
regression (LR), extreme gradient boosting (XGBoost), and
random forest (RF).

On the other hand, another study [25] detected cancer
treatment-related rumors on social media using tweet text.

Another corpus was collected from YouTube comments
on rumors of the death of famous Arab celebrities and used
three machine learning algorithms: SVM, multinomial NB
(MNB), and decision tree (DT) to classify rumor and non-
rumor comments [26].

Another study has examined extracting linguistics features
from the text: emotions, linguistics, polarity, and part of
speech [27]. Three classifiers, NB, RF, and SVM, were used
to train the classifier to detect Arabic fake news using the
extracted features. The real news articles focused on pilgrim-
age news during a specific period, whereas fake news articles
were collected through crowdsourcing. The results showed
that the extracted textual features were dominant for fake
news detection, and the best classifier was RF, with 79%
accuracy.

The authors in [28] extracted two types of features from the
text, content-based and topic-based, in addition to extracting
user-based features. The XGBoost algorithm was used, and
the results indicated that the proposed model achieved an
accuracy of 97%.

A comparative study was conducted to detect covid-19
rumors using the textual features of tweets from different
machine learning and deep learning methods [29]. This study

compared the performance of different machine learning
methods, SVM, stochastic gradient descent (SGD), LR, k-
nearest neighbors (KNN), NB, RF, XGBoost, and DT, using
various feature representations and examined the use of
ensemble learning. The deep learning methods used were
RNN, GRU, LSTM, bidirectional RNN (Bi-RNN), bidirec-
tional GRU (Bi-GRU), and Bi-LSTM and examined the use
of seven optimizers. The study concluded that ensemble
learning enhances machine-learning algorithms for predict-
ing rumors. At the same time, the best performance was
achieved by LSTM and Bi-LSTM with the RMSprop opti-
mizer among all other deep learning algorithms.

Extracting handcrafted features is difficult and time-
consuming; however, deep learning techniques overcome
these limitations, proving their ability to learn feature
representations better than traditional machine learning
methods. Experiments were conducted to detect covid-19
misinformation using different deep learning algorithms,
namely, CNN, RNN, Bi-LSTM, convolutional recurrent neu-
ral network (CRNN) [22], and hybrid deep learning algorithm
long short-term memory-parallel convolutional neural net-
work (LSTM-PCNN) [30]. Another study examined the
detection of general rumors in Arabic tweets using the
CNN-LSTM approach [31]. In [32], the authors presented a
comparative study using neural networks and transformers
for Arabic fake news detection. The study concluded that
transformer-based models outperformed neural-based ones.
While the study [33] detected fake news using eight BERT
transformer-based models, two were multilingual, and the
remaining were BERT models for the Arabic language.

Table 1 summarizes studies that have detected rumors in
Arabic content. From Table 1, we indicate the research gap:
no paper has detected rumors from visual and textual features
in Arabic content.

B. RUMOR DETECTION USING MULTIMODAL
APPROACHES
Multimodal learning aims to associate the different features
from multiple modalities. This learning process allows the
model to capture important information regarding phenom-
ena [34]. In addition, multimodal learning uses the ability of
a neural network to learn the representation of feature data
and fuses different modalities [34]. Data fusion combines
information from multiple models to predict the output of a
regression or classification model [34].

Multimodal fusion has proven successful in various
applications, such as visual question answering [35], image
captioning [36], and multimedia event detection [37]. Mul-
timodal fusion offers three benefits. First, it can provide a
robust prediction because it extracts features of the same
phenomenon from different modalities. Second, different
entities complement each other because a single mode
cannot provide sufficient information. Third, a multimodal
model can operate in a single mode without using other
modalities [34].
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The rumor features were extracted from different modali-
ties using image, text, and social features in [11]. They pro-
posed amultimodal model based on an RNNwith an attention
mechanism (att-RNN). Using LSTM, they fused textual and
social features, whereas visual features were extracted using
a CNN and fused with a joint representation of textual and
social features. They experimented with an att-RNN model
using two multimedia datasets. Their results showed that the
multimodal model was better at detecting rumors than the
unimodal model.

Text-CNN was used to extract textual features, whereas
the VGG-19 model was used to extract visual features of
the rumor posts [12]. The proposed multimodal model uses
textual and visual features through a self-attention fusion.
To predict upcoming rumors, they implemented latent topic
memory to store the rumors’ semantic information. The
proposed model was trained and tested on two multimedia
datasets, and the results showed that the proposedmultimodal
fusion network was more effective than unimodal models.

In [13], the study addressed the problem of previous
works [11] and [12] in that the models cannot be generalized
to identify rumors on a new event because it is dependent on
a specific event of the dataset. Accordingly, they proposed
event features to detect fake news on social media, allowing a
detection system to capture new rumors. The proposed Event
Adversarial Neural Network (EANN) consisted of three com-
ponents. The first multimodal feature extractor is responsible
for extracting the textual features of text using the text-CNN
model. In contrast, the visual features of the attached images
were extracted using a pre-trained VGG-19. The second is
a fake news detector, used to determine whether a specific
post is fake or not. The third is the event discriminator, which
removes event-specific features to identify transferable ones.
Finally, the EANN model was trained and tested on two mul-
timedia datasets, and the results showed that it outperformed
the aforementioned models.

The authors of [14] proposed SpotFake, a multimodal
model for fake news detection. SpotFake consists of twomod-
els: the pre-trained BERT model to extract textual features
and the VGG-19 model to extract visual features. The two
feature vectors are then concatenated by fusing them to obtain
a news representation. The model is trained and tested using
twomultimedia datasets. The proposed multimodal SpotFake
model outperformed the unimodal models and other models
proposed in [11] and [13].

In contrast to the earlier results of fusing textual and visual
features for rumor detection tasks, the author in [52] had
different results and argued that [14] used accuracy as the
primary metric and ignored the imbalanced nature of the
dataset. Although [11] did not address an imbalanced dataset,
they reported an f1-score for each class. Furthermore, they
explained that concatenating different features resulted in
noisy representations and that the model could not be gen-
eralized to new feature combinations. Thus, the multimodal
model cannot outperform the unimodal models of text and
images.

III. DATASET DESCRIPTION
In this study, we used the Arafacts dataset, the first Arabic
dataset that uses the fact-checking website as the source for
extracting claims [15]. Arafacts is the first Arabic dataset that
contains tweets with multimedia content for rumor detection
tasks. The number of claims in the dataset is 6,222, of which
4141 are video or image claims. The dataset uses four classes
to classify claims (false, partly false, sarcasm, and true).
Sarcasm claims were excluded from the dataset, and the
remaining claims were retained. Tweets with multimedia
content as an image were extracted without considering
video claims, and tweets with images without text were
excluded. The number of extracted tweets from this dataset
was 1726 since many URL links of tweets were deleted by
users or could not be found because of account suspensions
or deletions. The classes of the extracted tweets were unbal-
anced; Table 2 lists the dataset statistics. Given the lower
number of extracted tweets and unbalanced classes, we col-
lected our dataset using a Python scraper that scraped targeted
tweets from Twitter.

A. DATA COLLECTION
1) NON-RUMORS DATA COLLECTION
Non-rumor data were collected from Twitter accounts of
trusted Saudi government news agencies, the Saudi Press
Agency (SPA),2 Okaz,3 and Sabq.4 The collected tweets
belonged to general domains, including politics, economics,
culture, and health. Additionally, two fact-checking websites
were used. First, the Fatabyyano5 website was established in
2016 to debunk fake news and rumors by collaborating with
Facebook as a third-party fact-checker. The second is Mis-
bar,6 an Arabic fact-checking website that debunks rumors
and false news in online media.

2) RUMORS DATA COLLECTION
The rumor data were collected from two fact-checking web-
sites: The no-Rumor website, Anti-Rumors Authority, estab-
lished by the Saudi government in 2012 to debunk rumors,
and the second is Misbar.

B. DATA ANNOTATION
The role of visual content in detecting fake news has been
explored in a previous study [38]. Visual content can be
classified into three categories: manipulated media, irrele-
vant media, such as past events reposted with a new event,
or a false claim made about a real visual (unmanipulated)
but published along with it. All three types fall under the
definition of fake news, irrespective of the truthfulness of the
textual or visual content because text and images together
provide false information [38]. Therefore, the class in the

2https://twitter.com/SPAregions
3https://twitter.com/okazonline
4https://twitter.com/sabqorg
5https://fatabyyano.net/fatabyyano-team/
6https://misbar.com/
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TABLE 1. Summary of different studies to detect rumors in Arabic content (Features of rumor: U: User, T: Text, V: Visual).

Arafacts dataset (partly false) changed to false. Additionally,
when collecting rumor data from Misbar, the data category is
either false or misleading. It was false when the images were
manipulated. It is misleading when the image is associated
with an irrelevant event or if it is real but publishedwith a false
tweet. Both the false and misleading categories were treated
as false claims (rumors). In contrast, the collected non-rumor
data were labeled true (non-rumor).

IV. METHODOLOGY
In this study, we propose a multimodal model that uses a
transfer learning technique to detect whether a tweet is a
rumor or not. In the first step, the model receives pairs of
inputs: the tweet text and the associated image. The proposed
model is divided into three sub-models. The first was a pre-
trained BERT model used to extract contextual features from
the text. The second is an ensemble of pre-trained vision
models, VGG-19 [39] and ResNet50 [40], to extract visual
features from the image. The third is a multimodal model
that concatenates the extracted features of the text and image
to represent the rumor vector, feeds it to the classifier, and
provides the classification result. Fig. 3 shows the proposed
model.

A. DATA PREPROCESSING
In the first step, the model receives pairs of inputs: the tweet
text and the associated image. Before feeding it as input

TABLE 2. Arafacts dataset statistics.

to the model, we preprocessed and cleaned the tweets by
removing punctuation marks, Arabic diacritics, non-Arabic
words, Emojis, Arabic and English numbers, URLs, men-
tions symbol @, user’s mention, and multiple white spaces.
Finally, we normalized the hashtags by removing # symbols
and underscores. In addition, we removed hashtags and key-
words that represented news agency names to ensure that the
model was not biased toward correctly identifying non-rumor
tweets. For the same reason, we preprocessed the images in
the non-rumor tweets that have news agency logos by crop-
ping these logos. Table 3 lists the removed hashtag keywords,
and Fig. 4 shows a sample of the images before and after
pre-processing.

B. MODEL ARCHITECTURE
The proposed model consists of three sub-models: the pre-
trained language model, the pre-trained vision model, and
the multimodal model used to fuse the two representations
of rumor, textual and visual features. This section explains
the role of each model.
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FIGURE 3. The proposed model.

FIGURE 4. Example of images before and after preprocessing.

TABLE 3. Hashtags keywords that were removed from the dataset.

1) LANGUAGE MODEL (TEXTUAL FEATURES EXTRACTOR)
BERT is a language model for NLP tasks based on the
transformer architecture developed by Google [41]. BERT is

unlike sequence-to-sequence models, which can read text
sequentially, either from left to right or right to left, making
it fail to understand contextual information. BERT is bidirec-
tional and can capture contextualized information by learning
the context of a word based on all the surrounding words in
both directions. In addition, using an attention mechanism,
BERT overcomes the inability of sequence models to capture
long-context dependencies between text inputs. The large
scale of the application of NLP fields proves the BERT trans-
formers’ success versus directional language models. In addi-
tion, the Text-to-Text Transfer Transformer (T5) model is a
languagemodel that is used to generate natural language [47].
In our experiments, we used different models of the Arabic
checkpoints of BERT and T5 to extract textual information
from rumor text. The versions used can be summarized as
follows:

1) AraBERT [42]: it is a pre-trained language model for
the Arabic language, and it was evaluated using three
tasks: named entity recognition, sentiment analysis,
and question answering. This study used different ver-
sions of AraBERT, such as AraBERTv2, AraBERTv01,
and AraBERTv02, which were pre-trained on Modern
Standard Arabic (MSA). AraBERTv0.2-Twitter is pre-
trained on Dialects Arabic (DA) and tweets, which
overcomes the limitations of the previous version.

2) ARBERT and MARBERT [43]: ARBERT is a pre-
trained language model for MSA that uses the same
architecture as the BERT base. In contrast, MAR-
BERT was pre-trained on both MSA and DA. MAR-
BERTv2 was trained on the same MSA dataset used by
ARBERT, in addition to the Arabic News dataset with
a larger sequence length. These models were evaluated
using NLP tasks, such as social meaning, sentiment
analysis, dialect identification, named entity recogni-
tion, and topic classification. The versions used in this
study were ARBERT, MARBERT, and MARBERTv2.

3) QARiB [44]: This is a pre-trained transformer-based
model of MSA and DA. It was trained on a large num-
ber of tweets collected using the Twitter API and a large
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number of text sentences. The model was evaluated
using NLP tasks such as emotion detection, named
entity recognition, offensive language detection, Ara-
bic dialect identification, and sentiment analysis. In this
study, we used the QARiB and QARiB far.

4) Arabic Bert [45]: it is a pre-trained transformer-based
model on the Arabic version of the OSCAR corpus and
other Arabic texts. It was trained on MSA and DA and
used downstream hate speech detection tasks.

5) arabert Covid-19 and mbert Covid-19 [46]: It is a
fine-tuned version of AraBERTv2 and mBERT on
1.5 million of covid-19 fake news tweets that have
multidialectal Arabic and were trained on fake news
detection tasks.

6) Ara-DialectBERT7: it is a fine-tuned Camelbert MSA
eighth model trained in Arabic hotel reviews from the
Booking website and was trained in both MSA and DA
languages.

7) AraT5 [47]: it is an Arabic text-to-text transformer
model that uses a T5Base encoder-decoder architec-
ture [48]. There are a variety of models for AraT5:
AraT5 MSA, which was trained on MSA data;
AraT5 Tweet, which was trained on Twitter data;
and AraT5, which was trained on both MSA and
Twitter data. The models were evaluated using the Ara-
bic natural-language-generation ARGEN benchmark.
ARGEN has seven tasks: code-switched text, transla-
tion, text summarization, machine translation, translit-
eration, question generation, news title generation, and
paraphrasing.

We fine-tuned the pre-trained checkpoints of the abovemen-
tioned models by adding a simple classification layer that
conducts binary classification to classify tweets into rumors
or non-rumors.

2) VISION MODEL (VISUAL FEATURES EXTRACTOR)
The human brain tends to believe the rumor with visual
content rather than text. In addition, visual content plays an
important role in fast rumor proliferation. ResNet50 [40],
InceptionV3 [49] and VGG-19 [39], and such models are
trained from scratch on huge, annotated image datasets, Ima-
geNet, and using high GPU capabilities. These models learn
shallow feature representations of an image, such as shapes,
edges, and blobs.

In this paper, we leverage transfer learning techniques with
pre-trained models VGG-19 and ResNet50 to extract the
visual features and leveraged ensemble learning techniques to
reduce the prediction error variance and ensure the robustness
of our model.

3) MULTIMODAL MODEL
Multimodal deep learning combines information from differ-
ent modalities, such as text, images, videos, and audio [53].
Multimodal deep learning has been inspired by how

7https://huggingface.co/MutazYoune/AraDialectBERT

TABLE 4. The proposed text-based model.

humans integrate visual and audio information to under-
stand speech [53]. In this paper, the multimodal model fuses
two different modalities by concatenating the textual and
visual vector representations obtained from the above sub-
models to learn the rumor representation. Another aspect
of multimodal learning is its flexibility to provide different
fusion structures, which are used to integrate variousmodality
features, namely, early fusion (feature-based), intermediate
fusion (hybrid fusion), and late fusion (decision-based) [50].
The difference between the types of fusion is as follows. Early
fusion aims to concatenate each modality’s representation
after extracting the features and before being input into the
multimodal classifier as a single vector of features. In com-
parison, late fusion fuses the features after classifiers make
the decision of different modalities [50].

In comparison, intermediate fusion benefits from both
early and late fusion [50]. This study used two types of fusion:
early and late, as shown in Fig. 5 and 6.

V. EXPERIMENT
This section describes the experimental setup, implementa-
tion details, dataset statistics, hyperparameter tuning, and the
evaluation metrics.

A. EXPERIMENT SETUP AND IMPLEMENTATION DETAILS
The experiment was implemented using the Google Colab
environment, and the model was trained using the Keras
library with TensorFlow as the backend.

1) LANGUAGE MODEL (TEXTUAL FEATURES EXTRACTOR)
In this stage, we applied the same settings to all pre-trained
models. First, the text in the tweet is cleaned and prepro-
cessed. It was then tokenized and padded to a fixed length
before being fed to the BERT model. Subsequently, all the
models were fine-tuned by freezing the embedding layer,
and a classification layer was added. For the classification
layer, we added a batch normalization layer, followed by
a ReLU layer, and this step was repeated twice. The for-
mer had 768 neurons, whereas the latter had 128. A batch
normalization layer is added to the classification layer to
accelerate the computation time and increase the learning
speed. Finally, the last layer with a sigmoid activation func-
tion was added. The proposed text-based model architecture
is presented in Table 4.
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FIGURE 5. Early fusion.

TABLE 5. The proposed vision-based model.

TABLE 6. The proposed ensemble models.

2) VISION MODEL (VISUAL FEATURES EXTRACTOR)
In this stage, before passing the images to the pre-trained
models, they were prepossessed by cropping images that
contained the agencies’ logos and were resized to a fixed
size (224,224,3). Various experiments have been conducted
to select the best vision model. In the first experiment, the
VGG-19, ResNet50, and InceptionV3 models were used.

In the second experiment, we leverage ensemble learning
of the two fine-tuned models, ResNet50 and VGG-19, to
increase the robustness of the predictions of our model by
taking the average of the predicted probabilities. VGG-19,
ResNet50, and InceptionV3 are fine-tuned by freezing the
base layer of the model. A classification layer is then added
to the frozen model. A global average pooling layer, followed
by a flattened layer and then two fully connected layers,
were added: one layer with 2048 neurons and one layer with
128 neurons. A dropout layer with a ratio of 0.3 was added.
Finally, the last layer with the sigmoid activation functionwas
added. The proposed architecture of the vision-basedmodel is

presented in Table 5. Subsequently, the two best-performing
models were used to ensemble their results; the proposed
ensemble model is shown in Table 6.

3) MULTIMODAL MODEL
At this stage, two types of fusion were tested: early and late
fusion. For early fusion, the last layer of the chosen unimodal
model is concatenated. Each was a 128-dimensional vector,
and when concatenated, became a 265-dimensional vector
passed through a fully connected layer with 128 neurons,
followed by a dropout layer with a (0.2) ratio, and then passed
to a fully connected layer with 64 neurons, followed by a
dropout layer with a (0.2) ratio. Finally, the last layer with
a sigmoid activation function is added. The proposed archi-
tecture of the early fusion multimodal model is presented in
Table 7. In late fusion, each model’s classifier decision was
taken before concatenating the two vectors. Subsequently, the
output of each model was concatenated. A sigmoid layer is
then added to the final layer of the model. The proposed
architecture of the late fusion multimodal model is shown
in Table 8.

B. DATASET STATISTICS
The total number of tweets in the dataset is 4025. The
number of tweets extracted from the Arafacts dataset was
1726 tweets. As mentioned in Section III, the remaining
2299 samples were collected. The dataset was split into a
training set of 80% and a testing set of 20%. To tune the
model’s hyperparameters, the dataset was divided into a train-
ing set of 70% and 10% for validation. After validating the
model performance on the validation set and selecting the
best hyperparameters, the training and validation sets were
combined to train the entire model. Table 9 presents the
statistics of the dataset, and Fig. 7 shows the overview of the
dataset.

C. HYPER-PARAMETERS TUNING
In all experiments, the validation set was used to find the
optimal hyperparameters for the training set and to help
make the model generalize and not overfit, such as the
batch size, optimizer, learning rate, number of hidden layers,
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FIGURE 6. Late fusion.

TABLE 7. The proposed multimodal model - early fusion.

TABLE 8. The proposed multimodal model - late fusion.

TABLE 9. Dataset statistics.

activation function, and number of neurons. For the lan-
guage model, different learning rates (2e-5, 3e-5, 5e-5)
were examined. Various architectures of the vision models
were examined to determine the best hyperparameters. For
the multimodal model, we examined different optimizers,
RMSprop andAdam,with different learning rates in the range
(1e-3, . . . , 5e-6). Finally, binary cross-entropy was used as
the loss function for all models, and early stopping was
used to enable all models to generalize and avoid overfit-
ting. Table 10 presents the hyperparameter settings for each
model.

FIGURE 7. Dataset overview.

D. EVALUATION METRICS
The overall performance of our multimodal classification
model was measured using the classification metrics of accu-
racy, F1 score, recall, and precision, which were calculated as
follows:

• Accuracy: it is described as the ratio of the number
of correctly predicted tweets to the total number of
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TABLE 10. Hyper-parameters setting.

TABLE 11. Language models result.

predicted tweets.

Accuracy =
TP+ TN

TP+ TN + FP+ FN

• Recall:This was described as the proportion of correctly
predicted positive tweets to the total number of positive
tweets.

Recall =
TP

TP+ FN

• Precision: This was described as the proportion of
correctly predicted positive tweets out of the total
number of predicted positive tweets, either correctly

TABLE 12. Language models result for rumor and not rumor class.

TABLE 13. Vision models results.

TABLE 14. Vision models result for rumor and not rumor class.

True-Positive (TP) or incorrectly False-positive (FP)
tweets.

Precision =
TP

TP+ FP
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• F1 score is computed as the average rate between the
recall and precision.

F1 score =
2(Precision× Recall)
Precision+ Recall

VI. RESULTS
In this section, the performance of the proposed models was
reported. The unimodal models of the best language model
and ensemble of vision models were used as a baseline to
compare their results with those of the multimodal models in
terms of the F1 score.

The first experiment was conducted to choose the best pre-
trained model for extracting textual features. Sixteen models
were used in this study. Table 11 shows the results of training
different transformer-based models on the proposed dataset;
theMARBERTv2model obtained the highest F1 score. At the
same time, Table 12 shows the result of these models for each
class.

The second experiment was conducted to choose the best
pre-trained vision model to extract visual features. Then we
used ensemble learning of VGG-19 and ResNet50 to increase
the robustness of the vision models. In addition, InceptionV3
was excluded because of its poor results and to ensure it
did not affect model results. Table 13 presents the results of
training the three vision models, InceptionV3, VGG-19, and
ResNet50, and the ensemble of VGG-19 and ResNet50 on
the proposed dataset. Table 14 presents the models results for
each class.

The third experiment was conducted to build a multimodal
model from the best language model and the ensemble of
vision models. MARBERTv2 is a textual feature extractor,
and an ensemble of vision models is used as the visual fea-
ture extractor. The results are presented in Table 15 for the
two multimodal models, early and late fusion, and Table 16
shows the results of the multimodal model for each class.
MARBERTv2 and the ensemble model were used as a base-
line to compare the results with those of multimodal mod-
els. Table 17 presents the results of the multimodal models
compared to those of the baseline models for the f1-score.
In addition, Fig. 8 compares multimodal models with early
and late fusion with baseline models.

TABLE 15. Multimodal models result.

VII. DISCUSSION
In this work, different experiments were conducted to build an
Arabic rumor detection model to detect Twitter rumors using
textual and visual features. The first experiment involved
selecting the best textual feature extractor. From Table 11, the
experimental results show that all language models, except

TABLE 16. Multimodal model for rumor and not rumors class.

TABLE 17. Comparis on of multimodal with the baseline model.

FIGURE 8. Comparison of Early and Late fusion with baseline models.

AraT5 MSA, can equally differentiate between the rumor
and non-rumor classes. Furthermore, because the number of
samples in each class was the same, the recall, precision, and
f1-score were also similar. Further research should be con-
ducted to investigate these models’ performance using larger
datasets. In addition, we found that MARBERTv2 achieved
the highest result with an F1 score of 90%. That’s because
the proposed dataset had different Arabic language varieties,
such as MSA and DA; simultaneously, the MARBERTv2
model was pre-trained on MSA and DA and trained on the
Arabic news dataset.

The second experiment involved the selection of the best
visual feature extractor. Visual features were incorporated
into this model to benefit from the ability of neural net-
works to detect fake and manipulated images. In addition,
the ensemble of the VGG-19 and ResNet50 models pro-
vides a robust performance compared with each model alone.
Table 13 shows that ensemble learning increases the proba-
bility of detecting rumors that obtain a 79% f1-score.

The third experiment built amultimodalmodel by using the
best single modality. From Table 17, we can observe that the
fusion of text and images is better than that of the single
modality for the vision models. Simultaneously, the fusion
of text and images cannot outperform the single modality of
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FIGURE 9. Confusion matric for each model.

text-based models. Therefore, it is important to highlight that
the fusion of textual and visual features is challenging owing
to the differences between the feature spaces of text and
images. In addition, it is challenging for the neural network
to detect rumors tweets when the image is not manipulated
but irrelevant to the text or if the text itself is unrelated to the
image or was from another event.

Simultaneously, simple concatenation fusion fails to make
the model find a correlation between two features. The exper-
imental results of the multimodal models confirmed those
obtained in a previous study [52]. Notably, these results may
be due to the dataset size and nature of the images. The
study [51] concluded that visual features are essential for fake
news detection tasks, but their usefulness highly depends on
the dataset.

Experiments show that languagemodels can easily identify
rumor patterns in tweet texts.We deduce that using neural net-
works, rumor and non-rumor words are easier to distinguish
than visual features. In contrast, the vision models cannot
find a pattern in the images of tweets; a possible explanation
for the results of vision models may be the diverse types
of images that do not have a relation or patterns that the
model cannot detect. In addition, the dataset was composed
of different domains such as politics, sports, health, and eco-
nomics, and building a specific domain multimedia dataset
may positively affect the results of these models. In addi-
tion, the extracted visual features are insufficient to enhance

multimodal performance, and incorporating the correlation
between the image caption, image source, and image content
may help improve the obtained results.

The main finding of the experiments was that textual fea-
tures are more crucial for detecting rumors than fusing textual
and visual features for Arabic tweets.

According to a study [33], False-Negative (FN) and False-
Positive (FP) are important for rumor detection tasks. Mis-
classifying rumors as non-rumors, and vice versa, affects and
misleads society by spreading untruthful news. In our task,
FN refers to non-rumor tweets (true labels) that are misclas-
sified as rumor tweets, and FP refers to rumor tweets (false
labels) that are misclassified as non-rumor tweets. From
Fig. 9, which shows the confusion matrix of each model,
we can observe that the text-basedmodel shown in Fig. 9(a) is
better than the other models because it shows an improvement
in the number of FN and FP tweets.

Regarding these results, developing tools for studying the
model’s behavior and explaining its prediction is essential to
analyze why the model misclassified some rumors as non-
rumors and vice versa. In addition, it is essential to understand
the role of each sub-model in the multimodal model for
performance prediction.

VIII. CONCLUSION
Rumor proliferation can harm and mislead both individuals
and society. The Arabic rumor detection task focuses on
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detecting rumors from textual features, and social media
content includes different types of content, such as images.
This study proposes a multimodal model that uses a fusion of
tweets’ text and image modalities to detect Arabic rumors on
Twitter. The proposed multimodal models could not outper-
form unimodal text-based models, and it found that textual
features are the most critical in Arabic rumor detection tasks.
A limitation of this study was the size of the dataset. Future
studies should be conducted to enhance these results. First,
the dataset could be extended to include additional samples.
Second, tools that analyze visual features can help the model
differentiate between real and manipulated images, thereby
improving the prediction performance of the vision model.
Third, the attention mechanism can enhance the fusion of
different models and identify the correlations between these
features. Fourth, incorporating user features may improve
multimodal model predictions. However, developing tools for
studying the model’s behavior and explaining its prediction
is important to analyze why the model misclassified some
rumors as non-rumors and vice versa.
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