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ABSTRACT With the ubiquitous growth of Internet-of-things (IoT) devices, current low-power wide-
area network (LPWAN) technologies will inevitably face performance degradation due to congestion and
interference. The rule-based approaches to assign and adapt the device parameters are insufficient in
dynamic massive IoT scenarios. For example, the adaptive data rate (ADR) algorithm in LoRaWAN has
been proven inefficient and outdated for large-scale IoT networks. Meanwhile, new solutions involving
machine learning (ML) and reinforcement learning (RL) techniques are shown to be very effective in
solving resource allocation in dense IoT networks. In this article, we propose a new concept of using
two independent learning approaches for allocating spreading factor (SF) and transmission power to the
devices using a combination of a decentralized and centralized approach. SF is allocated to the devices
using RL for contextual bandit problem, while transmission power is assigned centrally by treating it as
a supervised ML problem. We compare our approach with existing state-of-the-art algorithms, showing a
significant improvement in both network level goodput and energy consumption, especially for large and
highly congested networks.

INDEX TERMS Internet-of-Things (IoT), LPWAN, LoRaWAN, machine learning, network scalability,
parameter selection, reinforcement learning.

I. INTRODUCTION
The proliferation of wireless technologies, especially for the
Internet-of-things (IoT) ecosystem of remotely connected
devices, has been unprecedented for the past few years.
By 2027, it is expected that 30.2 billion IoT devices (includ-
ing short-range, cellular, and other wide-range IoT segments)
will be active around the world [1]. Because of low power
requirements, long range and decent data rates, LPWANs
technologies have emerged to support cost-effective and
power-efficient wide-area connectivity of IoT devices. Some
famous LPWAN technologies include LoRaWAN, Sigfox,
LTE-M, and NB-IoT. Out of these, LTE-M and NB-IoT oper-
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ate in licensed bands to provide reliable communication at
comparatively higher data rates but access protocols require
a lot of re-transmission and energy overheads. In contrast,
LoRaWAN and Sigfox operate in unlicensed ISM bands
requiring sophisticated interference control but enabling the
establishment of large private and public networks at a much
lower cost. Therefore, channel and radio resources must be
utilized efficiently in these networks to enable massive IoT
access.

LoRaWAN protocol stack uses LoRa as a physical layer
technology, which can provide reliable communication under
harsh link conditions. The modulation scheme used in
LoRa is the chirp spread spectrum (CSS), in which each
LoRa signal is split into multiple information pieces, and
each piece is called a chirp. The frequency of the chirp
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TABLE 1. A summary of various methods for LoRa network performance optimization.

increases linearly with time and the increment step is cal-
culated using a transmission parameter called spreading fac-
tor (SF). Besides SF, LoRa Physical layer (PHY) provides
other transmission parameters, including coding rate (CR),
bandwidth (BW), center frequency (CF), and transmission
power. These parameters give numerous unique tuneable
combinations, impacting the network performance differ-
ently, e.g., extended communication range at the cost of
higher energy consumption and lower data rate or higher data
rate in exchange for a shorter range. Although LoRaWAN
specifications [14] and regional parameters [15] reduce the
controllable parameters in a specific region, their complex
mutual interdependence affects the link performance differ-
ently, making it challenging to find a suitable configuration
in dynamic channel conditions.

Two major shortcomings of a LoRaWAN network are,
i) it operates on open Industrial, Scientific and Medical
(ISM) band, which is shared with other technologies, and
ii) it employs ALOHA protocol to support multiple access
(MA) among end devices. The theoretical maximum capacity
of an ALOHA network is only 18% [16]. Therefore, it is
essential that an intelligent resource allocation mechanism
must be employed to efficiently and dynamically allocate
communication parameters. A LoRa network infrastructure
can employ an adaptive data rate (ADR) mechanism to opti-
mize the lifetime of devices, overall network capacity, and
scalability [14]. To do so, ADR controls some of the transmis-
sion parameters, such as TP and SF, tooptimize transmission
power and data rate while ensuring the energy-efficient and
stable connectivity of the individual devices to the gateway.
The parameters adaptation is not without a trade-off; using
higher SF leads to a higher link budget (long-range connec-
tivity) at the expense of higher packet airtime and lower data
rate. In this respect, devices close to the gateway are preferred
to use lower SF. However, increasing the device density of
established LoRa networks means that there will be more
devices transmitting at the same settings, leading to increased

interference and potential loss of information. However, the
ADR approach is shown to be sub-optimal for dense networks
for its slow and conservative adaptation to the environment
[17]. Therefore, it is imperative to develop a mechanism
that analyzes the network and updates the parameters of end
devices (EDs), considering existing traffic congestion when
new nodes are added to the network. To this end, in this
research, we propose an intelligent resource allocation mech-
anism based on ML techniques to solve the interference and
network congestion problem in LoRaWAN.

II. PREVIOUS WORKS AND OUR CONTRIBUTIONS
The scalability analysis and enhancement of LoRaWAN net-
works have been an active area of research and development.
The objective is to determine the impact of self-interference
on network dimensioning (e.g., cell size, device density) and,
consequently, to mitigate it by adopting various medium
access efficient resource allocation or techniques. A few
examples of medium access-related solutions are: exploiting
time diversity [18] or successive interference cancellation
(SIC) to minimize packet losses due to self-interference [19],
or using different access mechanisms such as slotted ALOHA
and collision avoidance (CCA)-based carrier sense multi-
ple access (CSMA) [20], [21], [22]. Meanwhile, numerous
techniques have been proposed to solve scalability issues by
efficient resource allocation schemes, i.e., via adaptation of
LoRa-PHY parameters. In this respect, the adaptive data rate
(ADR) algorithm-based and ML-based methods are at the
forefront, which inspired the development of many variants to
improve the scalability of LoRa networks. We discuss these
methods in the following subsections while selected solutions
related to this study are summarized and differentiated in
Table 1.

A. ADR ALGORITHM AND ITS VARIANTS
In LoRaWAN specifications [14], the ADR is referred to
as a scheme used by the LoRa network infrastructure to
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individually adapt and optimize the data rate and transmit
power of the devices. By appropriately selecting the trans-
mission parameters, ADR helps in maximizing the lifetime
of EDs and overall network capacity. ADR algorithm consists
of two asynchronous routines: devise-side and network-side.
The former routine is specified in LoRaWAN specifications
for parameter selection if the device seems to have lost con-
nection to a gateway.While the latter routine, which evaluates
the link quality based on SNR, is not explicitly defined.
Instead, its design is delegating, e.g., The Things Network
(TTN) [23], implements a revised version of the algorithm
recommended by Semtech [24].

However, the basic ADR’s conservative policy, load dis-
tribution, and fairness restricts its scalability, and many
improved versions of the algorithm have been proposed.
For instance, the authors in [2] proposed a scheme to mini-
mize collisions by evenly distributing the load across all SFs
while exploiting the quasi-orthogonal property of SFs [25].
Similarly, a fair adaptive date rate (FADR) algorithm was
proposed in [3] as an attempt to increase the fairness across
EDs without considering their energy efficiency. Considering
the problems with previous ADR, the authors in [4] devel-
oped an efficient algorithm for resource allocation, named
EARN, which followed an approach similar to [2] for evenly
distributing the load across all SFs but it also exploited CR
for increasing robustness to noise. However, their solution
works on the assumption of having full knowledge of all wire-
less devices operating on a frequency band. As LoRaWAN
operates on the unlicensed ISM band, which is shared with
other technologies, the presence of devices unknown to
the network would be highly likely. These devices could
significantly affect the performance and usefulness of the
algorithm. In this respect, we show that, compared to the
conservatism inherent in ADR algorithms, our intelligent
resource allocation algorithm performs better than EARN
in terms of energy per packet (EPP) and goodput due to
the fast adaptability of the proposed learning-based algo-
rithm to the environment. Another noteworthy work is the
collision-aware ADR (CA-ADR) algorithm proposed in [5],
which minimizes the probability of devices transmitting dur-
ing the vulnerability period in ALOHA; however, the per-
formance analysis metric is limited to packet success rate
only.

Since a large class of IoT applications involves themobility
of devices, many research studies have also been proposed
to improve the parameter allocation problems for such net-
works [26], [27]. In [26], a modified version of E-ADR is
proposed for IoT networks with a known mobility pattern
of devices. On the other hand, the proposed solution in [27]
extended E-ADR for a sensor with undefined trajectories.
Reference [6] Suggested to use linear regression to calculate
the required SNR for communication and changing the SF
and Pt accordingly. Hence, the required SNR value maxi-
mizes the PRR while minimizing the energy consumption.
Yet, these approaches are not efficient for simultaneously
handling both the stationary and mobile nodes, like in most

IoT network applications, for their lack of adaptability in
dynamic environments.

B. MACHINE LEARNING-DRIVEN TECHNIQUES
As machine learning (ML) has proven to be extremely useful
for solving complex problems in wireless networks, many
researchers have tried to solve the optimal resource allocation
in LoRaWANs usingML techniques, including deep learning
and reinforcement learning (RL) [7], [8], [9], [10], [11], [12],
[28]. In RL algorithms, an agent (i.e., a gateway (GW) or
base station (BS) for centralized while EDs for decentralized
RL algorithms) tries to maximize the reward by choosing an
appropriate action out of the action space. The study in [7]
solved the problem using deep Q-networks and a mixture of
a centralized and decentralized approach. However, the RL
model proposed is too complex due to the large action space
of ninety possible actions offered by LoRa-PHY parameters;
consequently, the authors considered only thirty nodes for
the analysis. In [8], the authors presented deep reinforcement
learning-based solution, termed LoRaDRL, for SF allocation
in dense LoRa networks. Although LoRaDRL indicated per-
formance gains for mobile devices, it considered only one
transmit power level and, therefore, was unable to exploit
the achievable energy efficiency of LoRaWAN. In STEPS
(Score Table-based Evaluation and Parameters Surfing) [10],
the authors introduced an RL-based approach for SF opti-
mization using a score table of probability for adapting the
devices’ parameters. Meanwhile, [11] extended STEPS by
adopting an MDP-based approach for parameter initializa-
tion, enabling it to reduce network energy consumption.
However, the solutions in [10] and [11] are limited to optimal
SF allocation only. In [28], the authors used deep RL-based
SF and channel assignment to minimize gateway energy
consumption for networks powered by renewable energy
and conventional grid. While in [12], the authors proposed
a Q table-based adaptation strategy with a reward function
defined in terms of SNR, SF, and goodput. Although [12]
presented a novel approach for SF and power allocation, the
performance gains aremarginal compared to the conventional
ADR algorithms.

While all the studies mentioned above all ALOHA-based
access, for the sake of completeness, it is worth mentioning
that resource allocation problem using Q-learning has also
been studied for CSMA/CA-based access in LoRaWANs
(e.g., see [29], [30]).

Meanwhile, the distributed allocation of radio resources
has motivated to explore RL-basedMulti-ArmBandit (MAB)
techniques in LoRaWAN, wherein each node act as an intel-
ligent agent to select the best parameters to maximize its
reward. In this direction, LoRa-MAB [9] utilized the popular
EXP3 algorithm to solve the scalability problem inherited
in centralized RL algorithms. In LoRa-MAB, EDs (acting
as agents) aimed to maximize reward (i.e., packet reception
ratio—PRR) by choosing the most suitable action from the
action space and learning from it. The algorithm provided
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excellent results for SF allocation. However, by focusing
only on actions suitable for PRR maximization, it fails to
take into account the energy consumption of those actions.
Furthermore, EXP3 requires an exceedingly large conver-
gence time of around 200 k-hours of training, making it
tedious and resource-consuming. In [31], the problem of long
convergence time is addressed by modifying the algorithm
selection pattern via switching of the parameters on the run.
However, the convergence time still remained significantly
long whereas it also decreased the overall throughput of the
network since it used buffering.

C. OUR CONTRIBUTIONS
In this article, we propose a new concept of finding optimal
SF and transmission power for EDs in a LoRa cell using
two independent approaches to solve the dual objective of
minimizing energy consumption while maximizing the PRR,
which to the best of the authors’ knowledge have not been
explored before. In this respect, the main contributions of this
article are as follows.

• We propose an algorithm to solve the energy per packet
(EPP) minimization problem of a LoRaWAN network,
which divides the problem into two independent prob-
lems of energy consumption minimization and PRR
maximization.

• The energy consumption problem is solved using a cen-
tralized supervisedML-based approach for transmission
power allocation. Our approach reduces the average
energy consumption of a device by up to 370%, while
making a minimal difference in computational require-
ments, with required computations being performed at
the BS.

• SF allocation is treated as a contextual multi-arm bandit
problem, which we solve for PRR maximization using
a decentralized EXP4 RL algorithm. By using expert
advice, the RL algorithm can converge quickly in just
tens of hours as compared to thousands of hours of
previous RL algorithms [9], [32].

• Goodput and energy per packet (EPP) are compared
with a wide range of well-known algorithms from the
literature for different network parameters to prove the
effectiveness of our algorithm.

• Some extended versions of EXP4 are given by uti-
lizing CR and CF allocations in special scenarios.
Furthermore, a modified version of the algorithm for
non-stationary nodes in an IoT network is also presented
and evaluated.

III. SYSTEM MODEL
We consider a single-cell LoRa network, consisting of a
fixed number of LoRa end devices (EDs) and a single half-
duplex gateway (GW). The EDs are Class A devices, static
(unless stated otherwise), and uniformly distributed around
the GW. The EDs sleep most of the time to conserve battery,
waking up to perform uplink transmissions only at new packet

FIGURE 1. System model of a LoRa network.

arrival instants. Also, during the network training phase, each
ED receives a downlink acknowledgment (ACK) from the
GW upon successful uplink transmission. To avoid inter-
ference between uplink transmissions and downlink ACKs,
we assume that the GW transmits the ACK on a channel
different than the uplink channel. For example, TTN allows
the use of separate channels for downlinks with a 10% duty
cycle [33]. Although LoRaWAN specifies two receive win-
dows, RX1 and RX2, in which a device listens for confirmed
traffic, we consider that EDs wait for an ACK only in the
second receive window, RX2, to conserve energy and chan-
nel resources. In this respect, we assume that the gateway
transmits ACKs at a fixed SF9 while it compensates for
the possible link asymmetry for higher SFs by adopting the
transmit power, pt = 27 dBm.
For the uplink, to capture the most realistic radio environ-

ment and LoRa-modulation-specific details, we consider all
the possible factors that result in packet loss during the uplink
transmission. Such factors include wireless channel attenu-
ation and fading, bit error rate (BER) [34], time collision
during the critical window of packet transmission [35], and
inter-SF, and co-SF capture effect [25].

A. PATH LOSS MODEL AND CHANNEL FADING
We consider the log-exponential path loss model along with
Nakagami-m fading with shape parameter m for the wireless
channel model as

PL(d)[dB] = PL(d0)+ 10n log10

(
d
d0

)
+ Xσ (1)

where PL is the path loss at distance d , n is the path loss
exponent, Xσ is the fading parameter, while PL(d0) and d0 are
reference path loss and distances.

In earlier works on optimal parameter selection in
LoRaWAN, mostly either fading or shadowing are ignored.
However, this makes the channel much more predictive with
fewer variations, and algorithms like ADR [36] and LoRa-
MAB [9] can easily converge to optimal solutions. To make
the assumptions more realistic, we consider Nakagami-m
fading, which is generic enough to model a wide range of
wireless channel conditions, including Rayleigh and Rician
fading.
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B. PERFORMANCE METRICS
The performance of an IoT network can be described by three
primary factors, including PRR, energy consumption, and
data rate. Out of these three, PRR and energy consumption
are of primary importance for LPWANs such as LoRaWAN,
as they are battery-powered networks and do not have high
data rate requirements.

1) PACKET RECEPTION RATIO (PRR)
To determine whether a packet has been received, we use the
analytical model of bit error rate (BER) of LoRa modula-
tion [34]

BER = Q
(
log12(SF)
√
2

· 0b

)
, (2)

where Q(·) is the Gaussian Q-function and 0b = Eb/No is
the ratio between the energy per bit to noise power spectral
density

0b = SNR(pt )− 10 · log10

(
Rs · SF · CR

BW

)
, (3)

where SNR is a function of pt and Rs is the symbol rate
defined as

Rs = SF ·
(

4
4+ CR

/
2SF

BW

)
· 1000. (4)

Using the results from [4], this model can be extended to
different CRs; that is, from (2), the probability of successful
reception in the presence of noise, Pne, for a k-bit packet can
be determined as

Pne =


(
1− BER(0b)

)k
, if CR = 1, 2(

1− BER(0b)
)k
+ k

BER(0b) ·
(
1− BER(0b)

)k−1
, if CR = 3, 4.

(5)

On the other hand, in the presence of self-interference (i.e.,
collision), a packet can be considered successful if LoRa-
specific co-SF and inter-SF capture threshold is satisfied

Pne+=

{
Pne, if inter-SF & co-SF threshold is satisfied
0, otherwise

(6)

i.e., Pne+ is zero if the collision happens and the packet is lost
due to interference, and Pne otherwise.

Let Pnc be the probability of no collision in the presence
of co-SF and inter-SF interference; then the PRR can be
approximated as [37]

PRR(pt ) ≈ Pnc · Pne+. (7)

2) ENERGY CONSUMPTION
The energy consumption (EC) of a device for packet
transmission and the corresponding ACK reception can be
defined as

E(SF,CR) = EPKT+EACK
= pt ·ToA (SF,CR)+prec ·ToA (SF(9),CR(4/5)) ,

(8)

where, in the first term, pt = Vtx · Itx is the transmit power
of an uplink packet defined in terms of the supply voltage
(Vtx) and pt -dependent supply current (Itx) of a typical LoRa
transceiver (c.f. Table 2). Whereas, in the second term, prec =
Irec · Vtx is the power consumed during an ACK receive
window, with Irec as the corresponding current supply, and
SF and CR of ACKs are fixed at 9 and 4/5, respectively.

Moreover, the ToA of a packet in terms of LoRa symbol
time, Tsym, can be defined as

ToA(SF,CR) =
(
npre + ñ(SF,CR)

)
· Tsym, (9)

where Tsym = 2SF/BW, which implies that a higher SF has
a higher Tsym or ToA, yielding higher collision probability.1

Also, npre and ñ are the number of symbols in the preamble
and payload of the frame, respectively, with ñ defined as [38]

ñ(SF,CR)=8+max
(⌈8PL− 4SF+28+16C

4(SF− 2DE)

⌉
(cr+4), 0

)
,

where ⌈·⌉ is the ceil function, PL is the number of bytes in
frame payload,C the indicator function for payload CRC,DE
is the data rate optimization indicator (enabled only for SF11
and SF12), and lowercase cr the CR index for coding rate
from 4/5 to 4/8.

3) ENERGY PER PACKET (EPP)
From (8) and (7), a combined performance metric energy per
packet (EPP) can be derived as

EPP =
E(SF,CR)
PRR(pt )

, (10)

which defines the energy consumed for successful packet
transmission to the gateway, as in [4].

C. PROBLEM FORMULATION
When maximizing the overall network performance, EPP in
(10) nicely captures the tradeoff between PRR and energy
consumption. Therefore, with an objective of maximizing
network-wise PRR while minimizing energy consumption
based on the appropriate selection of transmission parame-
ters, we can formulate our problem as

min
a′

1
N

N∑
j=1

EPP, (11)

where a′ is the set of the decision variables, {CR,SF, pt ,CF},
where the range of these decision variables is according
to the LoRa specifications [38]. However, the optimization
problem (11) is a combinatorial and mixed-integer problem,
which is known to be NP-hard. In addition, the decision
variables CR, SF, and CF are discrete while pt is continuous.
Therefore, it is difficult to achieve optimal results in polyno-
mial time. To simplify the problem, by assuming a uniform
deployment of devices on CFs to ensure that each orthogonal

1For different SFs, ToA of a LoRa packet with 19-byte payload is given
in Table 3.
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channel has an equal number of nodes to minimize interfer-
ence, we define a two-stage problem: First, we minimize the
average energy consumption of a device with the appropriate
selection of pt for given SF and CR as

min
pt

1
N

N∑
j=1

E(SF,CR)

s.t. Pt ≤ Pmax

PRR ≥ 0.95, (12)

where Pt ≤ Pmax sets the constraint on maximum to transmit
power, and constraint PRR ≥ 0.95 ensures that the optimal pt
must achieve a minimum PRR of 95% without interference.

Second, using optimal pt (i.e., p∗t ), we maximize the net-
work PRR by appropriate configuration of SF and CR, i.e.

max
a

1
N

N∑
j=1

PRR(p∗t )

s.t. CR ∈ [5, 7]

SF ∈ [7 · ·12], (13)

where decision variable a is the subset of a′ with a =
{SF,CR}, whereas p∗t is the output of the problem (12).
In the next section, we develop an algorithm to find the

optimal parameter configuration of a LoRa network, where
we solve problem (12) using supervisedML and problem (13)
using contextual multi-armed bandit RL technique.

IV. ALGORITHM DESIGN AND DESCRIPTION
Note that, to solve problem (11), we could create an RL envi-
ronment consisting of realizable states equal to the number of
possible transmission parameters like those considered in [9]
and [39]. However, it makes the action space exceptionally
large, requiring a lot of time and computations to converge
to an optimal solution [9]. Furthermore, choosing a suitable
reward for such an RL algorithm is difficult as it has two con-
flicting goals (energy minimization and PRR maximization).

Therefore, we design an algorithm that minimizes the EPP
by using two-stage optimization, i.e., supervisedML for min-
imizing energy consumption and RL for maximizing PRR,
with the following blueprint.
• For CF, we consider a uniform deployment of devices on
each CF to minimize interference (line 1 in Alg. 1).

• The energy consumption minimization is converted into
a supervised machine learning problem, which outputs
an optimal pt matrix for each SF and CR.

• Lastly, SF and CR are allocated using the RL algorithm
for the non-stochastic bandit problem EXP4 utilizing
expert opinion-based actions. Each expert has a trust
coefficient, which is updated based on the reward from
following the expert’s advice, with two experts; the first
expert depends on ToA while the second exploits the
packet history to learn the environment using EXP3s,
as in [9].

Simply put, the ML algorithm ensures that packet loss due to
low SNR is minimized, while the RL algorithm reduces packet

Algorithm 1 Proposed Algorithm for Optimal Parameter
Selection in a LoRa Network
Input: Distance (d) and Nakagami-m parameter of EDs
Output: Optimal SF, CR, CF, and pt for all EDs
1: Assign CF using node-id
2: Find pt matrix using d & m
3: Initialization:
4: wexp3s(0) = 1, wexp4(0) = 1, Pexp3s =

1
K as uniform

distribution, and PToA from (16).
5: EXP4 Training
6: for t = 1 to T do
7: for each end device j do
8: if Transmit then
9: Compute reward, r js(t)← (18)
10: Compute EXP3s weight, wjexp3s(t+1)← (17)
11: Compute EXP3s prob., P j

exp3ss
(t+1)← (19)

12: Compute expert advice matrix, Pϵ(t)← (20)
13: Compute EXP4 weights, wexp4(t+1)← (21)
14: Compute EXP4 prob., Pexp4(t)← (23)
15: end if
16: end for
17: end for

losses due to interference or low signal-to-interference ratio
(SIR). These two approaches are described in the following
subsections, while the full algorithm is given in Alg. 1. The
detailed evaluation and insights on the effectiveness of the
selected approach are given in Sec. V.

A. SUPERVISED ML FOR POWER ALLOCATION
In the following, we give an overview of the power optimiza-
tion problem and the different ways it can be solved. pt is
the most important factor in the energy consumption of an
ED. Previously, RL algorithms [7], [9] have been used to
find optimal pt . However, while the ED remains stationary,
a dynamic allocation method (e.g., RL-based) of pt is unnec-
essary, and a single pt value can be considered optimal at a
specific SF, CR, and distance from the BS. Further, even if
pt can be considered to be discretized to six power levels
in commercially available LoRa transceiver [38], the size
of the action space increases six times, and correspondingly
increasing the computations by the same factor as well as the
convergence time. If the channel conditions remain the same,
every time recalculating the pt would be a waste of compu-
tational resources and less effective as the RL algorithm may
try to explore values of pt that are not optimal.
As shown in [40], path loss models often do not provide a

fair estimate of path loss of the environment; consequently,
they are unable to estimate the required minimum power
to maintain an adequate PRR. The curve fitting techniques
studied in [40] are shown to perform better in terms of
reducing root mean square error (RMSE) between the actual
and predicted values. For instance, using linear regression,
we can get an RMSE error of 11.2% on validation data (with
a 70:30 train/test split) (c.f., Sec. V-B). It demonstrates that
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the supervised ML algorithms can be better utilized in pre-
dicting the appropriate minimum pt required for successful
transmission. Our approach to analyzing different supervised
ML models to get the desired result is described Sec. V-B.

Therefore, the power optimization problem is solved by
treating it as a supervised ML problem. The ML algorithm
is trained on the previous data generated from packet trans-
missions. The algorithm assumes that the location of nodes
around the base stations is known and using which the dis-
tance from end-nodes to BS is calculated. The other param-
eter required is the m-parameter to get an estimate of the
environment condition between the node and BS. It can either
be previously known or calculated using the SNR of a few
of the previous packets (around twenty for a fine estimate
but a rough estimate of the channel is also adequate as it
does not have much effect on the calculations). The algorithm
first estimates the optimal power based on its environment
condition and distance from BS to get optimal powers for
each set of SF and CR. So every combination of SF and CR
pairs has one optimal transmission power associated with it
(line 1 in Alg. 1). A glimpse of power prediction for an ED
located at d = 2180m is given below.

[ SF7 SF8 SF9 SF10 SF11 SF12

CR5 17 14 11 8 5 5
CR7 14 11 11 8 5 5

]
That is, for instance, if an ED at a distance d m chooses
to transmit at SF7 and CR5, the transmission power should
be 17 dBm for optimal transmission. The main benefit of
this approach is that it reduces the action space of the RL
algorithm by six times, as now the algorithm does not have to
explore the optimal transmission power.

B. RL ALGORITHM FOR SF ALLOCATION
Although Supervised ML can be and has also been used to
allocate SF in an IoT network [13], the model becomes highly
dependent on the traffic load and becomes invalid just as the
traffic load changes. Therefore, to tackle the SF allocation
problem, the contextual multi-armed bandit problems facet
of RL is used and explored, which requires no prior sta-
tistical assumptions regarding the channel. To facilitate RL,
we create an RL environment consisting of realizable states
equal to the number of possible transmission parameters and
fully observable state space (X ). The EDs act as independent
agents in a distributed, non-cooperative manner, unaware of
each other, to select the best actions to maximize their reward.
The reward of the action is based on the successful reception
of the packet at BS, equal to one in case of success, while zero
otherwise. Each device j selects an action, st ∈ Sx(t) ⊂ S ,
whereS = {s1, . . . , sj} = {PCRl ,SFm}P |CR|×|SF|ToA

is the selection
of the parameters CR and SF according to [38].

Exploring such a large action space to maximize reward
using the RL algorithm takes a lot of computation in every
step and a significant time to reach a suitable state, as in [9].
To tackle this problem, we have reduced the action space to
only twelve possible states. It is done by allowing the RL

algorithm to choose between only SFs (six possible values)
and CRs (two possible values), whereas pt and the center
frequency are determined as in the previous section. This
approach has proven to be much better in terms of PRR and
EPP, as shown in the results (see Sec. V).
The agents traverse the environment with the help of an

Exponential-weight algorithm for Exploration and Exploita-
tion using Expert Advice (EXP4). The algorithm EXP4
chooses the best strategy from the pool of Expert advice. Our
approach consists of N = 2 external experts, described as
follows.

1) EXPERT-1
The first expert is the time-on-air (ToA), as defined in (9),
which allocates SF based on the ToA of data frames. For
simplicity, using the fact that a higher SF has a higher Tsym
and consequently higher collision probability, we allocate
probabilities inversely proportional to symbol time, instead
of actual ToA, to prioritize actions with lower collision prob-
ability, i.e.

[ SF7 SF8 SF9 SF10 SF11 SF12

PToA=
1
27

1
28

1
29

1
210

1
211

1
212

]
(14)

As a result, for instance, the likelihood of choosing SF7 is
twice that of SF8 by Expert-1.

It is a fixed expert, so its probability does not change with
time. The probability vector in (14) only depends on the SF
that can be simply repeated for the possible number of actions
for the RL algorithm; that is, if for two values of CR, the size
of the probability vector changes from 6 × 1 to 6 × 2 as

PToA =

[ SF7 SF8 SF9 SF10 SF11 SF12
1
27

1
28

1
29

1
210

1
211

1
212

1
27

1
28

1
29

1
210

1
211

1
212

]
(15)

We normalized PToA to produce a probability distribution
that adds up to one as

PToA =
PToA∑6
i=1 PToA

. (16)

2) EXPERT-2
It is a Uniform expert that uses the EXP3s algorithm for SF
allocation. The uniform expert starts with equal probability
Pexp3s(0) = 1/6 for each SF and is updated at each time
step depending on the packet success or failure, similar to
as described in [9]. The weights of each action are first
initialized to one (line 4), and once the algorithm starts, they
are updated based on the reward received from the previous
action as (line 10)

wjexp3ss(t+1)=w
j
exp3ss

(t) exp

γexp3ssr
j
s(t)

KP j
exp3ss

(t)

+ eα
K

K∑
s=1

wjexp3ss(t),

(17)

where γexp3s is the learning rate of EXP3s algorithm andK =
|PToA| is the number of possible actions of selecting SF and
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CR, which in our case can be 6 or 12 based on (14) or (15),
respectively.

The reward r js(t) depends on successful reception of the
packet (i.e., PRR) as

r js(t) =


PRRj(t)

P j
exp3ss

(t)
if action st is chosen

0 otherwise.

(18)

Therefore, the reward is only one for an action if it is chosen
and the chosen action also results in successful transmission.
This reward type is called bandit feedbackwhen the algorithm
observes the reward for the chosen action only.

Based on these weights, the new probability is determined
using (line 11)

Pexp3s(t + 1) = (1− γexp3s)
wjexp3s(t + 1)∑K

i=1 Kw
j
exp3s(t + 1)

+
γexp3s

K
.

(19)

3) EXP4
Both experts provide an SF allocation probability vector as
described above, which is used by EXP4 to calculate optimal
probabilities by updating weights and rewards associated
with each SF during the entire time horizon. The probability
vectors are concatenated to form an Expert Matrix Pϵ(t) as
(line 12)

Pϵ(t) =
[
PToA

Pexp3s(t)

]
(20)

The weights of EXP4 are first initialized to one and
updated based on reward as (line 13)

wjexp4(t + 1) = wjexp4(t) exp

(
γexp4

∑2
i=1 ŷi(t)
K

)
, (21)

where γexp4 is the learning rate of EXP4 algorithm and its
optimal value is found to be 0.05 after experimenting with
different values. Here, ŷ(t) is calculated using matrix multi-
plication of reward matrix and expert advice matrix Pϵ(t) as

ŷ(t) = ˆrewardexp4(t) · Pϵ(t), (22)

where ˆrewardexp4(t) is the reward matrix found by combining
the reward of each action (whether chosen or not).

Similar to exp3s, after getting the weights of each action,
EXP4 uses these weights to calculate the final probability
vector to select the next action as (line 14)

Pexp4(t) =
(
1− γexp4

) ∑2
i=1 w

j
exp4i

(t)Pϵ(t)

Wexp4
+

γexp4

K
. (23)

C. COMPUTATIONAL REQUIREMENTS
A prime concern in deploying a specific algorithm for an
IoT network is its computational requirements. IoT devices
are usually constrained both in computational capabilities
and available battery, while BS stations are assumed to have
adequate power to support complex computations. Many

previously proposed approaches used centralized RL based
on deep RL and deep Q-Networks, which have very high
computational requirements and could not scale with the
increasing number of network nodes. However, decentralized
algorithms do not have a scalability problem, as each node is
independent of all other nodes. Therefore, these algorithms
work effectively for massive networks without additional
resource requirements. Moreover, EXP4 only requires a few
multiplications and exponentiation calculations which are
easy to implement in a small micro-controller in an end node
without additional hardware requirements.

Mathematically, the upper bound on the regret of EXP4
algorithm is O(

√
TM logM ) when M ≤ A, where M is the

number of experts, A is the number of arms (actions), and
T is the number of steps in the time horizon [41]. When
M ≤ A (M = 2 and A = 12 in our case), the regret bound of
EXP4 is always better than Exp3. Concerning computational
complexity, the most computationally expensive step used
in the algorithm is exponentiation. The complexity of expo-
nentiation is found using Taylor Series O(M (n)n1/2), where
M (n) is the complexity of the multiplication algorithm. For
faster multiplication in embedded systems, Karatsuba Algo-
rithm can be used [42], having a complexity of O(n1.585).
Therefore, the final complexity becomes O(n1.585.n1/2) =
O(n2.085).

Thus, these properties make our algorithm easy and
efficient to implement in highly resource-constrained IoT
networks.

V. EXPERIMENTAL SETUP, ANALYSIS, AND RESULTS
A. EXPERIMENTAL SETUP
To establish the experimental setup according to the system
model in Sec. III, we modified LoRaSim [43]—a discrete-
event python simulator for LoRaWAN IoT networks—and
incorporated the proposed ML-based parameter allocation
approach. The salient features of the interference model of
LoRaSim are: a) it considers both co-SF and inter-SF inter-
ference b) the message is received correctly if it satisfies
minimum co-SF, inter-SF, and SNR threshold. c) a message
is lost only if the overlap of packets is in the time-critical
region of the considered packet [35]. The other changes to the
simulator include the introduction of a) packet success model
according to (5)-(7), b) Nakagami-m fading model for better
realization of the real-world environment, c) optimal power
allocation using supervisedML, and d) uniformCF allocation
in each frequency channel and e) implementation of EXP4 to
calculate optimal SF and CR. The LoRa- and system-specific
parameters used in the simulation are given in Table 3 and
Table 2. The results presented of the proposed algorithm are
after twenty-four hours of training the reinforcement learning
model in the network unless specified otherwise.

B. SUPERVISED ML FOR POWER ALLOCATION
For training our ML model, we generate the experimen-
tal data using the simulator as described earlier. In the
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TABLE 2. LoRa- and simulation-specific parameters.

TABLE 3. LoRaWAN uplink characteristics for a packet size of 19 Bytes
(13-Byte header, 6-Byte payload) [38].

simulations, the minimum transmits power, which ensures
at least 95% PRR, is categorized as the optimal power.
Meanwhile, a low network activity rate of λ = 0.28 is
chosen to ensure that packet losses due to interference are
negligible. The motivation was to capture the effect of the
change in received SNR while changing the distance and the
Nakagami-m parameter adequately. The data is then used to
train theMLmodels with optimal power as the output and SF,
CR, Nakagami-m parameter, and distance as the input.

For this purpose, we evaluated different ML algorithms to
solve the problem of power optimization. The most obvious
solution is to treat it as a regression problem with optimal
power as the predicted label. Earlier studies in the literature
have also shown that curve-fitting algorithms are much bet-
ter at predicting path loss (and eventually optimal pt ) [40].
Since LoRa-PHY provides only six discrete possible transmit
power values (see Table 2), a continuous output from the
regression model is not entirely useful. Therefore, we treated
the problem as a classification problem, with the output pre-
dicting either one of the possible power values or returning -1
in case there is no optimal power (i.e., indicating transmission
is unfeasible for the given SF and CR).

To solve the classification problem of finding suitable
pt among seven available choices, we consider six popu-
lar classification algorithms, including random forest (RF),
logistic regression, Gaussian naive Bayes, support vector
machines (SVMs), linear discriminant analysis (LDA) and
K-nearest neighbors classifier (KNNs). The algorithms are
chosen considering the ease of deployment in an IoT network
and low computational requirements, unlike neural networks.

TABLE 4. Classification accuracy of algorithms for power allocation
problem.

FIGURE 2. Classification accuracy of random forest (RF) algorithm for
optimal power allocation.

For evaluation, we first divided the data into 70:30 train/test
data split and then conducted cross-validation to find the
best hyper-parameters. After learning about the training data,
we tested these algorithms to find the accuracy of the test data.

The training and testing accuracy of the six considered
algorithms is summarized in Table 4. It can be observed from
these results that RF has the best accuracy of 92.96% com-
pared to other solutions. For RF, the best result is obtained
using 11 estimators with a random grid search. Fig. 2 shows
the accuracy of the RF algorithm for the different numbers of
estimators.

C. REINFORCEMENT LEARNING FOR SF AND CR
ALLOCATION
In this section, we evaluate and compare the proposed algo-
rithm with LoRa-MAB [9] in terms of packet reception ratio
(PRR) and energy per packet (EPP). For training and testing,
we simulate the IoT network for around eleven days, during
which approximately 1.57 million packets are sent from the
end nodes to the LoRa BS.

1) CONVERGENCE ANALYSIS USING PRR
The algorithm’s convergence performance with time in terms
of PRR is shown in Fig. 3. It can be observed that the EXP4-
based proposed algorithm provides a much higher PRR even
at the start of the network, proving it does not need much
information about the environment to choose the best action
due to multiple contextual experts. Although there are some
variations at the start because the algorithm is trying to
explore the best actions for maximum reward, after a few
hours, the algorithm converges to a few actions and starts to
exploit. In contrast, EXP3s/EXP3 perform poorly at the start
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FIGURE 3. Convergence analysis of the proposed and the baseline RL
algorithms.

as it, a) initializes the probability vector uniformly and b) do
not have any contextual information about the network. The
performance of EXP3s and EXP3 starts to improve slowly
after some time as they learn about the environment through
exploration; however, the curve becomes flat at the long-time
horizon. From these results, we can conclude that the EXP4-
based algorithm converges much faster than previously con-
sidered RL algorithms (approximately ten times faster than
EXP3s). Meanwhile, it also provides significantly better
network performance after convergence. This is because it
already has contextual information about the environment
through Expert 2 even before the start of network simulation.

2) ENERGY PER PACKET (EPP)
We also analyze the energy consumption in terms of the
EPP of the RL algorithms with time. LoRa-MAB [9] pro-
vides EXP3s as a single objective RL algorithm, aiming to
maximize PRR only. The consequence of this is that the
algorithm sacrifices energy efficiency in its aim to maximize
PRR. From Fig. 4, it can be observed that EXP3s consumes
294% more EPP than the proposed algorithm, which reduces
slightly to 282% after nine days of learning. As described
previously, due to the multi-objective nature of our algorithm,
the energy consumption of our algorithm is alsominimized by
using a supervised ML algorithm to find the optimal power
required to transmit the packet successfully without wasting
the precious energy of the nodes and sacrificing the PRR.
Lastly, we observed that the impact of downlink ACKs on the
device energy consumption is insignificant due to the short
ToA of an ACK and small current consumption Irec during
receive window.

3) SF AND POWER DISTRIBUTION
From Fig. 5a, we can distinguish the SF distribution of the
sent packets between EXP3s and the proposed algorithm.
EXP3s have a nearly uniform distribution of load for all
SFs, which leads to increased collisions as low SFs can
accommodate much more traffic load before congestion than
higher SFs due to the significant difference in ToA. The

FIGURE 4. EPP for EXP3s and proposed.

FIGURE 5. Resource distribution difference between EXP3s and the
recommended algorithm.

higher ToA means it takes longer to transmit a packet, which
also increases the probability of other nodes transmitting in
the same time period; hence, leading to a collision between
the packets. For the suggested algorithm, we observe that
it assigns much more packets to lower SF and successfully
exploits the lower ToA of low SFs based on Expert 2 advice.
In Fig. 5b, we can observe the power distribution of the pro-
posed and the baseline RL algorithms. As expected, EXP3s
have uniform power distribution as there is no reward for the
RL for choosing low powers even if higher power levels are
unnecessary for successfully transmitting the packet. How-
ever, the transmission power in our algorithm is selected by
the supervised ML algorithm, which minimizes the power
by choosing the minimum required power to successfully
transmit the packets.

D. COMPARISON WITH THE ADR EXTENSIONS
We also compare our algorithmwith ADR and its two popular
extensions, namely, EARN [4] and FADR [3], for different
network cell sizes and activity rates. To do so, we modified
our system model to match the one adopted in [4]. In partic-
ular, we utilized path loss model with d0 = 1000m, PL,d0 =

128.95 dB, n = 2.32 and path loss std dev. σ = 3 as path
loss parameters. Other simulation parameters are the same as
given in Tables 2 and 3.

To compare with the baseline ADR schemes, we use
the goodput metric, which is another important param-
eter describing the performance of IoT networks in
terms of application-level throughput. The goodput be
defined in terms of payload (PL), PRR, and the network
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activity rate λ, as

Goodput = PRR · PL · λ, (24)

where λ is the traffic load, defined as

λ =
Number of nodes (N )

Avg. send time of end-node
. (25)

1) CELL RADIUS
The goodput and EPP of the network for different cell radii
are shown in Fig. 6a and Fig. 6b, respectively, with the
considered algorithms. From Fig. 6a, we can observe that
the recommended approach is much superior to other algo-
rithms in terms of goodput at all distances. Furthermore, the
effect of increasing cell radius is the least on the proposed
approach and gives about 57% improvement on EARN-
am [4] at 12.02 km. It can be attributed to the optimal power
algorithm, which provides suitable power predictions based
on the distance of the devices from the BS. When analyzing
energy efficiency in terms of EPP for different cell sizes in
Fig. 6b, our algorithm is observed to perform slightly better
than EARN-am and EARN at smaller radii. However, from
5.71 km, EARN consumes the least EPP out of all the consid-
ered algorithms. It is because the proposed algorithm prefers a
better PRR in the trade-off between energy consumption and
PRR. If a lower EPP is required for the proposed approach,
it can be achieved by sacrificing the PRR and goodput slightly
in favor of energy efficiency.

2) TRAFFIC LOAD
In Fig. 7a and Fig. 7b, we compare the goodput and EPP
under different traffic loads, respectively. Fig. 7a shows that
the goodput of the proposed approach increases linearly with
increasing traffic load. The results demonstrate the ability of
the proposed algorithm to effectively learn the environment,
depending on the traffic. By evenly distributing network
traffic and exploiting the SF orthogonality using RL, the
algorithm can minimize packet losses at high traffic loads. In
contrast, EARN-am, EARN, and FADR have their maximum
goodput at λ = 1.39, which decreases afterward, indicating
high packet losses as the traffic load is increased. As the
network radius remains constant in Fig. 7b, the EPP of the
suggested approach remains constant, as increasing traffic
load does not decrease the PRR due to effective learning
of the environment by the model, as described previously.
In contrast, the EPP of other algorithms increases exponen-
tially due to higher packet losses and, consequently, lower
PRR. At 12.02 km, the second-best performing algorithm
EARM-am has 26 times higher EPP than the suggested algo-
rithm. Our results show that the suggested approach performs
much better than all other considered algorithms in highly
congested networks.

E. PROPOSED APPROACH VARIATIONS
We also analyzed a selected few variations of the proposed
algorithm using different strategies for CR and CF allocation

and their usage scenarios. For our results, we considered an
IoT network with N = 1000 nodes with a traffic load of λ =

1.67 and different cell radii.

1) CODING RATE (CR)
LoRa employs forward error correction for error correction
using Hamming codes and has four possible coding rates,
including 4/5, 4/6, 4/7, and 4/8. A higher value of CR
increases robustness to noise but also increases the power
consumption and the probability of collision due to a slightly
higher ToA. Fig. 8 and Fig. 9 show the comparison between
using two CRs (4/5 and 4/7) and only one fixed CR (i.e.,
4/5 as mandated by LoRaWAN specifications [14] ). The
former provides an improvement from 6.33% to 13.3% in
EPP depending on the cell radius while negligible perfor-
mance difference in PRR. However, having two choices CR
increases the action space of the recommended approach
to twelve (6 SFs x 2 CRs) and, consequently, doubles the
computational requirements. Hence, it is a design choice and
depends on the specific conditions of the network. In most
cases, doubling the computations does not have a consider-
able effect on the battery life, and improvement in EPP is
more significant, especially for large networks. Therefore,
we have used two CR choices (4/5 and 4/7) to allocate the
transmission parameters.

2) CENTER FREQUENCY (CF)
The LoRaWAN channel plans are region specific; for
instance, in Europe, EU 863-870 MHz, known as the
EU868 band, is harmonized in all EU countries under the
ETSI [EN300.220] standard. As per LoRaWAN regional
parameters [15], the EU868 ISM band supports a maximum
of 16 channels, which are stored by EDs using a channel data
structure. However, every end device must implement three
default channels with center frequencies (CFs) of [868.10,
868.30, 868.50] MHz and maintain a list of 5 optional chan-
nels. The other channels can be freely modified/populated
into 5 optional channel list (i.e., CFlist). To this end, for
the comparative analysis with the related studies, we consider
only these default channels in the EU868 band with a band-
width of 125 kHz. From Fig. 8 and Fig. 9, we observe the dif-
ference in performance when RL is used to assign CF in con-
trast to uniform CF assignment to nodes. We note that using
either of the above-mentioned approaches provides negligible
improvement or performance degradation. However, if we
assign CF using RL, it further increases the action space three
times (as it would have three more choices to decide from).
Therefore, the computations performed by the end nodes are
tripled, which wastes precious battery life without providing
any benefit. Hence, we have chosen a uniform frequency
allocation strategy to allocate the same number of nodes in all
channels. However, as LoRaWAN operates on the ISM band,
sometimes there can be other wireless technologies present in
the channel, of which the network would be unaware. In these
specific scenarios, RL is a better choice as it does not require
any prior knowledge about channel congestion.
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FIGURE 6. Comparing the proposed algorithm with the ADR-based schemes for different cell radii for traffic load λ = 0.83.

FIGURE 7. Comparing the proposed algorithm with the ADR-based schemes for different traffic loads for cell radius R = 4.5 km.

FIGURE 8. Packet reception ratio (PRR) for different proposed algorithm
variations, for N = 500 EDs.

F. MOBILE NODES
Although our algorithm is primarily for stationary IoT
devices, it can be extended to mobile nodes with a few mod-
ifications. Many IoT applications require mobility, e.g., con-
nected farms and vehicular networks. The significant change
for mobile nodes is in pt allocation as the distance from the
BS and environment keeps changing with time, and pt needs
to be updated similarly.

FIGURE 9. Energy per packet (EPP) for different proposed algorithm
variations, for N = 500 EDs.

To ensure good performance for mobile nodes, we make
slight modifications to our algorithm. To prove the validity
of our modified algorithm for mobile nodes, we consider a
cell radius of R = 5 km, λ = 1.22, N = 300 nodes. Out
of N = 300, 50% nodes are mobile and move freely with
a velocity of 50 km/h inside the network. We assume that
although the end nodes are mobile, their distance from the
gateway is still known within the accuracy of 250m (although
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FIGURE 10. PRR with 300 nodes and 50% mobile nodes.

FIGURE 11. EPP with 300 nodes and 50% mobile nodes.

much higher ranging accuracy has already been demonstrated
in LoRaWANs [44]. Furthermore, the node remains inside the
cell radius of the IoT network. The allocation of SF remains
the same as previously, while a fixed CR of 4/5 is selected.
The main difference is in pt allocation; we find multiple
power matrices at the start of network simulation instead of
just one previously since the distance from the gateway keeps
changing. For our system model, we calculated five power
levels for different distances such that the network radius is
uniformly divided. Now, depending on the distance from the
BS, one of the five levels is chosen to get optimal pt .
To test our modified algorithm, we considered our

unmodified algorithm, EXP3s [9], and modified the proposed
algorithm. From Fig. 10, we observe that the modified sug-
gested algorithm performs the best out of the three algo-
rithms followed by EXP3s. The unmodified recommended
algorithm performsworse as its power allocation is dependent
on distance, which keeps changing, and the change is not
catered for in the algorithm. Therefore, many packets are
lost if the node moves far away from the gateway when the
initial Pt was calculated for distance closer to the gateway.
Fig. 11 proves that the modified proposed algorithm is also
the most energy-efficient algorithm due to its dynamic power
allocation. As expected, EXP3s performs worst as it is a
single-objective algorithm based on PRR. These results prove
that a slight modification in the algorithm for mobile nodes
allows our algorithm to perform very well compared with
other algorithms.

VI. CONCLUSION
In this article, we focused on improving the performance
metrics of a single-cell, congested LoRaWAN network in the
dynamic channel and deployment scenarios. In this respect,
we developed an analytical model for energy-per-packet
(EPP) while accounting LoRa PHY parameters, with the EPP
model acting as a measure to capture the trade-off between
packet reception ratio (PRR) and energy consumption (EC).
Herein, the PRR and EC are crucial key performance indica-
tors (KPIs) in low-power IoT networks. Using the EPPmodel,
we defined an optimization problem to maximize the overall
network PRR while minimizing the EC, with the available
degrees of freedom in selecting LoRaWAN parameters as
decision variables. To simplify the original (combinatorial
and mixed-integer) NP-hard problem, we defined a two-stage
problem. First, to minimize average energy consumption per
device, we determined the appropriate transmit power of
devices to achieve at least 95% PRR for the given LoRaWAN
parameters by adopting a supervised ML approach. To this
end, we generated realistic experimental data with different
fading parameters to compare the appropriate transmit power
level prediction performance of three classification algo-
rithms: random forest (RF), logistic regression, and Bayesian
regression, with RF (nineteen estimators) providing more
than 91% accuracy. This approach allowed us to reduce the
action space in solving the second problem of maximizing
PRR by finding an appropriate configuration of spreading
factor and coding rate parameters. We mapped the PRR max-
imization problem to the contextual multi-armed bandit RL
technique, specifically the EXP4 algorithm with two experts.
As a result, the algorithm is able to converge around a hun-
dred times faster than previously proposed MAB approaches,
and the computations required at the resource constraint end
nodes are also significantly reduced.

We developed an algorithm based on these two indepen-
dent solutions and compared its performance with state-of-
the-art algorithms under a realistic simulation setup, account-
ing for wireless channel fading and time/power capture effect.
Our results showed that the proposed algorithm could achieve
higher energy efficiency, PRR, and goodput of the LoRa
network, especially for large and highly congested networks
(approximately 26 times better energy efficiency than other
state-of-the-art algorithms for highly congested networks) in
fixed as well as mobile device deployment scenarios.

Despite the superior performance of the proposed algo-
rithm, it requires feedback (i.e., ACK) from the GW for every
uplink packet from EDs in order to update its reward and,
consequently, probabilities for the next action. As a result,
precious channel/bandwidth and energy resources are used
for downlink ACKs, which could also potentially lead to
uplink/downlink interference when using the same channel.
Therefore, in the future, we aim to study how we can reduce
the algorithm’s dependency on feedback from the GW as well
as how to accurately model the uplink/downlink interference.
Still, it is noteworthy that the downlink ACKs are required
only during the network training phase. Our results have
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shown that 24-hour long training is sufficient to achieve good
performance of the algorithm. This training time is relatively
short compared to the IoT network’s lifetime and the down-
link control ACKs can be eliminated after training.

Moreover, the proposed algorithm can potentially be
adapted to a multi-gateway scenario, e.g., to alleviate the con-
gestion/interference on the gateways by appropriate parame-
ter selection. Further, the effect on the network performance
under different or more than two experts can also be studied.
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