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ABSTRACT This paper proposes an EEMD-Hurst-LSTMpredictionmethod based on the ensemble learning
framework, which is applied to the prediction of typical commodities in China’s commodity futures market.
This method performs ensemble empirical mode decomposition (EEMD) on commodity futures prices,
and incorporates the components obtained by EEMD decomposition and the adaptive fractal Hurst index
calculated by using intraday high-frequency data as new features into the LSTM model to decompose its
correlation with the external market to detect changes in market conditions. The results show that the EEMD-
Hurst-LSTM method has better predictive performance compared to other horizontal single models and
longitudinal deep learning combined models. Meanwhile, the trading strategy designed according to this
ensemble model can obtain more returns than other trading strategies and have the best risk control level.
The research of this paper provides important implications for the trend following of commodity markets
and the investment risk management of statistical arbitrage strategies.

INDEX TERMS Commodity futures price, ensemble learning, ensemble empirical mode decomposition,
combination forecasting, deep learning, machine learning.

I. INTRODUCTION
Financial asset price forecasting is one of the ancient and
challenging problems in time series forecasting due to the
large amount of noise and high volatility in financial markets.
From the perspective of financial trading practice, if the
price of financial assets and their movement trends can be
predicted more accurately, then traders who are engaged
in fundamental analysis or technical analysis will have a
great impact on maximizing capital gains and minimizing
losses. benefit. Although proponents of random walk (RW)
and efficient market hypothesis (EMH) methods argue that
financial markets are unpredictable based solely on current
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and historical data [1]. However, many studies argue that
financial time series are predictable [2]. In recent years, more
and more novel methods have been applied successively to
the prediction of financial asset price behavior, including
the use of technical analysis forecasting, linear time series
forecasting, machine learning and deep learning forecasting,
etc. The nonlinear method of deep learning is applied to
financial asset prices. Forecasting has become one of the
main trends, which fully demonstrates that forecasting of
financial time series is not worthless. As an improvement
over traditionalmachine learningmodels, newmachine learn-
ing models can successfully simulate complex real-world
data by extracting robust features that capture relevant infor-
mation, and have better predictive performance than tra-
ditional linear models [3]. Considering the complexity of
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financial asset prices, combining deep learning with financial
market forecasting is considered one of the most attractive
topics [4].

This paper proposes an ensemble learningmethod based on
the idea of divide and conquer, that is, the combined forecast-
ing method of EEMD-Hurst-LSTM to forecast commodity
futures prices in China. First, we decompose the Ensem-
ble Empirical Mode Decomposition (EEMD) of commodity
futures price index with 5-minute high-frequency data within
each trading day; then we decompose the low-frequency to
high-frequency components obtained by EEMD decompo-
sition, calculate the adaptive Hurst index as a novel fea-
ture as the input of the LSTM model; finally, the method
is applied to the price prediction of four typical commodi-
ties, gold, copper, soybean and sugar, which are closely
connected with the international commodity market in the
Chinese commodity futures market. This paper will answer
the following questions. In addition to the characteristics of
technical indicator factors and external predictors, can adding
EEMD component and adaptive Hurst index as a combined
forecasting method to capture the inherent characteristics of
commodity futures price series structure can improve the
forecasting performance? In the robustness test, we compare
the prediction results with traditional linear autoregressive
models, machine learning support vector regression models,
and single-input feature LSTMs, and we also specifically
discuss the prediction effects of single-step prediction and
multi-step prediction.

At present, research on commodity futures price forecast-
ing is relatively rare, especially the combination of intraday
high-frequency data, integrated learning framework and the
evaluation of the predictability of price series, and the fore-
casting of commodity futures prices in China is still blank.
Compared with the stock market, the commodity futures mar-
ket has a greater leverage ratio, greater volatility and higher
levels of returns and volatility, making it attractive to different
traders, including investors attracted by high returns and those
who are interested in the market [5]. This paper special-
izes in the prediction of commodity futures prices in China,
mainly because the Chinese commodity futures market has
unique research value. For example, there are restrictions
on the range of price limits, the unique market supervision
mechanism of ‘‘penetrating’’ account supervision, and the
characteristics of many individual investors and violent price
fluctuations. This paper forecasts the futures prices of four
commodities: gold, copper, soybeans, and sugar. The reasons
for choosing the above four commodities are as follows.
1. The four commodities are all globally traded commodities,
with corresponding varieties listed on COMEX in New York,
CBOT inChicago and LME in London; 2. The four commodi-
ties are classified into precious metals, non-ferrous metals,
agricultural products and soft commodities, with strong liq-
uidity, large transaction volume. The price is not only affected
by domestic supply and demand, but also by the futures
prices of similar commodities abroad, the macro-financial

environment and other factors; 3. The four commodities were
listed earlier in the commodity futures market, and we can
obtain data since 2008, which helps us to dynamically analyze
the prediction effect of the prediction model.

The results of this paper can arouse the interest of market
traders who use trend following and arbitrage as trading
modes, because these two types of traders pay attention to
commodity prices themselves and the changes in spreads,
and can also provide reference for academic research to
understand the behavior of market traders. When the share
of quantitative trading in today’s commodity futures market
continues to expand, the research in this paper is a useful
supplement to the traditional technical analysis-based signal
trading model. When the share of quantitative trading in
today’s commodity futures market continues to expand, the
research in this paper is a useful supplement to the traditional
technical analysis-based signal trading model. The work of
this paper is innovative to a certain extent, and the main
contributions are reflected in the innovation of methodol-
ogy and the novelty of data samples. First of all, this paper
takes the lead in applying signal decomposition, market state
transition and deep learning models to Chinese commodity
futures forecasting, and develops a relatively novel EEMD-
Hurst-LSTM combined forecasting model. By decomposing
the original commodity futures price series through EEMD to
obtain component sub-sequences, we can capture the system-
atic features hidden inside the price series, and use intraday
high-frequency data to calculate the daily adaptive Hurst
index, which is used to describe market reversals and trend
state transitions changes in, which are fed into the predictive
model as part of the input features. Second, in order to
obtain more robust forecasting results, this paper especially
examines the results of multi-step forecasting, and uses per-
mutation entropy to detect the randomness of the price series,
and examines the relationship between the predictability of
the price series and the forecasting effect of the combined
model; thirdly, in testing the performance of forecastingmod-
els, we find that most forecasting studies only use statistical
evaluation criteria to evaluate the predictability of asset prices
and returns, but less economic evaluation criteria (such as
the return and risk of simulated trading strategies). Reference
[6] pointed out that statistically good forecast accuracy does
not mean that investment strategies based on forecast results
are profitable. Therefore, in order to verify the practicability
of the model, we add forecast economic evaluation criteria,
use forecast results to design quantitative trading strategies,
test the accuracy of trading strategy signals and trading prof-
itability performance based on forecast results, and compare
trading results with other commonly used strategies. Finally,
at the level of forecasting methods, the work of this paper
is an extension of the ‘‘Forecast Combination Puzzle’’ [7].
This paper further proves that, whether compared with tradi-
tional financial time series linearmodels or non-linearmodels
such as machine learning and deep learning, the prediction
performance of the combined model is better than that of a
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single model. This fact reflects that the multiple technologies
inherent in the combined model can extract and capture
the systematic characteristics of financial asset price series.
The empirical research results in this paper show that the
proposed EEMD-Hurst-LSTM method has better predictive
performance compared to other horizontal single models and
longitudinal deep learning combined models. In particular,
this strategy shows strong anti-risk ability during the period
of sharp market decline and severe volatility, and the maxi-
mum drawdown is significantly smaller than other strategies.
In addition, since this paper uses the rolling forward recursive
training and verification prediction model technology, the
model has good consistency and good generalization ability
on different data sets, which is very important for investors
and policy makers in commodity futures market.

II. LITERATURE REVIEW
The research in this paper is related to the literature in two
fields. The first is deep learning applications for commodity
futures and spot price forecasting. As more and more com-
modities can be publicly traded through the online trading
platform provided by the exchange, the commodity futures
continuous price index and the main continuous contract data
are more and more abundant and perfect, and the commodity
futures price forecast topic is getting more and more focus
on. Earlier research focused on price forecasts for specific
commodities, such as gold, silver, oil, copper and other
important commodities. Since the preconditions for fore-
casting traditional linear financial time series are too harsh,
recent research focuses on forecasting commodity prices
using deep learning. Reference [8] used Convolutional Neural
Networks (CNN) to predict commodity price sub-week and
sub-month price directional movements. Recurrent neural
network (RNN) and LSTM models have been used in some
commodity forecasting research, and Dixon et al. [48] used
deep neural network (DNN) for commodity price forecasting.
Reference [9] used Elman RNN to predict New York Mer-
cantile Exchange (COMEX) copper spot prices from daily
closing prices.

In addition to deep learning forecasting, many stud-
ies incorporate new feature variables in commodity price
forecasting, such as foreign exchange rates, stock indices,
macroeconomic indicators, and crude oil prices [10]. Ref-
erence [11] found that foreign exchange rates such as the
US dollar have significant predictive power on commodity
prices. In the forecast of precious metals and strategic com-
modities such as gold, [12] concluded that crude oil prices
have significant explanatory power for gold price fluctua-
tions. The predictors included in these studies are raw obser-
vations of external variables, but the raw predictors may not
capture the systematic components of commodity prices and
cannot adequately reflect the impact of external markets on
commodity prices [13].

In addition, some studies have used mixed models
to forecast commodity prices. Reference [10] combined

FactorizationMachine supported Neural Network (FNN) and
Stacked Denoising Autoencoders (SDAE) for WTI crude
oil price prediction, and combined it with Support Vector
Regression (SVR), Random Walk and Markov State Transi-
tion (MRS)) to compare the results of the models. Reference
[14] combined DNN and reinforcement learning (RL) to use
fuzzy deep direct reinforcement learning (FDDR) for predic-
tion and transaction signal generation. The above studies all
found that the portfolio performance evaluation based on the
mixed model is better.

Second is the literature related to financial asset and com-
modity price forecasting methods. There are many methods
for price action prediction of financial time series, which can
be mainly divided into the following categories.

(1) Technical analysis forecast. This branch mainly uses
technical indicators as predictive model input features,
including Relative Strength (RSI), Williams Percentage
(William%R), Commodity Channel Index (CCI), Percentage
Price Oscillator (PPOSC), Momentum, Index, Movement
Average Line (EMA) etc. Reference [15] pointed out that
information on technical indicators and macroeconomic vari-
ables can significantly improve the accuracy of exchange
rate forecasts. Reference [16] showed that adding technical
indicator variables to benchmark autoregressive models can
yield more accurate volatility forecasts. Reference [17] used
a variety of technical indicators to prove that in terms of pre-
dictability of commodity price changes, technical indicators
have stronger predictive ability than economic indicators, and
their predictive performance is not affected by data mining or
time changes.

(2) Traditional linear financial time series forecasting.
In earlier studies, traditional econometric methods were used
to predict commodity prices. Commonly used models are
moving average model (MA), autoregressive model (AR),
autoregressive moving average model (ARMA) [18] and gen-
eralized autoregressive conditional heteroskedasticity model
(GARCH) [13]. A major disadvantage of the above math-
ematical models is that the models all have linearity and
stationarity assumptions, which are difficult to satisfy due
to the complexity and non-stationarity of financial markets.
Therefore, these assumptions tend to produce poor prediction
results [19].

(3) Commodity price predictors. Macroeconomic and
financial variables are often used in the literature as pre-
dictors of commodity prices. Fundamental factors used to
predict commodity prices include futures market open inter-
est [20], futures prices [21], and other commodity-specific
variables [22]. Reference [23] used a series of fundamen-
tal factors reflecting the stock market and real economic
activities to predict commodity prices, and found that com-
modity currencies have certain predictive power in the short
term.

(4)Machine learning and deep learningprediction. To over-
come the shortcomings of traditional linear financial time
series forecasting, researchers have widely adopted deep
learning methods in financial market forecasting. Deep
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learning is a special type of artificial neural network that
consists of multiple hidden layers. Compared with tradi-
tional econometric methods, deep learning has enhanced
functional representation and exhibits better performance
[24]. Commonly used neural networks include DNN, RNN,
CNN, etc., as well as more complex LSTM, deep multilayer
perceptron (DMLP), restricted Boltzmann machine (RBM),
autoencoder (AE), etc. are widely used in Financial time
series forecasting [24]. Kuremoto et al. [49] applied Deep
Belief Network (DBN) and RBM to achieve good results in
stock index prediction. Reference [14] combined the Deep
Direct Reinforcement (DDR) method, FDDR method and
Recurrent Deep Neural Network (RDNN) to forecast the
Chinese futures market. Reference [25] applied LSTM net-
work to predict the market trend of S&P 500 constituent
stocks. In the deep learning forecasting of financial time
series, the forecasting model in which LSTM and its variants
are the main components occupies an important position.
Since the essence of LSTM is to use the time characteristics
of time series signals, it is especially suitable for financial
time series forecasting and achieves better results.

(5) Combined forecast. In order to further improve the
predictive ability, some studies have proposed an ensemble
learning method based on the concept of divide and con-
quer. Reference [26] earlier proposed to use feature selection
techniques to combine different machine learning methods
into a new ensemble learning architecture that aggregates
the best performance and strongest features of each method,
trying to play the role of each method. Based on the advan-
tages of this method, studies have shown that the hybrid
model has better prediction and classification performance
than the earlier single model in terms of technical improve-
ment and diversified applications. In combined forecasting,
the original financial time series is first decomposed into
different periodic factors, and then the forecast results of
these factors are integrated [27]. Reference [19] used the
empirical mode decomposition (EMD) technique to extract
the high-frequency to low-frequency component features of
crude oil prices earlier, and used them as new input features
of neural networks to predict crude oil prices. Reference
[28] used a hybrid approach of Complementary Ensemble
Empirical Mode Decomposition (CEEMD) and Extended
Extreme Value Learning Machine (EELM) to predict crude
oil prices. Reference [29] used CEEMD to decompose his-
torical crude oil prices into price components, and combined
support vector machines (SVM) and neural networks to pre-
dict gold prices. Reference [30] proposed a novel method
combining CEEMD and VMD, combined with BP neural
network (BPNN) for time series forecasting. However, the
disadvantage of this approach is that prediction errors from
the decomposition may accumulate, negatively affecting the
predictive ability of the model.

Combining the above review of related literature, this paper
proposes a hybrid deep learning neural networkmethod under
the ensemble learning framework, which combines signal

decomposition technology, capture sequence mean recovery
technology and deep neural network to construct a combined
prediction model. In order to further extract the hidden rela-
tionship between commodities and external predictors, this
paper uses EEMD to decompose the sequence of commod-
ity futures prices and select external predictors into subse-
quences of different frequencies, and obtains the relationship
between markets by modeling multiple correlations of mar-
ket subsequences. Specifically, this paper does the following
work. First, we use EEMD as a signal decomposition tech-
nique to decompose the original complex and non-stationary
time series into simple and stationary subsequences, which
are input into the prediction model as part of the input fea-
tures, and the low-frequency components and high-frequency
components can be obtained through EEMD decomposition.
Second, technical indicators such as EMA and W%R are
used as input features of the LSTM model. In addition,
the dynamic correlation coefficient sequence of the selected
external market decomposition subsequence and commodity
futures price subsequence is used as the model input feature
to represent the internal relationship between commodity
futures and external market factors. Third, the adaptive algo-
rithm derives the adaptive Hurst index to identify the state
transition patterns of the sequence, such as mean reversion
and structural transition features. Through intra-day minute-
level high-frequency data and sliding time windows, the daily
calculation of the adaptive Hurst index is incorporated into
the prediction model as a new feature, which can describe
the structural changes of commodity futures prices over time.
Finally, in order to test whether the prediction method pro-
posed in this paper is robust, we use intra-dayminute data and
sliding windows to calculate the daily permutation entropy
to detect the randomness of prices, and change the size of
the extrapolated prediction window to examine the prediction
effect of multi-day extrapolation. The forecasting method
proposed in this paper is completely data-driven and does not
contain any pre-assumptions for data and models, which is an
earlier combination of signal decomposition, mean reversion
and structural change detection and deep neural network for
forecasting China’s commodity futures market. In addition
to the conventional forecast evaluation indicators, in order to
verify the application value of the forecast model, we also
design a quantitative trading strategy, using the forecast out-
put to identify three types of trading opportunities: buy, sell
and hold.

III. RESEARCH DESIGN
This section details the research on the combined predic-
tion method of EEMD-Hurst-LSTM proposed in this paper.
Section III-A introduces the logical architecture of the fore-
casting method, Section III-B describes the detailed fore-
casting steps, Section III-C introduces the methods used
in the theoretical framework of the forecasting model, and
Section III-D presents the statistical and profitability criteria
used to evaluate the forecasting effect.
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FIGURE 1. Framework of EEMD-hurst-LSTM.

A. PREDICTION FRAMEWORK
The EEMD-Hurst-LSTM combined prediction method inte-
grates EEMD, adaptive Hurst index and LSTM, as shown in
Figure 1. The framework includes three stages: (1) EEMD
preprocesses the data, that is, decomposes the four commod-
ity futures price series involved in this paper, and extracts
high-frequency fluctuation components to low-frequency
trend components; (2) based on intraday 5-minute high-
frequency components data, calculating the daily Hurst index
to capture stock index futures price turns; (3) based on a
long short-termmemory neural networkwith delay andmulti-
feature input, we predict the forward single-step and multi-
step results of the daily closing prices of four commodities.
We examine the predictive performance of this framework
on Chinese commodity futures prices. In addition, in order
to further verify the practicability of the forecast model,
a quantitative trading strategy is formulated according to the
forecast results, the accuracy of the trading strategy signals
based on the forecast results and the trading profitability
performance are tested, and the trading results are compared
with other commonly used strategies.

B. PREDICTION PROCESS
1) COMMODITY FUTURES PRICE EEMD DECOMPOSITION
We first perform EEMD decomposition on the continuous
price index series of gold, copper, soybean and white sugar.
Through the EEMD smoothing process, the intrinsic mode
function (IMF) and its corresponding components and resid-
ual terms at different scales can be obtained. The high fre-
quency is continuously reduced, and the stable fluctuation
terms of different scales from high frequency to low fre-
quency are separated. The high frequency component con-
tains the volatility that reflects the original price series, and
the low frequency component reflects the trend of the original
price series. Since different factors have different durations
of influence on commodity futures prices, decomposing the

original price into components with different frequencies can
capture different systematic patterns within the sequence,
thereby reflecting the influence of different factors on com-
modity futures price movements.

2) DYNAMIC ADAPTIVE HURST INDEX AND PERMUTATION
ENTROPY
To capturemarket state changes, we introduce the Hurst index
in fractal market theory, which can quantify the ‘‘memory’’
or statistical correlation strength of price series. The mar-
ket meaning of Hurst index is: when 0 < Hurst < 0.5,
it means that the price series has the characteristics of anti-
trend. If the price series is upward in the previous period,
there is a possibility of turning downward in the next period;
when Hurst = 0.5 the price series is a standard random walk
mode, and it can be considered that price information will
not affect the future, and the market has no memory; when
0.5 < Hurst < 1, the price series has the characteristics of
trend persistence andmemory [31]. According to themeaning
of the Hurst index, when the direction of the price sequence
changes, it means that the previous trend is weakened and
the anti-previous trend is strengthened, then the Hurst index
corresponding to the price sequence should be reflected in
a decline and a turning point. Therefore, the dynamic Hurst
index calculated by the time window technique can be used to
compare the changes in commodity futures prices to examine
whether there is an end and a turning point in the trend of
futures price series when the Hurst index is at a relatively
low level less than 1/2, so as to detect changes in market
conditions.

Permutation entropy (PE) can measure the degree of ran-
domness of the target time series, and it does not make addi-
tional assumptions about the time series, including whether it
is stationary, nonlinear, ordinal or does not change properties
under monotonic transformation. Normalized PEs are dis-
tributed in the 0-1 interval. When the PE index is closer to 1,
the higher permutation entropymeans that the data generation
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process is more random and unpredictable. For a financial
time series, if its permutation entropy is very low, it mathe-
matically means weak randomness and strong predictability,
and the financial implications correspond to a violation of
the weak form of the efficient market hypothesis. This paper
uses intra-day andminute-level data to calculate daily PE, and
obtains dynamic PE over time to evaluate the dynamic change
of time series randomness [32]. At the same time, by dividing
the randomness difference of the time series, we can compare
the difference in the effect of forecasting models in different
stages of randomness.

3) PREDICTIVE MODEL INPUT FEATURE SELECTION
We use four types of variables as the input features of the deep
learning model, the first three types are related to commodity
transaction data, but the market information of the commod-
ity itself is not enough to fully reflect its price trend, so we
introduce the fourth type of external market information.

The first category is the trading history data of the four
commodity futures, including the opening price, the highest
price, the lowest price, the closing price, the trading volume,
the logarithmic rate of return and the volatility, which can
directly reflect the market price behavior. The logarithmic
rate of return refers to the logarithmic rate of return of a
particular commodity and is defined as follows:

rt = ln(
pt
pt−1

) (1)

where pt represents futures price in time t. Yield volatility
measures the dispersion of a commodity’s average return over
a certain period of time. Typically, the greater the volatility,
the higher the risk of trading. We measure volatility using
the historical standard deviation of minute-by-minute data for
each trading day, as shown in equation (2).

vt =

√√√√∑n
i=1(ri −

−
r
i
)2

n
(2)

where ri is the logarithmic rate of return at time t,
−
r
i
is

the average logarithmic rate of return during the calculation
period, n is the number of minute-level closing prices on each
trading day, and vt is the daily volatility.

The second type of input features are the components of the
EEMD decomposition and two types of dynamic variables,
the daily Hurst index calculated from the intraday 5-minute
data. The role of the EEMDcomponent is to capture the inher-
ent systematic patterns of stock index futures price series,
while Hurst is used to capture the characteristics of market
state transitions or price inflections.

The third category is technical indicators calculated based
on commodity futures prices. Reference [33] pointed out
that technical analysts usually use indicators to predict future
prices. Reference [15] pointed out that combining informa-
tion from technical indicators and macroeconomic variables
significantly improves and predicts effects on financial time
series, such as foreign exchange rates. Similar conclusions

have also been confirmed in the stock market and futures
market. We refer to similar studies to select the character-
istics of technical indicators, choose the difference between
the highest price and the lowest price (H-L), the closing
price minus the opening price (O-C), and the 3-day index
smooth movement. Average (EMA3), 10-day exponentially
smoothed moving average (EMA10), 30-day exponentially
smoothed moving average (EMA30), 5-day standard devia-
tion, relative strength index (RSI),Williams indicator (W%R)
and other commonly used techniques Indicators are input
features as technical indicators [5], [15], [16], [34].

Exponentially smoothed moving average (EMA) is an
average that weights the closing price, giving more weight to
recent price data. Compared with the commonly used simple
moving average, the exponentially smoothed moving average
is more responsive to recent price changes. The algorithm of
EMA is as follows.

EMAt = (pt − EMAt−1) ∗
2

n+ 1
+ EMAt−1 (3)

where EMAt−1 is the EMA of the previous period and
(2/n + 1) is the weighted multiplier applied to the latest price
data.

The Relative Strength Index (RSI) is a typical oscillating
indicator. It is generally calculated by closing prices, and
the value oscillates between 0 and 100. If the RSI value
is above 70, the asset price is considered ‘‘overbought;’’ if
the RSI value is below 30, it is ‘‘oversold.’’ The calculation
method is as follows:

RSI =
SMA(MAX (Close− LastClose, 0),N , 1)

SMA(ABS(Close− LastClose, 0),N , 1) ∗ 100
(4)

The Williams indicator is another indicator that measures
the volatility of asset price momentum. The indicator value
oscillates between−100 and 0. Similar to the RSI, if the value
is above−20, the asset price is considered ‘‘overbought’’, and
if the value is below −80, the asset is considered ‘‘oversold’’.
The algorithm is as follows:

W%R =
Max(high) − pt

Max(high) −Min(low)
(5)

The fourth category is external market information. Some
studies have pointed out that commodity futures prices are
correlated with prices in other financial markets, and fluctu-
ations in related markets may have a significant impact on
commodity futures price fluctuations [11], [12]. Drawing on
previous research, we introduce the external market informa-
tion of several important markets as features into the forecast-
ing model to reflect the hidden internal connection between
commodity futures prices and external markets. External pre-
dictors include China 5-year Treasury bond futures index,
CSI 300 index futures price and WTI crude oil futures price.

4) PRICE PREDICTION
We construct forecasting models and extrapolate forecasts
uDichtlsing sliding time windows (Figure 2), which uti-
lize features such as commodity prices, EEMD components,
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TABLE 1. List of predictive model features.

Hurst indices, technical indicators, and external predictors
over the past 120 days (approximately half-yearly trading
days) to predict the daily closing price for the next 1 day.
We use the prediction accuracy evaluation indicators (MAE,
MAPE, MSE, RMSE, and R2) to evaluate the prediction
value accuracy, and use the profitability evaluation standard
to evaluate the profitability of the prediction. In order to
evaluate the prediction performance of the model, we com-
pare the performance of the EEMD-Hurst-LSTM combined
prediction model proposed in this paper with benchmark
models such as Autoregressive Differential Moving Aver-
age (ARIMA), Support Vector Regression (SVR) and LSTM
[35]. In longitudinal comparison, we choose single LSTM,
EEMD-LSTM, Hurst-LSTM and EEMD-Hurst-LSTM mod-
els for comparison. The advantage of performing longitudinal
model comparison is that it allows us to separate out the
EEMD decomposition, Hurst index, and the inclusion of the
above two types of features, and compare the forecasting
effects under three different scenarios. Horizontally, we com-
pare the combined prediction model with the prediction
results of ARIMA, SVR, and LSTM benchmarks. ARIMA,
SVR, and LSTM represent the linear models represented by
traditional financial econometrics, and the benchmark fore-
cast models for time series in machine learning and deep
learning, respectively. These models have been successfully
applied to financial time series forecasting in different peri-
ods. In order to ensure the consistency of the prediction

TABLE 2. Competitive models.

models, the above models all contain technical indicators and
external predictors.
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FIGURE 2. Sliding window design for training set and baseline predictions over the entire sample period.

5) PORTFOLIO EVALUATION
The purpose of the combined evaluation is to further eval-
uate the predictive performance and economic performance
of the method. Each data point in the sample is recorded as
a ‘‘hold,’’ ‘‘buy,’’ or ‘‘sell’’ based on the commodity’s daily
closing price. According to the data labeling rules, we use the
generated one-day-ahead forecast results to develop trading
strategies. If the daily closing price at time t+1 is higher than
the closing price at time t, then time t is marked as ‘‘buy’’
and time t+1 is marked as ‘‘sell.’’ The labeling algorithm then
continues to time t+2. Otherwise, time t is marked as ‘‘hold,’’
and the algorithm continues to execute until time t+1. After
automatic marking, the transaction is carried out according to
the generated strategy. Finally, we use the forecasting results
generated by the model to compare the formulated strategy
with several other common trading strategies to evaluate its
economic performance according to the data labeling rules.

To compare the performance of themethod proposed in this
paper, this paper selects the trading strategy formulated by
the predictive LSTM forecasting model, and three traditional
strategies - ‘‘buy and hold,’’ SMA and RSI as benchmarks.
In a buy and hold strategy, gold futures are bought at the
beginning of each test range and sold at the end of each
test range, with no trades in between. In the SMA strat-
egy, the 5-day and 20-day SMA values are calculated each
trading day. If the 5-day SMA crosses above the 20-day
SMA, triggering a long trade, this data point is marked as a
‘‘buy’’ point. Conversely, if the 5-day SMA crosses below
the 20-day SMA, that data point is marked as a ‘‘sell’’
point. Otherwise, it is marked as a ‘‘hold’’ point. Likewise,
a 14-day RSI is calculated every trading day in the RSI
strategy. By convention, if the RSI value corresponding to the
trading day is greater than 70, the commodity is considered
‘‘overbought’’ and marked as a ‘‘sell’’ point. An RSI of less
than 30, the commodity is considered ‘‘oversold’’ andmarked
as a ‘‘buy’’ view. Otherwise, it is marked as a ‘‘position’’
point.

C. PREDICTION METHODS
1) EEMD
From the perspective of deep learning and combined fore-
casting, a solution to traditional linear forecasting models
is proposed, one of which is to denoise or smooth financial
time series [34]. However, the previous practice is to perform
one-time wavelet noise reduction or smoothing on the entire
sample sequence, and divide the denoised sequence into a
training set and a test set, which is essentially a static sample
segmentation, and may use the test set information during
the training process. A better approach is to use a sliding
time window to implement dynamic single-step or multi-
step processing with forward rolling recursion. A difficult
problem in the application of wavelet transform is the dif-
ficulty in choosing the wavelet function and the number of
decomposition layers. As an improvement of wavelet decom-
position, [36] proposed an adaptive time series decomposition
technique, Empirical Mode Decomposition (EMD), which
decomposes the sequence according to certain rules. As a
very effective method to deal with non-stationary nonlin-
ear sequences, EMD has self-adaptation and overcomes the
problem that the basis function of wavelet decomposition
needs to be set. The EMD algorithm separates the series into
stationary fluctuation terms of different scales and a residual
trend term through a fixed pattern, where each fluctuation
term is an intrinsic mode function (IMF). However, there are
two deficiencies in the EMD algorithm: 1. The components
decomposed by EMD have modal aliasing, and the IMF may
contain features of different time scales; 2. When decompos-
ing the IMF, multiple iterations are required, but the itera-
tion conditions are not clear objective standard. In order to
solve the frequency mixing problem of each IMF component
after EMD decomposition, [37] proposed ensemble empirical
mode decomposition, namely EEMD, which is an improve-
ment on EMD. The principle is to addwhite noise to the signal
according to the feature that the mean value of white noise
is 0, and average the results of EMD decomposition. Since
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neural networks are susceptible to noise in futures prices, this
paper combines EEMD decomposition with neural networks.

Assume a financial series is x(t), the EEMD algorithm is
as follows.

1. Assume x(t) average processing times for M , i =

1, 2, . . .M ;
2. Add a standard normal distribution of random white

noise ni(t) to x(t), reconstructing sequences into a new signal
xi(t),

3. EMD decomposition for the new series xi(t), which is
suitable for the EMD decomposition, j is the number of
the IMF, ci,j(t) is the IMF component, ri,j(t) is the residual
weight,

xi(t) =

∑J

j=1
ci,j(t) + ri,j(t) (6)

4. Repeat procedure 2 and 3 M times, each time adding
different amplitude of the size of the white noise, obtained a
series of the IMF. Through to the IMF for average, to obtain
EEMD IMF component cj(t),

c1,j(t), c2,j(t), . . . , cM ,j(t), j = 1, 2, . . . , J (7)

cj(t) =
1
M

∑M

j=1
ci,j(t) (8)

2) ADAPTIVE HURST INDEX
The main methods for calculating Hurst index mainly include
the rescaled range method(R/S Statistic)proposed by Hurst
(1951) early, periodogram regression [38], wavelet anal-
ysis [39] and detrended fluctuation analysis (DFA) [40],
etc., where DFA [40] is a common method for calculating
Hurst index. The advantage of this method is that it can
detect long-range correlations in non-stationary time series
while avoiding judgment errors. However, when the boundary
between adjacent line segments of the series is discontinuous,
if the series has trend or oscillation characteristics, then DFA
may not be a good choice. The newly emerging Adaptive
Fractal Analysis (AFA) can overcome the shortcomings of the
DFA method (Gao et al. [50]). The procedure for calculating
Hurst index by AFA method is as follows:

First of all, by the sequence {x1, x2, x3, . . . , xN }, we create
a randomwalk process, u(i) =

∑i
k=1(xk−x), i = 1, 2, . . . , n;

Secondly, using the adaptive filter to get relative to u(i) the
trend of global smooth v(i), so we get:

F(w) = [
1
n

∑N

i=1
(u(i) − v(i))2]

1
2 ∼wH (9)

where H is the Hurst index [41].

3) PERMUTATION ENTROPY(PE)
PE is calculated as follows Hou et al. [42]: For a time series
{x(i), i = 1, 2, . . . , n} , can reconstruct phase space Xi =

[x(i), x(i + L), . . . , x(i + (m − 1)L)],j = 1, 2, . . . , k , where
m is the embedding dimension and L is the delay time. For Xi
first j refactoring component elements in ascending order of
the arrangement for [x(i+(j1−1)L) ≤ x(i+(j2−1)L) ≤ · · · ≤

x(i+ (jm−1)L)]. When some two components are equal, that

is, when x(i+(jk1−1)L) = x(i+(jk2−1)L), arrange according
to the values of jk1 and jk2, and record the sequence of
subscripts. If the length of time series xi is n, there are a
total number of subscript sequences n− (m− 1)L, assuming
that there are m different symbols (j1, j2, . . . , jm), there are
m! A variety of different permutations. Using K (K ≤ m!)
to represent the types of different symbol sequences, calcu-
late the probability of their occurrence and write it as P =

(P1,P2, . . . ,PK ), then the time series {x(i), i = 1, 2, . . . , n}
of K different symbol sequences of PE is defined as:

Ep(m) = −

∑K

j=1
PjlnPj (10)

When Pj = 1/m! and Ep(m) = ln(m!), PE reaches
the maximum value, and standardized PE is obtained after
normalization treatment:

0 ≤ Ep = Ep(m)/ ln(m!) ≤ 1 (11)

4) LSTM
Traditional linear time series forecasting models, such as
ARIMA, usually require strict assumptions about the dis-
tribution and stationarity of the time series. Since financial
time series are generally considered to be very complex,
non-stationary and high-noise, traditional time series analysis
models are limited by fixed model frameworks and stricter
assumptions, and are often unable to analyze complex finan-
cial time series data. accurate predictions. However, time
series analysis methods based on deep learning pay more
attention to the driving of the data itself, and can deal with
nonlinear problems by using activation functions, so it can
better deal with ‘‘non-ideal’’ time series data and obtain more
accurate forecast result. With the development of deep learn-
ing, [43] proposed a recurrent neural network specifically
for processing time series, namely LSTM, which can filter
out what information in the past should be processed and
retained. The advent of LSTM has sparked a new series of
studies on time series forecasting [44]. The advantage of
LSTM is that it is a non-parametric model, not only can
handle the nonlinear pattern of time series, but also does not
need to make assumptions about the distribution of prediction
error terms. LSTMs don’t even require the target sequence to
follow a stationary process and thus not be affected by the
unit root.

LSTM is a type of recurrent neural network (RNN) with
additional feedback links on some layers of the network.
Unlike traditional RNNs, it is very suitable for learning
from experience to predict when arbitrary time steps exist.
In addition, LSTM can also solve the problem of vanishing
gradient by making the memory cells retain time-dependent
information for an arbitrary amount of time, which is proved
to be more effective than traditional methods.

LSTMs have been used in different applications such as
Natural Language Processing (NLP), Language Modeling,
Language Translation, Speech Recognition, Sentiment Anal-
ysis, Predictive Analysis, and Financial Time Series Analysis,
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etc., and can achieve greater success in time series data
analysis [45].

An LSTM network consists of LSTM cells, where each
LSTM cell is combined to form an LSTM layer. The LSTM
unit consists of an input gate, an output gate, and a forget gate,
and the three gates control the flow of information.With these
features, each cell can remember the desired value at any time
interval. Equation 11-15 is the mathematical form of LSTM:

ft = σg(Wf xt + Uf ht−1 + bf ) (12)

it = σg(Wixt + Uiht−1 + bi) (13)

ot = σg(Woxt + Uoht−1 + bo) (14)

ct = ft ∗ ct−1 + it ∗ σc(Wcxt + Ucht−1 + bc) (15)

ht = ot ∗ σh(ct ) (16)

The xt LSTM unit of input vector, ft is the activation vector
for forgotten door, it is activation vector for input door, ot is
the activation vector for output door, ht is the activation vector
for output door, ct is cell state vector, σg is the sigmoid
function, σcσh is the hyperbolic tangent function, ∗ is the
product of the elements, W and U need to learn the weights
matrix, b is a need to learn the offset vector parameter.

D. PREDICTION EVALUATION
1) STATISTICAL EVALUATION OF PREDICTIVE MODELS
In the process of establishing a model for prediction, a good
prediction model not only needs to have good fitting perfor-
mance in the historical backtesting of the training set and
validation set, but also must have a high prediction ability in
the prediction set, so that it can be used in the real commodity
futures market. forecasting application. In this paper, we use
five categories of statistical evaluation indicators to judge the
prediction performance, namely MSE, RMSE and R2. The
definitions of the indicators are as follows:

First, to evaluate the predictive performance of the model,
Mean Squared Error (MSE) is chosen as the loss function
due to its robustness. The smaller the MSE, the better the
estimation quality of the predictive model.

MSE =
1
N

∑N

t=1
(X̂t − Xt )2 (17)

Second, in order to measure the fitting performance of
the prediction model, the root mean square error (RMSE) is
selected.

RMSE =

√
1
N

∑N

t=1
(X̂t − Xt )2 (18)

We pursue the prediction of model performance, while
taking into account the generalization ability of the model,
and try to avoid letting the model fall into the trap of over-
fitting. A simple way to judge overfitting is when the error
on the training set is significantly smaller than the error
on the test set under the same performance criterion. The
above evaluation indicators are usually used to evaluate the
prediction effect of the model, but the above indicators are
easily affected by the dimensions of output variables (target

variables) and input features (independent variables). For
example, assuming that the order of magnitude of the target
variables in model A is 1000, 2000 . . . , and the target vari-
ables in model B are all 1, 2 . . . , then the RMSE in model A
is likely to be larger than model B, but this does not explain
the generalization ability of model A is worse than that of
model B. In order to solve the above problems, in addition to
normalization, a standard for measuring the degree of fitting,
the coefficient of determination (R2), can be introduced to
describe the fitting ability of the model.

R2 =
SStol
SSreg

=

∑
i(yi − ȳ)2∑
i(yi − ȳ)2

(19)

2) PROFITABILITY OF PREDICTION MODEL
We build a buy-sell trading rule strategy to test the profitabil-
ity and forecasting accuracy of the model, which is widely
used for profitability performance [5], [34], [35], [46]. Buy
when the forecast value (target) of the next period is greater
than the current market closing price, and sell when the
forecast value of the next period is less than the currentmarket
closing price:

yp(t + 1) > y(t) : buy (20)

yp(t + 1) < y(t) : sell (21)

The total revenue of this trading rule can be calculated by
the following formula:

Return(%) = 100 ∗ (
∑b

t=1

yt+1 − yt
yt

+

∑s

t=1

yt − yt+1

yt
)

(22)

IV. DATA DESCRIPTION
This section details the data samples and variables that are
input features to the predictive model. We obtained the open-
ing price, highest price, lowest price, closing price and trading
volume data of the daily frequency and intraday 5-minute
frequency of the four commodity futures price indices of
gold, copper, soybean and sugar from JoinQuant.1 The sam-
ple data is from June 10, 2008. until December 30, 2021.
Since a single futures contract has an expiration date, splicing
contracts to construct a continuous price series is one of the
thorny problems in basic data processing. The usual practice
is to roll adjacent futures contracts, that is, to only hold futures
contracts with the most recent expiry date to construct a con-
tinuous time series of futures prices [47]. However, in practice
this will still encounter ‘‘price gaps’’ which are not the best
solution. In order to avoid the problem of data discontinuity
caused by contract splicing, we directly use the commodity
price indices provided by JoinQuant to generate continuous
time series futures prices, which avoids the disadvantage of
using different methods to splicing contracts, and at the same

1JoinQuant is China’s leading quantitative trading platform. Its data inter-
face provides information on China’s commodity futures market since 2005.
The data frequency covers data at different frequencies such as tick-by-tick
and minute-level data.
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time keeps the commodities to the greatest extent possible.
trend structure.

Our motivation for using intraday minute data is that
the daily adaptive Hurst index and permutation entropy can
be calculated from which to assess market conditions and
randomness over time. In addition, using intraday high-
frequency data, we are able to perform EEMD decomposition
of the training data set in each training window to obtain
dynamic EEMD decomposition results, which is better than
the traditional method of statically dividing training and test
sets. After EEMD decomposition, the frequency of each
component is from high frequency to low frequency, where
IMF_1 is the highest frequency and IMF_5 is the lowest
frequency. Each subsequence represents a hidden oscilla-
tory factor in the time series. The lowest frequency mode,
IMF5, can capture long-term relatively long-term trends in
the data, while the high-frequency modes, IMF_1-IMF_4,
describe relatively short-term price fluctuations in the data,
and can effectively capture the sensitive short-term noise in
the market.

To test the predictability of financial time series, unit root
tests and autocorrelation tests are required. Table 3 gives the
statistics of the two ADF unit root tests, the Ljung-Box Q
autocorrelation test and their squared process. The ADF test
performs a test for no constant term and a deterministic trend
based on the data. The copper and soybean price series have
unit roots and the series are non-stationary, while the gold
and sugar price series reject the null hypothesis of the unit
root test and the series are stationary. At the 1% significance
level, the Ljung-Box Q statistic of the four commodity price
series with 5 and 10 lag orders and its square process test, the
5 and 10 order lags of all commodities reflect the absence of
autocorrelation in the series. The squared processes of copper
all reflect autocorrelation.

TABLE 3. ADF and Ljung-box Q test of four commodities.

V. COMMODITY FUTURES PRICE FORECAST RESULTS
AND DISCUSSION
A. RESULTS COMPARISON
In order to obtain a more realistic model prediction per-
formance and avoid using future information in the predic-
tion process, this paper adopts the rolling forward prediction
method, and performs EEMD decomposition on the closing
price sequence of each commodity in each training model

window to obtain dynamic EEMD decomposition results.
Figure 3 shows the results of EEMD decomposition using
intraday high-frequency data, which decomposes the closing
price of each commodity into 4 sub-signals with different
frequencies.

We conduct longitudinal and horizontal comparisons of
several benchmark models to evaluate the predictive per-
formance of the models. The longitudinal performance
comparison results are shown in Table 4, and the horizon-
tal performance comparison results are shown in Table 5.
In order to facilitate the comparison of the prediction effects
of each commodity and each model, the average price of
all commodities is standardized, using a time window of
100 trading days, and rolling forward in a single step. In the
longitudinal comparison, a single LSTM model and a com-
bined model with EEMD and Hurst added to the LSTM were
selected. Each model includes technical indicators, closing
prices of commodity prices, and external market informa-
tion. For horizontal comparison, this paper will combine the
prediction model with the classic linear model ARIMA, the
classic SVR and LSTM in machine learning, and build a
benchmark model for horizontal comparison. We obtain the
following predictions. 1. In the longitudinal comparison of
the models, the EEMD-Hurst-LSTM model proposed in this
paper is superior to other models. Among the four commodi-
ties, the four indicators ofMSE,MAPE, RMSE andMAE that
reflect the prediction error are all smaller than other models,
suggesting that after introducing EEMD decomposition and
Hurst index features at the same time, the combination of
EEMD-Hurst can reduce the prediction error and improve
the fitting performance. By introducing EEMD decomposi-
tion and Hurst index, the extracted internal factors and the
correlation between different market sub-sequences decom-
posed contain information closely related to the volatility
of commodity futures market, which enables the prediction
model to better identify the systematic characteristic changes
ofmarket prices. Furthermore, the proposedmethod produces
better results when the Hurst index is introduced to identify
changes in market conditions. Compared with the single
LSTM model and the model without Hurst exponent, this
method can further reduce the prediction error of all intervals,
and the fitting performance is stronger. 2. In the horizontal
comparison of models, the performance of the EEMD-Hurst-
LSTM combined prediction model is significantly better than
the linear model, slightly better than the single LSTMmodel,
and the prediction accuracy is similar to that of the SVR.

B. ROBUSTNESS CHECK
In order to verify the reliability of the model proposed in this
paper, this paper conducts robustness tests from two aspects.
First, by adjusting the number of extrapolated forecast steps,
the forecast effect of the combined forecast model in the
multi-step step-by-step forecast window scenario is tested;
second, the daily permutation entropy is calculated through
the intraday minute high-frequency data to examine whether
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FIGURE 3. The closing prices of the four commodities and their EEMD components (a gold; b copper; c soybeans; d sugar).

FIGURE 4. The actual and single-step rolling forecast values of each
forecasting model for gold futures prices.

FIGURE 5. The actual and single-step rolling forecast values of each
forecasting model for copper futures prices.

the randomness of the price sequence affects the predict the
effect.

FIGURE 6. The actual and single-step rolling forecast values of each
forecasting model for soybean futures prices.

FIGURE 7. The actual and single-step rolling forecast values of each
forecasting model for sugar futures prices.

In order to further examine the effect of the predictability
of commodity futures price series on the prediction model,
we calculate the daily dynamic permutation entropy using the
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TABLE 4. Comparison of longitudinal prediction performance of different
models for four commodity futures prices.

intraday minute high-frequency data. In this paper, according
to the dynamic random changes of the intraday data evalua-
tion sequence, the specific method is to calculate the average
value of each forecast evaluation index and the average value
of permutation entropy by year (Table 10). Figure 8 shows
that there is a positive correlation between the arrangement
entropy of the four commodities and the MAE, that is, the
MAE index related to the increase of the arrangement entropy
also increases, indicating that the predictability represented
by the randomness of the sequence is closely related to the
prediction accuracy of the model. The previous theoretical
mechanism is verified.

C. PROFIT ANALYSIS
The effect of forecasting model is evaluated from the per-
spective of portfolio profit performance, so that the forecast-
ing model is verified in theory and has application value in
transaction practice. To assess profitability performance, five
categories of strategy comparisons are proposed. First, based
on the combined prediction model of EEMD-Hurst-LSTM
and the LSTM prediction model, trading signals are traded
according to the trading rules designed in Section III-D2; the

TABLE 5. Comparison of horizontal prediction performance of different
models for four commodity futures prices.

second is the ‘‘buy and hold’’ strategy, which is generally
regarded as a benchmark. From the first trading day of the
sample, a portfolio of four commodities is constructed, and
the weight of commodity allocation is equal; the third is a
technical timing strategy, including 5-day and 20-day sim-
ple moving average crossover buy signals and RSI upper
and lower threshold buy signals. We uniformly implement
quantitative trading strategies on the daily frequency, and
consider the transaction cost of 0.05%. The performance of
all strategies across the entire sample is shown in Table 11
and Fig 9.

Overall, forecast-based trading strategies are significantly
better than ‘‘buy and hold’’ strategies and technical tim-
ing strategies, which is due to the better forecasting effect
of the forecasting model. The cumulative return of the
EEMD-Hurst-LSTM method on the entire test set is 48.18%.
In contrast, in the LSMT model, under the buy-and-hold
and moving average crossover strategies, the net value of
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FIGURE 8. The relationship between the four commodity permutation entropy and the evaluation index MAE of the EEMD-Hurst-LSTM prediction model.

FIGURE 9. Changes in the net value curve of commodity portfolios under five types of quantitative trading models.

the portfolio gained 67.11%, 10.03%, and 9.8%, respec-
tively, while the RSI timing strategy lost 22.5% of the
net value. From the results of the two most important
return indicators, cumulative return and Sharpe ratio, the

trading strategy predicted by the LSTM model achieves
the highest return and the largest Sharpe, which is more
advantageous than other strategies, followed by the EEMD-
Hurst-LSTM method. However, to evaluate a quantitative
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TABLE 6. Comparison of prediction performance of gold futures price
change extrapolation steps.

TABLE 7. Comparison of the prediction performance of the extrapolated
step number of copper futures price changes.

trading strategy, in addition to examining its profitability, it is
also necessary to pay attention to its risk management level.

TABLE 8. Comparison of prediction performance of soybean futures price
change extrapolation step number.

TABLE 9. Comparison of the prediction performance of the extrapolated
step number of sugar futures price changes.

An important risk indicator in quantitative trading is the
maximum drawdown, which is the maximum drawdown
of the return rate when the net value of the portfolio
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TABLE 10. EEMD-Hurst-LSTM prediction performance and predictability.

reaches the lowest point during the sample period. Among
all strategies, only the strategy designed according to the
EEMD-Hurst-LSTM method controls the maximum draw-
down of the net value curve of the commodity portfolio
at about 22%, and other strategies exceed 30%, implying
that the trading strategy implemented according to the com-
bination model is better in terms of stability and anti-risk
ability.

We want to emphasize that the sample for this article spans
a 13-year period from 2008 to 2021, and it is very challenging
to consistently outperform the market over a long period of
time according to the forecasting model. During this period,
the market showed different volatility patterns and experi-
enced major emergencies such as the financial crisis, crude
oil crisis, China-US trade war and the COVID-19 shock. The
integrated predictive model trading strategy proposed in this
paper has advantages compared with other trading strategies.
During several time periods when other trading strategies
underperformed and the returns fell sharply, the method pro-
posed in this paper performed more robustly, with the small-
est portfolio equity drawdown and higher strategy stability.
Therefore, the model can effectively reduce the investment

TABLE 11. Annualized returns of four commodity portfolios and different
strategies.

risk of commodity futures, and has important application
value to market investors and financial institutions.
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VI. CONCLUSION AND DISCUSSION
By integrating signal processing, nonlinear science and deep
learning models, this study proposes a combined forecast-
ing model of EEMD-Hurst-LSTM and uses this model to
predict the price trend of China’s commodity futures mar-
ket. The method integrates EEMD, adaptive Hurst index
and LSTM. First, we use EEMD to preprocess the data,
decompose the four commodity futures price series involved
in this paper, and extract high-frequency fluctuation compo-
nents to low-frequency trend components; second, we use
the 5-minute high-frequency data within each commod-
ity day to calculate the daily Hurst index to capture the
price transition of stock index futures, and use LSTM with
delay and multi-feature input to make single-step extrap-
olation forecasts for commodity futures prices with daily
frequency;Third, in order to verify the robustness of the
forecasting model, we specially check the results of multi-
step forecasting, and use permutation entropy to detect the
randomness of the price series, and examined the relationship
between the predictability of the price series and the fore-
casting effect of the combined model; finally, We formulate
quantitative trading strategies based on forecast results, test
the accuracy of trading strategy signals based on forecast
results and trading profitability performance, and compare
trading results with other commonly used strategies.

The empirical findings in this paper show that the pro-
posed EEMD-Hurst-LSTMmethod has better predictive per-
formance compared to other horizontal single models and
longitudinal deep learning combined models. The quantita-
tive trading strategy designed according to the combination
forecast model can obtain returns that exceed other trading
strategies and the best risk control level. In particular, dur-
ing the period of sharp market decline and severe volatility,
this strategy shows strong anti-risk ability, and the maxi-
mum drawdown is significantly smaller than other strate-
gies. In addition, since this paper uses the rolling-forward
recursive training and validation prediction model technique,
the model has good consistency and good generalization
ability on different datasets. The combination forecasting
model proposed in this paper has practical and guiding sig-
nificance for investors and policy makers who use trend
following or arbitrage as the trading mode of commodity
futures.

One of the limitations of this study is that, in order to sim-
plify and facilitate implementation, the quantitative trading
strategy proposed in this paper is only a long strategy. How-
ever, in practical trading, short-selling is also an important
part of the market strategy due to the unique short-selling
mechanism of the commodity futures market, but the intro-
duction of the short-selling mechanism will increase the
complexity of the strategy. The commodities involved in this
article are traditional and major commodities in China’s com-
modity futures market, and have a long existence. Therefore,
if the strategy can be incorporated into short positions, it will
inevitably generate more trading opportunities, which may
improve the profitability of the model. Therefore, adopting a

long-short hybrid strategy will be one of the major directions
of future work.
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