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ABSTRACT The reliability and availability of network connectivity, which significantly varies with
mobility, is crucial in Connected, Cooperative and AutomatedMobility (CCAM). Handover and roaming are
the most challenging situations in terms of connectivity of cellular networks, which require switching across
cells of the same cellular network or between Public Land Mobile Networks (PLMNs). This paper proposes
a set of solutions for vehicular applications to mitigate the impact of mobility in service continuity, including
a dual modem solution that reduces the interruption time when switching PLMNs, an adaptive bitrate
mechanism for media streaming that increases reliability, a WebRTC server acting as a gateway in media
streaming sessions between vehicles, and a MEC discovery and handover method. The proposed solutions
have been evaluated executing an Extended Sensors application in several commercial and experimental 5G
Non-Standalone (NSA) and Stand Alone (SA) setups with different Multi-access Edge Computing (MEC),
edge-cloud and cloud infrastructures to host services. It can be concluded from the results obtained that
5G networks have not yet achieved the required performance for CCAM, and that practitioners need to
implement solutions and workarounds, such as the ones proposed in this work, to mitigate the issues.
As lessons learnt from the deployment and experimentation, this paper also overviews a detailed set of
problems and the proposed solutions that CCAM industry and cellular network stakeholders need to consider.

INDEX TERMS 5G, MEC, CCAM, inter-PLMN handover, vehicular communications, testing.

I. INTRODUCTION
Vehicle sensors enable the onboard systems to understand
better the environment to assist the driver or even take control
of the vehicle. Advanced Driver Assistance Systems (ADAS)
are proliferating in the automotive market, turning them into
a key marketing claim and increasing the vehicles’ added
value and profit margin. As the connectivity comes to the
onboard systems, it opens unlimited possibilities to consume
Connected, Cooperative and Automated Mobility (CCAM)
services. First, the vehicles can better understand the envi-
ronment from external sensors, extending the capacity of in-
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vehicle devices. In this sense, Computer Vision (CV) assisted
applications have a prominent role, and the availability of data
beyond the Field of View (FoV) of the ego-vehicle makes the
difference.

These applications need to discover relevant sensors or
vehicles in a Region of Interest (ROI), to connect partici-
pants performing required handshakes and to exchange data
streams across systems through the cellular networks. In this
context, the edge plays an essential role by acting as a com-
mon entry point for service participants and a trusted system
where to find others.

It becomes evident that the connectivity of the vehicle and
onboard systems fosters a new generation of CCAM ser-
vices. The next generation of cellular networks (5G) promises
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someKey Performance Indicators (KPIs) that are supposed to
satisfy the performance and capacity requirements of those
CCAM services. In some CCAM services, the response
time is not required to be real-time, and the communica-
tion is mainly transactional, such as parking lots services or
route planning solutions. In these cases, temporary network
under-performance or short interruptions do not mean a crit-
ical impact on the service. However, some critical CCAM
services require real-time connectivity with continuous avail-
ability, so a best-effort approach is not enough [1]. These
needs are more likely as far as the session implies several
parties with different vehicles moving and potentially using
different networks that need to establish a session between
them.

CCAM applications bring some challenges to be managed
and mitigated linked to the availability of external sensors,
which heavily rely on network connectivity. The impact of
mobility in application continuity is evident, specially in
safety applications where packet losses corrupt the sensor
images and high latencies and jitter force frame dropping,
producing shortages or even blackouts of CV techniques. The
most challenging situations, in terms of continuity of con-
nectivity in cellular networks, are the handover and roaming.
A handover basically means switching across serving cells of
the same cellular network, while roaming involves registering
in a new Public Land Mobile Network (PLMN).

This paper focuses on the evaluation of the impact of
handover and roaming situations on CCAM services such
as extended sensors to understand better the severity of the
conditions applicable to such applications. Specifically, the
CCAM application includes Transmission Control Proto-
col (TCP) traffic of Message Queuing Telemetry Transport
(MQTT) messages for communication with the discovery
service and TCP and User Datagram Protocol (UDP) packets
for Web Real-Time Communication (WebRTC) sessions of
video streams. Note that 3rd Generation Partnership Project
(3GPP) Release 18 has identified WebRTC as the suitable
protocol for real-time collaborative applications [2].

On top of these technologies, we propose the application of
a set of solutions to mitigate the impact on service continuity.
First, a MEC discovery and handover service is proposed,
which provides the MEC endpoints for the CCAM services
based on the geolocation of the vehicle. It also enables the
vehicle to get the endpoints for a new serving MEC as it
approaches a new area.

Second, a Quality of Service (QoS) adaptation mechanism
is proposed, which passively monitors the network KPIs from
the WebRTC-generated reports. This mechanism can adapt
the traffic demand to track the network performance and
boost the start-up time needed for spontaneous data sessions.
It not only upgrades or downgrades the employed bitrate but
also tunes the Group of Pictures (GoP) size and the framerate
to favour the correct inputs to CV-assisted systems.

Third, a WebRTC gateway is proposed to be deployed in
the MEC. This gateway performs the WebRTC signalling
between the vehicles that want to establish a video streaming

session. In addition, when UEs are not allowed to open sock-
ets between them, the gateway is used as an intermediary that
forwards the traffic to the peers.

Finally, a dual modem solution is proposed to boost the
switch time in a multi-PLMN scenario. This solution has a
backup modem connected to another network ready to be
used in case problems with the first modem arise. The appli-
cations are unaware of the coverage areas or the performance
issues in some specific areas. So, in the same way, some
traffic signs provide awareness to drivers on road conditions
or driving events, networking signals could be provided by
Multi-access Edge Computing (MEC) servers or roadside
infrastructures to CCAMsystems that rely heavily on connec-
tivity. The beacons of the unfavourable conditions in a local
ROI would notify the CCAM applications of activating the
countermeasures or mitigation actions.

These solutions have been tested and validated in different
5G non-standalone (NSA) and standalone (SA) networks
and locations, including commercial and experimental setups.
Additionally, several server options are evaluated: experi-
mental MEC, edge-cloud with shortcuts in the network back-
haul but far away from the Base Station (BS), and commercial
cloud.

From all the issues raised during deployment and testing,
an analytical classification has been produced to provide
awareness of cellular network limitations to CCAM research
and development (R&D) community and to the 5G standard-
ization and industry communities.

The paper is organized as follows. Section II reviews
the networking requirements coming from representative use
cases compiled from 3GPP documents; the handover and
roaming procedures according to the standards; and the liter-
ature on solutions using MEC architectures in CCAM appli-
cations. Section III introduces specific networking aspects
relevant for CCAM application developers when operating
services in cellular networks. Section IV describes the solu-
tions proposed in this paper to the extremely challenging
mobility conditions targeted in the paper. Section V details
the different experimentation setups employed for the tests.
Section VI provides impact assessment values and quantita-
tive solutions’ scores in terms of application continuity. Based
on the variety and long test runs done in the different setups,
a list of issues and challenges is presented in Section VII.
Finally, conclusions are in Section VIII.

II. BACKGROUND AND RELATED WORK
A. VEHICULAR NETWORKS AND USE CASES
3GPP identified a set of Vehicle-to-everything (V2X) sce-
narios grouped into five categories [3]: Advanced Driving,
Vehicles Platooning, Extended Sensors, Remote Driving and
Vehicle Quality of Service Support. The service continuity is
challenging in these use cases where different 5G technolo-
gies are relevant: roaming, multiple Radio Access Technolo-
gies (RAT), multi-Subscriber Identity Module (SIM), New
Radio (NR) sidelink, mmWave communications, network
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slicing and Edge Computing [4]. Specifically, in terms of
continuity:

• Coordination techniques which boost handover and
roaming are imperative for the seamless migration of
vehicle connectivity to speed up data sessions across
different systems and domains.

• Multiple radio technologies are crucial to providing sub-
stitute connectivity when cellular radio technology fades
out.

• Redundancy provided by multiple SIMs enables traffic
to be delivered through two available networks, enforc-
ing communication reliability.

• NR Sidelink allows opportunistic communication with
entities in the surrounding area, which is essential for
decentralized communication areas where ad-hoc infras-
tructure is unavailable.

• Terahertz bands for mmWave communications have a
limited range but are suitable for infrastructure check-
points when vehicles accumulate data upload/download
traffic packets.

• Provisioning virtual/logical network assets devoted to
specific traffic isolates the performance from concurrent
data flows, preventing the traffic from potential bottle-
necks or transitory outages damaging continuity.

• Edge computing resources need a seamless MEC
handover mechanism to migrate vehicle sessions on
mobility. The session data must be transferred to the
following MEC node as the devices physically navi-
gate along them, including the MEC nodes located in
different PLMNs.

The main aspects to be considered by each of the previ-
ously described 5G features in terms of service continuity are
summarised in Table 1.

B. HANDOVER PROCESS IN CROSS-BORDER SCENARIOS
Handover is the process carried out in mobile communica-
tions when an ongoing connection is transferred from one
network or base station to another. This process is usually
triggered when the link quality is not good enough at the
source base station and is better at the destination base station.
This mechanism guarantees the mobile service when it moves
out of the coverage area of the source base station. The
handover procedure for 5G networks is described in [11].

In the case that the handover process involves crossing
an operator’s boundary, the process carried out is called
inter-PLMN handover. This process happens when cross-
ing a country boundary. This means that the source (home
network) and destination (visited network) networks have
a different Mobile Country Code-Mobile Network Code
(MCC/MNC). Therefore, when a UE crosses to another coun-
try, the neighbouring Mobile Network Operator (MNO) with
its MCC/MNC will serve the UE. So, inter-PLMN handover
can be considered as a specific roaming scenario.

5G communication systems can enable inter-PLMN han-
dover using the N14 interface. This interface will connect
the home network’s Access and Mobility Function (AMF)

to the visited network’s AMF to minimize the interruption
time and provide session continuity. However, despite the
required inter-PLMN support in 5G networks, the current
commercial 5G networks do not support the inter-PLMN
handover using the N14 interface. The current 5G Core pro-
cedure specifications [11] do not support seamless handover
with N14 interface. In this case, the PDU session must be
re-established, potentially causing service interruption.

Thus, the process currently carried out by commercial net-
works when performing inter-PLMN handover, called roam-
ing, involves the UE keeping connected to its home network
until it completely loses connectivity to the home network.
Then, the UE scans available networks and connects to the
preferred network in the visiting country, according to con-
tractual agreements with the home network provider.

From a user experience point of view, there are two
types of handover, the so-called hard-handover or break-
before-make and the soft-handover or make-before-break.
The hard-handover means that the communication between
the source BS and the UE is interrupted before the connection
to the destination BS is established. The UE is therefore
momentarily disconnected from the network, resulting in
packet loss. In contrast, a soft-handover means the connec-
tions to the source and destination BS coexist during the
transition, so the connection of the UE with the network is
uninterrupted along the migration avoiding packet loss.

The handovers carried out in current 5G and 4G networks
are of the hard-handover type, which causes an interruption
in the range of a few tens of milliseconds in the communica-
tions [12], [13]. This interruption time will further increase
in inter-PLMN handovers due to increased latency caused
during the handover between MNOs [14]. In future imple-
mentations of 5G networks, the standard considers keep-
ing the UE connected using Session and Service Continuity
(SSC) mode 3, which follows a make-before-break paradigm
in which a new data session is set up before the old one is
released. However, even in this advanced SSC mode 3, not
provided by any network or vendor yet, the change of IP
address forces the applications to rerun the handshake for
ongoing sessions as the sockets involve IP address pairs.

So, considering that the execution of a transparent and
low-latency inter-PLMN handover is one of the most chal-
lenging situations for automotive applications [15], some
actions must be taken to reduce communication interruption
during the inter-PLMN handover process used in today’s
5G networks.

C. MEC ARCHITECTURES
European Telecommunications Standards Institute (ETSI)
envisions the MEC technology as a core component that
will be integrated into future 5G systems [16]. MEC infras-
tructures favour the synergy of services and networks to
boost traffic and enhance applications to specific users or
groups. It opens networking infrastructures to host virtual-
ized microservices of third parties. Publishing radio reports
of monitored link status, microservices can get adapted on
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TABLE 1. Continuity challenge brought by 5G technologies on vehicular applications.

top of a summarised view of the cell’s traffic activity and
performance [17]. Furthermore, MEC brings proximity to the
users, boosting latency, and it supports a distributed/capillary
processing, enforcing privacy by limiting the data range to
local infrastructures [18].

The MEC technology plays a core role in CCAM applica-
tions where multi-party sessions are performed. Here, several
functions are needed to be provided:

• Selection. As the MEC is mainly used by users on the
move, it is important to declare the coverage area of
each MEC server. It enables the user to ask for the
serving infrastructure depending on its geo-location to
use the closest available server. The service handover
between servers can be done by the user polling for the
suitable serving system in its new position or by the net-
worked MEC infrastructures if a transparent continuity
is needed [19].

• Subscription. Users need to enrol and register in a list to
provide presence awareness, available published sensors
and their metadata [20]. This local inventory is needed
to be indexed and updated by a trusted system which
also acts as the main entry point for data producers and
consumers.

• Browsing. This geo-binned index can be exploited by
a discovery service to accelerate the selection of candi-
dates in a ROI, discarding irrelevant data sources [21].

• Meeting. Participants need a trusted system that sup-
ports the handshake and negotiation. From that moment
on, the participants can communicate with each other
without any intermediary unless support for monitoring,
renegotiation or closing the bridge is required.

• Monitoring. The fusion of network performance reports
with application-level information can help services to
adapt individual flows in a more coordinated manner,
including the ongoing service flows and the background
traffic.

• Accelerator. In the context of video sensors for CV-
assisted systems, the mechanisms to adapt traffic to

the network performance or cache media for mul-
ticasting data streams can help to make more effi-
cient use of network assets and to enforce service
continuity.

Scientific works using MEC for vehicular applications are
mainly focused on the theoretical and mathematical anal-
ysis of the allocation of resources to offload heavy pro-
cessing tasks over a pool of computing infrastructures to
boost latency and reliability [22], [23], [24], [25], [26], and
save energy and costs [27]. More practical ones explore
the actual limits of these architectures, studying the limits
on reducing the latency by the MEC services when com-
pared to cloud infrastructures [28], analysing the interoper-
ability when using multi-Radio Access Technologies (RAT)
to grant universal access [29], and reviewing the versatility
of MEC infrastructures when using virtualization and con-
tainerization technologies to automate the management of
MEC services’ lifecycle [30], [31]. However, the literature
mainly targets services for individual vehicles using a col-
lective view of the data [32]. In this paper, we focus on
MEC as a service to connect vehicles and Road Side Units
(RSUs) not as connectivity gateways [33] but to share infor-
mation to external onboard systems favouring a distributed
cooperation.

Another aspect to consider about MEC in CCAM applica-
tions is user mobility. MECs must support application mobil-
ity as a consequence of user mobility. Therefore, dynamic
and transparent management of MECs must be performed to
mitigate potential latency and loss of reliability due to MEC
switching [19], [34], [35], [36].

Nowadays, canonical MEC, deploying infrastructures
located at each Base Station (BS), has not been commercially
deployed yet by MNOs, which are conservative to open net-
work infrastructures to host microservices from third parties.
In the meantime, some edge-cloud infrastructures such as
MobilEdgeX, recently acquired by Google, or Amazon Web
Services (AWS) for the Edge are exploring the niche that the
MNOs are not filling.
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III. KEY FACTORS FOR MOBILITY CHALLENGES
In order to use 5G networks and MEC infrastructures for a
multi-party CCAM application, when mobility events apply,
there is a set of factors that come into play that are sum-
marised in Table 2.

TABLE 2. Topics to manage by multi-party CCAM applications in
5G cellular networks.

Under the network domain category, we find three different
factors to consider:

• As the different participants could be subscribed to dif-
ferent networks having their own network domains and
functions, such as Network Address Translation (NATs),
firewalls, etc., getting public IPs and ports is essential
to allow participants to reach each other. Furthermore,
as the participants perform inter-PLMN migration, their
IP addresses will change as soon as the connectivity is
back.

• In the context of spontaneous sessions with surrounding
vehicles, the distributed systems need to be supported
by a common system. In this case, the MEC can act
as a trusted and known infrastructure to bridge partic-
ipants. However, the MEC provided by MNOs usually
has many connectivity restrictions disabling access from
the Internet or from UEs subscribed to other MNO. This
imposes some impassable barriers. In this case, some
alternatives such as cloudlets or edge-clouds can be used
where the subscriber restrictions are removed, allowing
participants to connect independently on their carrier
provider.

• Even when participants belong to the same carrier and
they are in the same cell, some MNOs apply policies to
block sockets opened between UEs. This means cellular
network only allows connection from UEs to the MEC
or to internet servers. This situation forces the utilization
of a Gateway at theMEC, turning the signalling or hand-
shake service into a Gateway receiving and delivering all
the messages to be exchanged across participants.

The main challenge to consider in the network stack cat-
egory is the possibility that each participant could use a
different addressing version, where some participants can
have IPv4 addresses and other IPv6 ones. This means that
any connection between the endpoints needs to deal with the

potential problems raised when unicast sockets are opened
between two different systems.

In the network availability category, the main issues to
manage are related to:

• A known inventory service in the cloud needs to provide
users with the serving MEC infrastructure, acting as
a Level 7 (application) Domain Name System (DNS)
which provides the server endpoint (IP address and port)
to use.

• The service hosted in the MEC needs to register all the
served users to connect them when applicable, working
as a trusted intermediary. The MEC service should pro-
vide a mechanism to quickly provide participants in a
specific ROI discarding surrounding irrelevant vehicles.
To this end, the MEC service needs to track updated
geo-locations of vehicles. This also means dealing with
credentials, tokens or any security handshake needed.

• Monitoring applications for debugging or reporting usu-
ally send through internet the captured metrics. They are
not usually ready to lose internet connectivity, unable to
flush unsent data and resume monitoring when connec-
tivity is restored.

• Applications need to deal with the make-before-break
situations or mitigate its impact on the application con-
tinuity as long as neither the network interface in the
Operating System (OS) nor the network is performing
seamless connectivity restoration when the connectivity
blackout comes.

• Linux OS systems widely employed in the automotive,
industrial and IoT markets apply uncontrolled penalties
to network interfaces as far as the connectivity is lost and
prioritize the one to be used based on the signal strength.
This introduces some uncertainty as the OS applies its
own rules to automatically use one network interface
or another when routing packets based on non-real-time
monitored metrics.

• MEC platforms providing hosting infrastructures for
third parties are not co-located with the BSs, ideally
being as closer to the user as possible. Thus, they are not
local making it hard to provide a real-time view of the
radio stats. Instead,MEC infrastructures are closer to the
Evolved Packet Core (EPC) for NSA setups and the 5G
Core (5GC) for SA networks, in the backhaul or even the
backbone of the Core Network. This provides MNO’s
MECs lower latency compared to cloud services, but
they are far away from the KPIs expectations released
by stakeholders and industrial communities [37]. Fur-
thermore, this distant and centralized architecture sim-
plifies the need to operate sophisticated techniques for
multi-MEC collaboration as the cardinality of MEC
infrastructures is really low and serves a wide area.

IV. PROPOSED SOLUTIONS
The use case that this paper is targeting falls under the
Extended Sensors category according to 3GPP taxonomy [3].
In the use case, two vehicles driving in the same way want to
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do the same overtaking manoeuvre, but the one in the rear
loses visibility of what is ahead because the front vehicle
blocks its FoV. The front vehicle, equipped with cameras
capturing a 360◦ view around the vehicle, is able to provide a
wide view of the whole environment to the rear vehicle. The
use case is depicted in Figure 1.

FIGURE 1. Sketch of extended sensors use case.

Several industry technologies and standards are widely
used or recommended in this context:

• MQTT is an OASIS standard messaging protocol for the
Internet of Things (IoT) valid for exchanging JavaScript
Object Notation (JSON) formatted information on top
of TCP or UDP connections and including credentials to
protect the access. It also includes QoS modes that gen-
erate receipts for sent messages when they are received
or lighter and faster modes where no acknowledgement
is produced.

• WebRTC is a complete stack specification for video,
audio and data streaming in real-time with low latency.
It includes several standards such as DatagramTransport
Layer Security (DTLS) for security, including encryp-
tion and credentials handshake, Session Traversal Util-
ities for NAT (STUN) to get public IP addresses and
ports; Interactive Connectivity Establishment (ICE) pro-
tocol to negotiate endpoints across NATs; Real-time
Transport Control Protocol (RTCP) for monitoring net-
work performance stats; Traversal Using Relays around
NAT (TURN) for gatewaying all the packets through
a server bridging the peers when a direct socket con-
nection is blocked; and WebSockets for secured data
sending in real-time. Furthermore, WebRTC has been
proposed in the 3GPP Release 18 as the core technology
for real-time communications [2].

On top of these technologies and protocols, several systems
come into play to establish a video streaming session between
the vehicles providing the view of the leading car to the rear
car:

• Discovery service at the cloud as part of the Extended
Sensors service to forward the service client to the ser-
vice delegate running in a serving MEC. This includes
a database with the list of MEC infrastructures and
their serving area. The interface is MQTT receiving
messages, including the geo-location and answering the
services’ endpoints running in the closest MEC.

• Edge Dynamic Map (EDM) service at a MEC, compiles
and fuses the received Local Dynamic Maps (LDMs)
information to produce a wider and deeper environ-
ment description. The interface isMQTT receiving: geo-
location updates and LDM data of each vehicle regis-
tered in the service ready to consume or produce an
external sensor; and requests to get a peer in the ROI
to establish a video streaming session.

• Video service at the MEC to allow peers to perform the
signalling to start or stop a video session. Furthermore,
when peers are not able to communicate with each other
due to MNO networking policies, it provides a gateway
to deliver the video streams between the producer and
the consumer.

• CCAMapplication in the vehicle can identify an upcom-
ing FoV blockage, trigger the request for an extended
sensor peer and perform the video stream session. In the
case of the producer role, the same application is listen-
ing for any consumer request to fire the sensor sharing
through a video stream.

The Figure 2 provides a sequence diagram summarizing
the communication performed between the involved systems.

As we have explained in previous sections, continuity
in these multi-party CCAM applications is a critical aspect
to consider, especially in inter-PLMN handover situations
raised on cross-border roads. To address the challenges for
service continuity, four different solutions are identified,
designed and implemented:

• S1: MEC discovery and handover. This includes a ser-
vice that, based on the geo-location of the vehicle, pro-
vides the suitable serving MEC endpoints for the EDM
and the video services. This is performed on top of
MQTT messages enabling the vehicle to poll for a new
serving MEC as it moves to a new area.

• S2: Adaptive Bitrate. It is evident that bitrate adaptation
mechanisms are essential in the field of MEC services
for video streaming-based applications [38]. In our case,
an active monitoring of RTCP reports sets a three-level
based configuration of the video encoder, enabling live
adaptation to the network conditions [39]. As depicted
in Figure 3, the bandwidth, jitter and round-trip-time
(RTT) statistics are monitored to upgrade or downgrade
the bitrate, resolution and frame rate. Two additional
policies are applied. First, any change in the frame rate
also alters the Group of Pictures (GoP) size to keep
the consumer’s capacity to process the received video
stream quickly. Second, the session starts from the lower
bitrate, resolution and frame rate to foster prompter start-
up time. This is especially useful in the situations under
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FIGURE 2. Communication diagram of the participant systems.

study in this paper, related to handover and roaming
situationswhere connectivity is lost, continuity is broken
and the recovering time elapsed from the last received
frame to the moment a new frame comes from a new
streaming session is crucial.

• S3: WebRTC Gateway. This is a lightweight server
performing the WebRTC signaling between the peers
connecting them. It is deployed at the MEC to favour
real-time and low-latency communication. This server
provides two communication modes between peers.
First, as a WebRTC server, it performs the signalling,
including the security (DTLS) and communication stack
handshake (ICE), to use IPv4 or IPv6 UDP endpoints.
Then, when limitations blocking sockets between the
UEs are detected, making peers not allowed to open
sockets between them, the server is used as an intermedi-
ary for all the data. This means the peers open sockets to
the server, which forwards the traffic to the peers, acting
as a gateway for the actual media streams sent from
the data producer to the consumer destination. When
limitations do not take place, the gateway is not in the
middle, and the data producer peer opens sockets to the
data consumer directly.

• S4: Dual modem. A mechanism to improve the relia-
bility of the network is based on multi-modem devices

with multi-sim docks able to connect to different net-
works simultaneously and boost the inter-PLMN han-
dover. The goal is to perform the subscription in the
network providing better power or coverage to have the
backup modem and network ready to use as soon as
possible while the current network connection is fading.
Here, we have explored three different triggers that can
be used to fire the modem/network switch. First, hlthe
vehicle triggers the connectivity switch based on the
geo-position. Second, a daemon could actively monitor
the signal strength/coverage of the network to trigger a
switch from the one fading to a powerful one. Third, in a
similar way some traffic signs alert the driver to be care-
ful in adverse weather conditions, road managers could
beacon through C-V2X PC5/sidelink areas with bad
network coverage. This way, onboard CCAM systems
would know that the network is not reliable there. These
solutions try to provide some time for applications to
support make-before-break mechanisms, as the cellular
networks are not currently providing any solution for
this.

FIGURE 3. Adaptive encoding levels.

RTCP monitors network statistics providing passive
reports about transmitted media packets. This way, applica-
tions can adapt the intended resolution, framerate and bitrate
to be sent to the effective network performance. Different
adaptive reactions are depicted in Figure 4, where a) and b)
imply a gateway at the MEC to bridge peers which cannot
directly communicate and c) means no intermediaries. There,
a) means detecting an underperforming path from the pro-
ducer to the gateway, while b) implies the gateway actively
forwarding to the producer any detected issue in the path
from the gateway to the consumer. This is done in this way to
enable video encoder at the producer to adapt to any issue in
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the end-to-end path. Otherwise, the gateway should include
transcoding abilities pushing heavy processing tasks to the
MEC and making it more difficult to scale.

FIGURE 4. Adaptation scenarios.

V. EXPERIMENTATION SETUPS
In order to evaluate the proposed solutions, several setups
have been used that include multi-PLMN environments cre-
ated by two networks with overlapping coverage. Both exper-
imental and commercial 5G networks have been taken into
account in these setups.

The tests have been carried out on top of four scenarios:
i) scenario combining a commercial 5G NSA network

with a commercial 5G NSA network both with outdoor
coverage and in a highway environment with high traf-
fic intensity,

ii) scenario combining a commercial 5G NSA network
with a commercial 5G NSA network both with outdoor
coverage and in an urban environment with high traffic
intensity,

iii) scenario that combines a commercial 5G NSA network
with an experimental 5G SA network both with outdoor
coverage and in an urban environment with low traffic
intensity and

iv) scenario that combines an experimental 5G NSA net-
work with an experimental 5G SA network both with
indoor coverage.

The first scenario (i) is settled on one of the two
cross-border corridors defined in the 5G-MOBIX project.
It covers the way between the city of Vigo (Spain) and the
city of Porto (Portugal). For the Spanish side, the opera-
tor Telefónica provides 5G coverage through a commercial
NSA network and for the Portuguese side, the operator NOS
provides 5G coverage through a second commercial NSA
network.

The border between Spain and Portugal in the corridor
area is naturally divided by the Minho river and linked by
several cross-border bridges. Specifically, the tests have been
performed on the New Bridge E01, which is a highway envi-
ronment with a high concentration of vehicles. It connects the
cities of Tui andValença on the Spanish and Portuguese sides,
respectively. Figure 5 shows the test area for this scenario and
the coverage area of the used 5G networks.

In this scenario, the MEC infrastructures provided by
Telefónica and NOS operators have been used. They are
located at Vigo (Spain) and at Riba d’Ave Braga (Portugal),
respectively. These MEC servers are only accessible from the
5G network deployed in the described cross-border corridor.
Finally, in this scenario, a custom trigger provided by a

PC5/sidelink-compatible RSU has been used to switch to the
backup modem connected to the second 5G network.

FIGURE 5. Test area of scenario (i).

The second scenario (ii) is seated in one of the trial sites
operated in the 5G-MOBIX project. Specifically, the German
trial site is located in the city centre of Berlin. This trial
site covers an extension of 4 km (from Ernst-Reuter-Platz to
BrandenburgerGate) in an urban areawith high traffic density
during working hours.

As in the first scenario, two commercial networks provid-
ing 5G NSA deployments have been used for the tests. These
networks are operated by Deutsche Telekom and O2. Figure 6
shows the test area for this scenario. In this case, both network
operators offer coverage throughout the test area.

In this scenario, the MEC infrastructures are provided
by MobiledgeX, recently acquired by Google, and by the
Technical University of Berlin (TUB). They are located at
the latitude and longitude positions (52.49655, 13.35653) and
(52.51286, 13.32002) respectively. Unlike the ones employed
in scenario (i), these MEC servers are publicly accessible by
any network. A geo-trigger has been used in this case to make
the change between the modems.

The third scenario (iii) covers a smaller coverage area due
to the use of an experimental 5G SA network deployed by
us using an AMARI Callbox Mini provided by Amarisoft.
Specifically, this network has been deployed on the roof of
one of the buildings that Vicomtech has in San Sebastián
(Spain). This experimental network has a coverage of about
100m radius and serves an urban area with low traffic density.
In addition to this experimental network, a commercial 5G
NSA network deployed by the operator Euskaltel has been
used. Figure 7 shows the test area for this scenario and the
coverage area of the employed 5G networks.

In this scenario, we have used a local MEC connected
to the BS for the experimental 5G outdoor network and a
server at Amazon Web Services (AWS) infrastructure for
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FIGURE 6. Test area of the scenario (ii).

Euskaltel’s network, which is deployed on Amazon’s servers
in Paris (France), as this network lacks a MEC infrastructure.
In this case, the servers employed for the MEC services are
accessible from any network. The trigger to make the change
between the modems is based on signal strength thresholds.
Thus, the RSSI value has been used in this case.

FIGURE 7. Test area of scenario (iii).

Finally, several tests have been done in a fully-controlled
laboratory environment combining the deployment of two
experimental 5G networks, one SA and another NSA, build-
ing the last scenario (iv). For this purpose, the two exper-
imental 5G networks have been deployed using Amarisoft
systems. One of the experimental 5G networks deployed uses
the AMARI Callbox Mini device, which, despite offering a
reduced coverage of around tens of meters, is a very compact
solution that allows the deployment of a 5G SA core and base
station. On the other hand, an experimental 5G NSA network
has been deployed with a high-power semi-professional base
station. In this case, the deployment has been carried out
using several high-power Remote Radio Heads (RRH), which

offer greater coverage and performance, along with a server
on which the 5G stack software provided by Amarisoft is
deployed.

In this last scenario, we have used both a local MEC
deployed at Vicomtech and a server deployed at AWS, again
deployed on Amazon’s server in Paris (France). In this case,
the servers employed for the MEC services are accessible
from any network. In order to do the change between the
5G network, a trigger based on the RSSI of the received signal
has been employed again in this case.

It should be underlined that since we can only physically
access one of the MEC infrastructures in the scenario (iv),
the synchronization of the clocks of the participant sys-
tems has been carried out through Network Time Protocol
(NTP). In the case of the transmitter and receiver vehicles,
synchronization has been carried out via Global Positioning
System (GPS).

Table 3 summarizes the main parameters of the network
deployed in the different scenarios.

TABLE 3. Parameters of the networks deployed in each scenario.

The same CCAM use case was executed in all scenarios.
This use case was previously described in Section IV and
involves two cars driving one after the other. The front car
transmits a video stream to the rear car. In order to establish
the video streaming session, the consumer car queries the
EDM server located in the MEC, edge-cloud or cloud, to dis-
cover the video producer vehicle. The sequence is described
with more detail in Figure 2. In scenarios (i) and (iii), the pro-
ducer vehicle was a Toyota Prius equipped with four Full HD
cameras, which is used as CCAM test vehicle by Vicomtech.
In scenario (ii), a sensorised Volkswagen Tiguan owned by
the Technical University of Berlin was used as the video
producer. In all cases, the video consumer was a regular car,
equippedwith a laptop and 5G connectivity. 5Gmodems have
been used as UEs to evaluate the proposed solution in each
scenario. The modems used, Quectel RM500QAE, Quectel
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RM500Q M2 and Quectel RG500QEA, are connected to
Linux computers running the CCAM application.

In all the scenarios, exactly the same EDM and WEbRTC
services are executed as the MEC, edge-cloud and cloud
infrastructures allow the deployment of Docker contain-
ers. In all the scenarios, a video stream composed of four
1920 × 1080 camera images is transmitted from one vehicle
to the other.

The MEC setup applicable in each scenario is as follows:

i) The WebRTC Gateway and the MQTT Broker were
deployed in the MEC at Telefonica and NOS. The
measurements were captured in real driving scenarios
crossing the border between Spain and Portugal.

ii) The WebRTC Gateway and the MQTT Broker were
deployed using MobiledgeX Edge-Cloud services in
Berlin. Data was captured in real drive tests in the road
depicted in Figure 6.

iii) In this case, the data has been divided into two different
setups. In our local Amarisoft network, the WebRTC
Gateway and the MQTT Broker were deployed in the
MEC in our local 5G SA network. As a MEC is not
available in the 5G NSA Euskaltel network, we used
Amazon Web Services (AWS) Cloud infrastructure
instead to deploy theWebRTCGateway and theMQTT
Broker and test its performance in real driving scenar-
ios.

iv) The WebRTC Gateway and the MQTT Broker were
deployed in our local MEC. The full control of the
network in this setup enables the execution of quick
roaming between two PLMNs when using a single
modem. The driving conditions, in this case, are indoor
and static.

In the scenarios (ii), (iii) and (iv) the gateway feature from
the WebRTC service is not mandatory. Specifically, in the
scenario (ii), the availability of an Access Point Name (APN)
providing public IPs enables the tests without the gateway.
Furthermore, the connection of sockets between UEs in the
network is not blocked in the scenarios (ii), (iii) and (iv).
This means that except from scenario (i), in the rest of the
scenarios, theWebRTC server can support the peer handshake
and then there is no need to gateway all the data flows through
the server.

VI. RESULTS
A. METRICS
The following metrics have been considered in the measure-
ments taken during the tests: reliability, network latency or
level 3 (L3) latency according to OSI Model, application
latency or level 7 (L7) latency according to OSI Model,
RTT, and application/service interruption time. To obtain
these measurements, some custom and proprietary log-
ging tools have been used, some embedded and others
external to the applications under test. Moreover, both the
sender and receiver equipment clocks are synchronized
by GPS.

1) VIDEO STREAMING
Different metrics are captured when performing spontaneous
video sessions between two vehicles. Here, the leading car,
in the ROI of the following car, produces a video stream
consumed by the following car to extend the range of onboard
sensors. Those metrics are the packet reliability, showing the
percentage of packets received, the latency of the cellular
network (L3), the end-to-end application latency (L7) and
the interruption time when inter-PLMN situations come into
play in the different scenarios compiled in Table 3. For the
packet reliability and the L3 latency, the logs provided by the
WebRTC stats [40] and the RTCP reports are used. However,
the recommended report interval is 5 seconds, meaning laggy
visibility of quick network performance variability [41]. So,
we have reduced the reporting rate to 1 second to avoid this
situation. In terms of the L7 latency, the synchronization of
all the involved systems from the GPS signal establishes a
common clock. The producer watermarks each video frame
with the system clock, and the consumer retrieves the trans-
mitter clock when the video frame is received. The drift of
the received timestamp with the local clock is the end-to-
end application latency (L7). For the interruption time, the
timestamped logs trace the elapsed time from the moment
the stream is not received by the consumer to the instant the
stream is back and resumed in the onboard systems.

In all the scenarios described in Table 3, the proposed
adaptive bitrate mechanism has been executed to check its
benefits to accommodate the traffic demand to the actual
network performance. It also speeds up the WebRTC startup
when the communication is broken in an inter-PLMN switch.

2) MQTT
A test topic has been implemented in the MQTT Brokers
deployed at the MEC infrastructures. When a standardized
Cooperative Awareness Message (CAM) [42] is sent by a
vehicle, the MEC instantly replies to it. In order to test the
performance of the MQTT messaging, we have measured
the RTT from the vehicle to the MEC Broker for the four
scenarios summarized in Table 3.

B. APPLICATION RESULTS
1) VIDEO STREAMING
First, the tests assess the impact on the reliability when the
proposed solution of adaptive video bitrate (ABR) is enabled
in contrast to constant video bitrate (CBR) in all scenarios.

As we can see in Table 4 and Figure 8, reliability is
improved when using ABR in all scenarios. ABR gets less
packet loss rate under the unstable bandwidth conditions of
commercial networks where available bandwidth depends
on multiple factors, such as the number of clients con-
nected, bandwidth used by clients or shadowing and reflec-
tion effects. It is also evident that ABR brings higher benefits
as the reliability gets low,where the speed and density of vehi-
cles have a significant impact. The more dynamic demand
and resulting reliability when ABR is enabled are evident
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TABLE 4. Video streaming reliability CBR vs ABR for all scenarios.

FIGURE 8. Video streaming reliability CBR vs ABR for all scenarios.

in the standard deviation and more visually represented
in Figure 8.

The second comparison focuses on measuring the impact
in L3 latency depending on the type of deployment for the
MEC. An Edge-Cloud server deployed in MobiledgeX has
been used to host the WebRTC gateway in scenario (ii).
While, in the scenarios (iii) and (iv), both a MEC server
and a Cloud infrastructure have been employed. The results
obtained are consistent with what was expected. The lowest
latencies are obtained with a MEC server and the highest
ones with a Cloud server. The Edge-Cloud performance is
in between the MEC and the Cloud (see Table 5). Beyond
the good scores on average values when aMEC is employed,
it is clear that the deviation is much lower, providing a steady
connection performance. These measurements were obtained
with theWebRTCGateway installed in theMEC,Edge-Cloud
or Cloud virtualization platforms.
The third test targets the impact of the intermediary gate-

way when this feature is performed from theWebRTC server.
As the intermediary WebRTC server operates the gateway
feature, it performs not only the signalling but also for-
wards the data streams to the peers, adding L7 latencies.
As expected, L7 latency is higher when WebRTC gateway
is used (see Table 6 and Figure 9). However, it is important
to underline that the impact is high, doubling the end-to-end
latency when the intermediary gateway is employed. This
penalty is present and similar when the WebRTC server is
deployed in a MEC or in a cloud. Furthermore, when the
gateway feature of the WebRTC server is not required, the
video streams would not pass through the servers. So, Table 6

and Figure 9 show aggregated values for the different server
types.

TABLE 5. Video streaming L3 latency (network latency).

FIGURE 9. Video streaming L7 latency (application latency) with/without
WebRTC gateway.

TABLE 6. Video streaming L7 latency (application latency).

Once the different setups have been characterized in terms
of QoS impact for CCAM applications, some tests have been
performed to measure the impact of the proposed solutions
on service interruption time.

The tests to measure the benefits of the dual modem on
the service interruption are shown in Figure 10 and Table 7.
Scenario (iv) is the only one where roaming can be operated,
performing an inter-PLMN switch with a single modem. The
service interruption time is then compared to the dual modem
solution. The 5G network where the modem is connected is
instantly powered off to trigger the roaming event in scenario
(iv). This situation does not happen in a real scenario where
the signal strength of the connected network decreases grad-
ually. However, in a highway or in a cross-border context,
the connectivity changes abruptly according to our tests. Both
Figure 10 and Table 7 show a slightly enhanced interruption
time when dual modem is employed, especially with a more
steady performance.

When the WebRTC gateway solution for video streaming
is used, it is expected to increase service interruption time.
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FIGURE 10. Interruption time single vs dual modem.

TABLE 7. Interruption time: Single vs Dual modem.

FIGURE 11. Interruption time WebRTC gateway.

TABLE 8. Interruption time with/without WebRTC Gateway.

Aswe can see in Figure 11 and Table 8, this penalty affects all
the scenarios. In the scenario (ii), we can see that the service
interruption time is also very highwhen theWebRTCgateway
is used. In the rest of the scenarios, the longer interruption
time when the gateway is employed is more evident. This is
mainly related to the worse performance of commercial and
open cellular networks compared to experimental ones.

Then, the impact of the ABR mechanism on the service
interruption time is observed. We can see in Figure 12 and
Table 9 that the interruption time is a bit lower using adap-
tive video bitrate in scenarios (iii) and (iv). On the other
hand, it is bigger in scenario (ii). Here, the bandwidth was

TABLE 9. Interruption time CBR vs ABR.

FIGURE 12. Interruption time CBR vs ABR.

FIGURE 13. Interruption time MEC vs Edge-Cloud vs Cloud.

highly unstable in the place where the dual modem switch
was performed. The network variability was higher than
the one-second metric monitoring frequency, causing erratic
adaptation decisions.

Finally, the interruption time also increases as the distance
to the server gets longer, as shown in Figure 13 and Table 10.
In this case, the MEC server means lower latency between
participants and less interruption time.

Thus, Tables 10, 7 and Figures 13, 10 conclude that the
setups including MEC servers and the dual modem solution
provide less interruption time.

2) MQTT
In contrast to Real-Time Protocol (RTP) based video streams,
MQTT messages are transactional, not requiring any conti-
nuity, buffering or order on the individual messages. Further-
more, the small message size of these messages fits into the
payload of a single TCP/UDP packet.
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TABLE 10. Interruption time MEC vs Edge-Cloud vs Cloud.

FIGURE 14. Round trip time comparison for the different presented
scenarios.

Accordingly, the tests performed for MQTTmessaging are
focused on the RTT from the client to the EDM service.
As previously explained, the RTT from the client to the
MQTT broker has been captured for each of the presented
scenarios in Table 3. More details of the performed tests can
be found in Table 11 and Figure 14. According to the results,
theMEC scenarios (i) and (iv) provide significant lower RTT
values. In the case of the MEC scenario (iii), it brings low
median and high mean RTT values due to the outliers cap-
tured in the tests. This is evident in the high standard deviation
value. Those results can be easily justified, as the setupwas an
experimental outdoor Amarisoft network locally deployed by
us, acting as an edge setup and not a real commercial edge ser-
vice. For theMEC results in scenarios (i) and (iv), we can see
that we obtain similar results in bothmean andmedian values.
The standard deviation is lower in the experimental testbed
as the setup brings deeper control, while in the first scenario,
the tests were recorded in a highway environment with dense
traffic. Concerning the Cloud scenarios, the scenario (iii)
performed under real driving conditions using a commercial
network and cloud brings the worst results in terms of latency
but the best for network stability according to its standard
deviation. When using a commercial cloud in the scenario
(iv), shipping a local experimental setup, the latency values
are better in comparison to scenario (iii). So, the 5G network
performance has a big impact on the latency. In the case of the
Edge-Cloud scenario, if we compare the obtained results with
the commercial cloud setups, the obtained results are better.
However,MEC scenario stands out in terms of latency. So, the
obtained results corresponds with the expectations, where the
MEC setup gets the best results followed by the Edge-Cloud
and the Cloud infrastructures.

TABLE 11. Round trip time statistics for the different presented scenarios.

C. DISCUSSION
It becomes evident that KPIs provided by the commercial
5G NSA networks are far away from the expectations to
interconnect future CCAM services across vehicles. Further-
more, the metrics are unsteady and highly dynamic. The
experimental 5G SA networks and testbeds are closer to the
industry requirements, but they still need some updates and
tuning to achieve the challenging KPIs of applications such
as extended sensors.

The MEC is a key element to get enhanced performance.
However, it brings some limitations in return, making more
complex the connection of services involving several vehi-
cles from different mobile operators. Moreover, the mobile
network operator often decides to deploy the edge infras-
tructure in the backhaul, close to the network Core, instead
of co-located in each base station, losing the ideal latency
performance and providing a performance similar to a regular
cloud infrastructure.

It is also evident that the service continuity, latencies and
reliability of CCAM services in cross-border environments,
meaning multi-PLMN setups, bring extreme network con-
ditions. CCAM applications need to include workarounds
and solutions to reduce the high values of service inter-
ruption time, which are incompatible with safety-critical
systems.

The solutions proposed in section IV are essential enablers
in inter-PLMN handover situations such as S3: WebRTC
Gateway in the scenario (i), while others can improve the
service continuity in the other scenarios such as S2: Adap-
tive Bitrate and S4: Dual modem. The major benefit of S2:
Adaptive Bitrate is the reduction of packet loss.

It is important to underline that the inter-PLMN testing
with a single modem is limited to experimental setups as
it requires specific configurations in the present networks.
However, the single modem case brings a very high interrup-
tion time, even higher than the one provided by the S4: Dual
modem.

The different networks and setups bring their own pecu-
liarities, making CCAM application developers struggle with
different issues and limitations. The more commercial the
testbed, the more restrictive, unsteady and difficult to log.
On the other hand, the more experimental the testbed, the
more configurable, sparse and traceable. Thus, the scenario
(ii) brought a more predictable context for the inter-PLMN
handover when compared to scenario (i). The scenario (iii)
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TABLE 12. Issues applicable to CCAM applications in cellular networks.

brings a complete MEC infrastructure and SA performance
in comparison with scenario (ii). And the scenario (iv)
enables full control on inter-PLMN switching, also for single
modem, not possible to be performed in any of the other
scenarios.

As the main drivers of networks investment from MNOs
are the social networks, the web-browsing and the consump-
tion of on-demand video content from Over-The-Top (OTT)
services, the deployed cellular networks bring added values
limited to the nominal radio KPIs with a prominent asym-
metric configuration without any dynamic management or
smart operation of assets. The 5G networks and equipments
have not yet implemented the full potential of 5G in terms of

network slicing and self-organized networks to tune network
assets to heterogeneous requirements from concurrent traffic.
Furthermore, the specification of 3GPP’s SSC mode 3 to
accomplish the make-before-break paradigm in the 5G Core,
providing a seamless migration across PLMNs, is not yet
implemented or provided by any network [11]. The limits
and barriers to play a multi-party CCAM application become
clear from the set of issues faced across different commer-
cial and experimental 5G networks. Specially, the network
problems for multi-party sessions go beyond the connectivity
provision for transactional communications between clients
and servers in the cloud or the edge, with a wide set of issues
hurdling peer communications.
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VII. LESSONS LEARNED
This section provides a summary of all the issues raised dur-
ing the testing and experimentation in the different testbeds.
Some of them apply to any scenario on top of cellular net-
works, while others manifest in inter-PLMN environments
meaning extreme connectivity conditions that the CCAM
applications need to manage to mitigate the impact.

Table 12 overviews the issues arranged around dif-
ferent categories underlining the impact and proposing
workarounds to be considered and implemented in CCAM
applications.

All these issues raised and faced during the different exper-
iments make us consider an experimental setup where we
have full control and visibility of the network logs and the
loaded configuration, providing a managed and controlled
environment (scenario iv). It allowed us to tune and iterate
on the solutions to try to accomplish the solutions for make-
before-break connectivity situations required by the targeted
CCAM applications.

It is also evident that some technology gaps in the cellular
networks are not in the hands of CCAM developers. So,
CCAM developers need to implement some workarounds to
avoid or mitigate the negative impact of these challenging
situations.

VIII. CONCLUSION
The connectivity of the vehicles will open a new spectrum of
innovative CCAM applications. New generations of cellular
networks promise unseen performance and capacity to enable
those applications. However, the 5G networks have not yet
addressed the unsteady or even the outage of connectivity on
mobility, especially in handover and inter-PLMN situations.
The impact of these scenarios is heavier in CCAM applica-
tions where multi-party sessions are established, degrading
QoS and breaking continuity.

CCAM application developers need to take care of net-
work issues as the 5G networks are not targeting their needs.
Additionally, the performed roaming completely breaks the
CCAM sessions when considering mobility across borders.

We have proposed several solutions and workarounds that
the CCAM application developers should consider to miti-
gate or avoid some of the problems raised. We have tested
the solutions and the impact on continuity in four different
setups. From the experimentation, it can be concluded that:
1) the dual modem solution stands out in keeping service
continuity in mobility scenarios, 2) the adaptive bitrate mech-
anismmainly improves reliability reducing packet loss, 3) the
WebRTC gateway should be avoided when possible by using
an APN that provides public IPs, and 4) MEC infrastructures
achieve lower latency and interruption time than edge-cloud
or cloud infrastructures, however, for some applications, the
performance of edge-cloud or cloud could be enough.

ACKNOWLEDGMENT
The authors would like to thank DEKRA Spain for given
them licenses to use the TACS4 Performance Test Tool.

REFERENCES
[1] J. M. Pereira, ‘‘5G for connected and automated mobility (CAM) in

Europe: Targeting cross-border corridors,’’ IEEE Netw., vol. 35, no. 3,
pp. 6–9, May 2021.

[2] Study on the Enhancement for Immersive Real-Time Communication for
Web RTC, document TR 26.930, Version 18.0.0, 3GPP, Mar. 2022.

[3] Enhancement of 3GPP Support for V2X Scenarios, document TS 22.186,
Version 16.2.0, 3GPP, Jun. 2019.

[4] G. Velez, Á. Martín, G. Pastor, and E. Mutafungwa, ‘‘5G beyond 3GPP
release 15 for connected automated mobility in cross-border contexts,’’
Sensors, vol. 20, no. 22, p. 6622, Nov. 2020.

[5] A. Ghosh, A. Maeder, M. Baker, and D. Chandramouli, ‘‘5G evolution:
A view on 5G cellular technology beyond 3GPP release 15,’’ IEEE Access,
vol. 7, pp. 127639–127651, 2019.

[6] Revised WID: Multi-RAT Dual-Connectivity and Carrier Aggregation
Enhancements, document RP-1922336, 3GPP, Ericsson, Sep. 2019.

[7] Vivo, China Telecom, and China Unicom. New WID: Support for Multi-
SIM devices in Rel-17, document RP-193263, 3GPP, Dec. 2019.

[8] LG Electronics. Revised WID on 5G V2X With NR Sidelink, document RP-
190984, 3GPP, Jun. 2019.

[9] Vivo, China Telecom, and China Unicom. Study on Supporting NR From
52.6 GHz to 71 GHz, document RP-193263, 3GPP, Dec. 2019.

[10] Study on Enhancement of Network Slicing, document TR 23.740, Version
16.0.0, 3GPP, Dec. 2018.

[11] Procedures for the 5G System (5GS), document TS 23.502, V17.4.0, 3GPP,
May 2022.

[12] H.-S. Park, Y. Lee, T.-J. Kim, B.-C. Kim, and J.-Y. Lee, ‘‘Handover
mechanism in NR for ultra-reliable low-latency communications,’’ IEEE
Netw., vol. 32, no. 2, pp. 41–47, Mar./Apr. 2018.

[13] Nr; Requirements for Support of Radio Resource Management, docu-
ment TS 38.133, V17.4.0, 3GPP, 2021.

[14] K. Trichias, P. Demestichas, and N. Mitrou, ‘‘Inter-PLMN mobility man-
agement challenges for supporting cross-border connected and automated
mobility (CAM) over 5G,’’ J. ICT Standardization, vol. 9, pp. 113–146,
Jun. 2021.

[15] M. A. Latif, M. Muehleisen, F. Coulet, D. Giemsa, J. Vogt, H. Wieker,
U. Larson, J. Lofhede, M. Nilsson, H. Segesten, and H. Zhao, ‘‘Demon-
stration and evaluation of cross-border service continuity for connected
and automated mobility (CAM) services,’’ in Proc. IEEE 5G Summit,
May 2021, doi: 10.5281/zenodo.5721140.

[16] P. Ranaweera, A. D. Jurcut, and M. Liyanage, ‘‘Survey on multi-access
edge computing security and privacy,’’ IEEE Commun. Surveys Tuts.,
vol. 23, no. 2, pp. 1078–1124, 2nd Quart., 2021.

[17] Y. Mao, C. You, J. Zhang, K. Huang, and K. B. Letaief, ‘‘A survey on
mobile edge computing: The communication perspective,’’ IEEECommun.
Surveys Tuts., vol. 19, no. 4, pp. 2322–2358, 4th Quart., 2017.

[18] R. Soua, I. Turcanu, F. Adamsky, D. Fuhrer, and T. Engel, ‘‘Multi-access
edge computing for vehicular networks: A position paper,’’ in Proc. IEEE
Globecom Workshops (GC Wkshps), Dec. 2018, pp. 1–6.

[19] M. A. Latif, M. Muehleisen, M. Castell, R. Gustafsson, D. Mcgillivray,
U. Larson, J. Lofhede, M. Nilsson, H. Segesten, and H. Zhao, ‘‘Perfor-
mance and service continuity of HD map downloads in MEC-enabled
cross-border mobile radio networks,’’ in Proc. Joint Eur. Conf. Netw.
Commun. 6G Summit (EuCNC/6G Summit), Jun. 2021, pp. 241–246.

[20] W3C Automotive Working Group. Vehicle Information Service Specifica-
tion, document TR 2022 DISC, 2022.

[21] G. Velez, J. Perez, and A. Martin, ‘‘5G MEC-enabled vehicle discovery
service for streaming-based CAM applications,’’ Multimedia Tools Appl.,
vol. 81, no. 9, pp. 12349–12370, Apr. 2022.

[22] V. Passas, N. Makris, C. Nanis, and T. Korakis, ‘‘V2MEC: Low-latency
MEC for vehicular networks in 5G disaggregated architectures,’’ in Proc.
IEEE Wireless Commun. Netw. Conf. (WCNC), Mar. 2021, pp. 1–6.

[23] M. D. Hossain, S. Khanal, and E.-N. Huh, ‘‘Efficient task offloading
for MEC-enabled vehicular networks: A non-cooperative game theoretic
approach,’’ in Proc. 12th Int. Conf. Ubiquitous Future Netw. (ICUFN),
Aug. 2021, pp. 11–16.

[24] G. Hong, Q. Wen, W. Su, and P. Wu, ‘‘An optimal resource allocation
mechanism in vehicular MEC systems,’’ in Proc. Int. Conf. Netw. Netw.
Appl. (NaNA), Oct. 2019, pp. 34–38.

[25] F. Liu, J. Chen, Q. Zhang, and B. Li, ‘‘Online MEC offloading for V2V
networks,’’ IEEE Trans. Mobile Comput., early access, Jun. 28, 2022, doi:
10.1109/TMC.2022.3186893.

8918 VOLUME 11, 2023

http://dx.doi.org/10.5281/zenodo.5721140
http://dx.doi.org/10.1109/TMC.2022.3186893


Z. Fernández et al.: Challenges and Solutions for Service Continuity in Inter-PLMN Handover

[26] A. Naouri, H. Wu, N. A. Nouri, S. Dhelim, and H. Ning, ‘‘A novel
framework for mobile-edge computing by optimizing task offloading,’’
IEEE Internet Things J., vol. 8, no. 16, pp. 13065–13076, Aug. 2021.

[27] H.Ma, S. Li, E. Zhang, Z. Lv, J. Hu, andX.Wei, ‘‘Cooperative autonomous
driving oriented MEC-aided 5G-V2X: Prototype system design, field tests
and AI-based optimization tools,’’ IEEE Access, vol. 8, pp. 54288–54302,
2020.

[28] M. Emara, M. C. Filippou, and D. Sabella, ‘‘MEC-assisted end-to-end
latency evaluations for C-V2X communications,’’ inProc. Eur. Conf. Netw.
Commun. (EuCNC), Jun. 2018, pp. 1–9.

[29] J. Casademont, B. Cordero, D. Camps-Mur, L. A. M. Da Conceicao,
A. Lalos, C. Vitale, C. Laoudias, and P. S. Khodashenas, ‘‘Multi-radio
V2X communications interoperability through a multi-access edge com-
puting (MEC),’’ in Proc. 22nd Int. Conf. Transparent Opt. Netw. (ICTON),
Jul. 2020, pp. 1–4.

[30] A. Filali, A. Abouaomar, S. Cherkaoui, A. Kobbane, and M. Guizani,
‘‘Multi-access edge computing: A survey,’’ IEEE Access, vol. 8,
pp. 197017–197046, 2020.

[31] C. Campolo, A. Iera, A. Molinaro, and G. Ruggeri, ‘‘MEC support for
5G-V2X use cases through Docker containers,’’ in Proc. IEEE Wireless
Commun. Netw. Conf. (WCNC), Apr. 2019, pp. 1–6.

[32] Y.Wang, J.Wang, Y. Ge, B. Yu, C. Li, and L. Li, ‘‘MEC support for C-V2X
system architecture,’’ in Proc. IEEE 19th Int. Conf. Commun. Technol.
(ICCT), Oct. 2019, pp. 1375–1379.

[33] C.-M. Huang and C.-F. Lai, ‘‘The mobile edge computing (MEC)-based
vehicle to infrastructure (V2I) data offloading from cellular network to
VANET using the delay-constrained computing scheme,’’ in Proc. Int.
Comput. Symp. (ICS), Dec. 2020, pp. 1–6.

[34] M. Mehrabi, H. Salah, and F. H. P. Fitzek, ‘‘A survey on mobility man-
agement for MEC-enabled systems,’’ in Proc. IEEE 2nd 5G World Forum
(5GWF), Sep. 2019, pp. 259–263.

[35] Z. Liang, Y. Liu, T.-M. Lok, and K. Huang, ‘‘A two-timescale approach to
mobility management for multicell mobile edge computing,’’ IEEE Trans.
Wireless Commun., vol. 21, no. 12, pp. 10981–10995, Dec. 2022.

[36] L. Blair, C. A. Varela, and S. Patterson, ‘‘A continuum approach for
collaborative task processing in UAVMEC networks,’’ in Proc. IEEE 15th
Int. Conf. Cloud Comput. (CLOUD), Jul. 2022, pp. 1–11.

[37] Measurement 5GPPP Test and KPIs Validation Working Group. Beyond
5G/6G KPIs and Target Values, 5G Public Private Partnership (5GPPP),
Version 1.0, Jun. 2022.

[38] X. Jiang, F. R. Yu, T. Song, and V. C. M. Leung, ‘‘A survey on multi-
access edge computing applied to video streaming: Some research issues
and challenges,’’ IEEECommun. Surveys Tuts., vol. 23, no. 2, pp. 871–903,
2nd Quart., 2021.

[39] A.Martin, D.Mejias, Z. Fernandez, R. Viola, J. Perez,M. Garcia, G. Velez,
J. Montalban, and P. Angueira, ‘‘Adaptive QoS of web RTC for vehicular
media communications,’’ in Proc. IEEE Int. Symp. Broadband Multimedia
Syst. Broadcast. (BMSB), Jun. 2022, pp. 1–6.

[40] Identifiers for Webrtc’s Statistics Api, Webrtc-Stats, World Wide Web
Consortium (W3C), Jul. 2022. [Online]. Available: https://www.w3.org/
TR/2023/CRD-webrtc-stats-20230110/

[41] NetworkWorking Group. RTP: A Transport Protocol for Real-Time Appli-
cations, document RFC 3550, Jul. 2003.

[42] Intelligent Transport Systems (ITS); Vehicular Communications; Basic Set
of Applications; Part 2: Specification of Cooperative Awareness Basic
Service, document EN 302 637-2, 2019.

ZALOA FERNÁNDEZ received the B.Sc. degree
in telecommunications systems and the M.Sc.
degree in embedded systems from the Univer-
sity of Mondragon, Spain, in 2014 and 2016,
respectively, and the Ph.D. degree from the Uni-
versity of Mondragon, in 2019. She is currently
with the Department of Digital Media, Vicomtech,
where she is a Research Associate involved in
projects dealing with 5G communications, vir-
tualization paradigm, handover, network slicing,
and software-defined radio.

ÁNGEL MARTÍN received the Engineering
degree from the University Carlos—III of Madrid,
in 2003, and the Ph.D. degree from UPV/EHU,
in 2018. He worked in media streaming and encod-
ing research at Prodys (2003–2005) and Telefon-
ica (2005–2008). Then, he worked in the field
of ubiquitous and pervasive computing at Inno-
valia (2008–2010). He is currently at Vicomtech,
where he is working in multimedia services and
5G infrastructures projects. He is also with the
Department of Digital Media, Vicomtech.

JOSU PÉREZ received the Electronics Engineer-
ing degree from UPV/EHU, in 2005, and the
M.Sc. degree in control engineering systems from
UNED, in 2015. He is currently with the Depart-
ment of Connected and Cooperative Automated
Systems, Vicomtech, where he is a Researcher
involved in projects dealing with ADAS and
autonomous driving systems.

MIKEL GARCÍA received the degree in computer
engineering and the M.S. degree in computational
engineering and intelligent systems from the Uni-
versidad del País Vasco (UPV/EHU), in 2018 and
2019, respectively. Since 2019, he has been
working as a Researcher on computer vision, sim-
ulation, traffic data analysis, data monitoring, real-
time automotive applications, and V2X communi-
cations, for the intelligent transport systems and
engineering area of Vicomtech.

GORKA VELEZ received the M.Sc. degree in
electronic engineering from the University of
Mondragon, Spain, in 2007, and the Ph.D. degree
from the University of Navarra, Spain, in 2012.
He is currently leading the connected and coop-
erative situation awareness research line at the
Intelligent Transportation Systems (ITS) and Engi-
neering Department, Vicomtech. He is also a Tech-
nical Coordinator of the H2020 Project 5GMETA
funded by the European Commission. He is also

involved in several other CCAM research projects, including 5G-MOBIX.

FEDERICO MURCIANO received the B.Sc.
degree in telecommunications engineering from
the University of Seville, Spain, in 2015, and
the M.Sc. degree in telecommunications engi-
neering from the Technical University of Berlin
(TU Berlin), Germany, in 2020. Since 2020,
he has been working as a Network Engineer
Researcher for the 5G-MOBIX Project at DAI-
Labor, TU Berlin.

SEBASTIAN PETERS received the Engineering
degree from TU Berlin, in 2010. He currently
works at the Future Communication Systems
Group, DAI-Labor, leading the 5G activities across
multiple EU and national funded research projects.
With his more than ten years of experience in
project management of research projects, he is
also leading the German trial site consortium in
the 5G-MOBIX Project and was also respon-
sible for leading the CCAM deployment task
in 5G-MOBIX.

VOLUME 11, 2023 8919


