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ABSTRACT Hate speech detection has substantially increased interest among researchers in the domain of
natural language processing (NLP) and text mining. The number of studies on this topic has been growing
dramatically. Thus, the purpose of this analysis is to develop a resource that consists of an outline of the
approaches, methods, and techniques employed to address the issue of Twitter hate speech. This study can be
used to aid researchers in the development of a more effective model for future studies. This review focused
on studies published over the past eight years, i.e., from 2015 to 2022. This systematic search was carried
out in December 2020 and updated in July 2022. Ninety-one articles published within the mentioned period
met the set criteria and were selected for this review. From the evaluation of these works, it is clear that a
perfect solution has yet to be found. To conclude, this paper focused on presenting an in-depth understanding
of current perspectives and highlighted research opportunities to boost the quality of hate speech detection
systems. In turn, this helps social networking services that seek to detect hate messages generated by users
before they are posted, thus reducing the risk of targeted harassment.

INDEX TERMS Hate speech, classification, automatic detection, twitter, systematic review, natural language
processing, social media.

I. INTRODUCTION
Twitter and other social sites have grown exponentially in
the past decade. These media promote user anonymity and
freedom of speech, thereby driving the growth and trans-
mission of hate speech, as mentioned by [1]. Further, [2]
indicated that Twitter is among the most utilized social media
site, with 300 million active members monthly. Even though
it is popular and relevant, hate speech is frequently spread
on Twitter. It is now one of the most widely used social
networks for the automatic recognition of in-text hate speech
[3], [4], [5] as well as a data source for research into abusive
language. Social media is currently witnessing the growing
phenomenon of hate speech. This, in turn, creates hostil-
ity among users, triggering severe real-life conflicts, and
influencing businesses. Social media companies often delete
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hateful content, preventing them from being published. This
study focuses on Twitter social media texts, especially those
written in English, as it is a widely known language and the
most readily available data source [6].Whereas manual filter-
ing is inflexible, there is a demand to automate the online hate
speech detection process. Non-automated tasks directly affect
the reply time, whereas a solution based on computers can
perform faster at this task than humans. Consequently, it is
imperative to contribute to automated hate speech detection
solutions in texts. These facts have motivated research in the
natural language processing (NLP) field. There is growing
literature concerning hate speech. According to [7], research
communities have assigned this challenge as supervised
document classification based on NLP and machine learn-
ing. Twitter was considered one of the largest social media
companies in 2017. It eventually changed the rules of its
privacy policy regarding abusive acts. These rules involve all
tweets that encourage abuse, harassment, suicide, self-harm,
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violence, hate, and so forth [8]. Accordingly, researchers
have recently increased efforts in identifying hate speech in
online content on Twitter. However, only a small dataset is
available in languages other than English. It is worth men-
tioning that English is the most prevalent spoken language
globally. It is also the main focus in the detection of hate
content. However, it is difficult to recognize hate speech as
there are variations to its concept. The most generally utilized
word for this phenomenon is hate speech, which is a legal
phrase in many countries [7]. In the literature, hate speech is
defined in many different ways. Reference [9], defined hate
speech based on an analysis of various descriptions available
in the literature on this topic: ‘‘Hate speech is a language that
attacks or diminishes, that incites violence or hate against
groups, based on specific characteristics, such as physical
appearance, religion, descent, national or ethnic origin, sexual
orientation, gender identity or others, and it can occur with
different linguistic styles, even in subtle forms or when humor
is used.’’. Examples of hate speech on Twitter are as follows:
‘‘Twitter user Pu**y a** ni**a’’, and ‘‘You hate football you
are a fa**ot.’’ [10]. In the last few years, many methods have
been developed to address hate speech detection, which is
well ahead of their strategies. However, the evaluations are
mostly targeted at detecting non-hate content in contrast to
identifying and classifying hateful ones [1]. Most of these
efforts are still facing some challenges in reaching a feasible
solution as the language in social media is developing rapidly
[9]. Thus, an in-depth understanding of the current literature
on the subject matter is necessary. Although the identification
of hate speech has been evolving for a number of years, this
field suffers from the lack of a systematic literature review
(SLR). SLR papers are essential to facilitate the attainment
of the latest updates, such as open issues and research gaps
on a precise theme.

Governments and social media have highlighted the
need to provide a people-friendly environment through the
improvement of hate speech detection methods. An advan-
tage of SLR is that it focuses on enhancing hate speech
detection methods, which could help the government and
social media companies prevent this phenomenon, as shown
in Figure 1. There are various aspects to studying hate
speech detection by Twitter data. This review focuses on
multiple studies using Twitter in English as the data source.
This study, therefore, offers a rich understanding of state-
of-the-art methods and recommendations for future work
from an extensive analysis of the topic. A systematic review
of the computational methods to hate speech detection is
provided. The existing challenges are discussed, and the
remaining challenges are highlighted for more research
opportunities. This paper makes the following noteworthy
contributions:

A comprehensive study of the identification of hate speech
within social media posts on Twitter;

• Detailed analysis and synthesis of existing studies in this
research field;

• Outline of frequently reported problems;
• Creation of taxonomies from the analysis of the

literature;
•Outline some significant obstacles to the research and the

recognition of potential future trends;
The rest of this paper is arranged into six sections.

Section II presents the related works. The methods and pro-
cedures for the SLR are explained in Section III, including
the study questions, search strategy, and selection criteria.
Section VI presents the analysis concerning the research
questions, whilst Section V presents the discussion and future
work for open issues. Finally, Section VI concludes the work.

II. RELATED WORK
This section highlights the current survey and review articles,
focusing on the importance of the contributions of this work.
Some reviews and surveys were found about hate speech
detection issues, such as by [8], [9], [11], [12], [13], and
[14]. In the research conducted by [9], a systematic mecha-
nism for reviewing existing works on hate speech detection
from an informatics perspective was applied. It is consid-
ered the second survey on this topic after that of [7], which
provided a short overview of hate speech detection within
NLP. According to [7], the survey is relatively brief and
primarily focuses on feature extraction. The survey by [9]
provided a comparison of hate speech to other similar forms,
a summary of statistics on detection methods, a discussion
of the terminologies needed to study hate speech, and the
features involved in this domain. Later on, they concen-
trated on bullying research. They described several English
datasets and existing challenges, involving different social
media platforms, with less than 20 papers focusing on hate
speech. In another study by [8], a more reliable, accurate, and
comprehensive classification of anger-linked social media
messages for detecting hate speech was established. This will
help ensure proper classification because anger eventually
leads to extensive participation in hate crimes. In another
study by [12], the researchers attempted to review six various
hate speech detection models on a variety of social media
sites. The methods used were based on the NLP, data mining,
machine learning domains, and the variations between these
methods were discussed. In a further work by [11], a brief
review was conducted on the use of state-of-the-art NLP
techniques such as dictionaries, bag-of-words, and n-gram to
automatically detect hate speech on online social media sites.
Moreover, the study by [14] offered a review of methods for
recognizing misogyny in social media, particularly on Twit-
ter. The approaches included standard machine learning and
deep learning methods. Furthermore, the findings considered
different languages, including English. In a recent review
article by [13], the authors employed machine learning tech-
niques to categorize hate speech on Twitter, involving generic
metadata de-signs, threshold configurations, and divergences.
They also discussed the benefits and weaknesses of indi-
vidual and integrated machine learning algorithms for the
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FIGURE 1. Benefits of the study and analysis of hate speech detection methods.

classification process. In addition, they displayed the hate
speech benchmark dataset for testing the implementation of
the classification paradigm. Even though some surveys and
reviews are available on this topic, significant limitations
exist. These works partly lack SLR guidelines, up-to-date
reviews, and survey studies. Furthermore, these studies are
limited in that they did not focus completely on Twitter
and, more specifically, on the English language, unlike the
survey by [15], which examined the available benchmark
datasets used for abusive language and hate speech detection
on different social media sites. Their analysis involved the
dataset development process, the themes of interest, lan-
guage coverage, and annotation framework. Although many
existing works on hate speech are based on Twitter, pre-
vious surveys or reviews lack comprehensive coverage of
this particular social site. Twitter ranks among the most
frequently used social networks for the automated identifi-
cation of hate speech in texts [3], [5]. Hence, Twitter has
improved connectivity among people worldwide and is a
convenient public forum for users. Compared to earlier stud-
ies, this paper reviewed a substantially larger number of
papers. Additionally, [16] presented a short review of English
and non-English literature with some challenges and future
research directions. Reference [17] conducted a survey to
illustrate the generalizability of current hate speech detection
models and explain how hate speech algorithms have an issue
in generalizing. Research directions for improving gener-
alization in hate speech detection are discussed. Reference
[18] offered an overview of machine learning techniques and

techniques for detecting hate speech in online social net-
works. They explored the primary constituents of hate speech
classification usingML algorithms. The failure and capability
of each approach are assessed to identify the study gaps
and specify the open challenges. Reference [19] discussed
different definitions of hate speech, and several challenges
were presented concerning data collection and annotation.
The authors briefly discussed the differences between nine
datasets that used different text languages and platforms.
The sources of metadata and the feature selection are also
described briefly based on five previous works usingmachine
learning methods. In their paper, a multiple-view SVMmodel
was developed to classify hate speech using three datasets
from three different platforms, an interpretation of the model,
and an analysis of errors reported. Accordingly, they raise
some general challenges. Reference [20] surveyed the racist
and sexist class of hate speech methods, focusing on a few
factors: data sources, features used, and algorithms of ML.
They offered brief descriptions of the text corpus, presented
some of the most frequently used approaches for representing
features, and made a short comparison between ML models.
A short systematic review of the literature was provided by
[21], which included articles released earlier than January
2020. Only studies published in English and Indonesian
for conferences and journals were considered in their SLR
study. A variety of data sources were considered, namely
comments from Twitter, Facebook, Wikipedia, Instagram,
Online Today, YouTube, and Yahoo. There is only a small
finding and a small suggestion by their SLR. More recently,
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[22] performed a systematic review of text-based hate speech
detection methods and mainly focused on the essential
datasets with text-based features and machine learning algo-
rithms. Their collected articles were reviewed according to
different themes. They provided three challenge groups and
three direction points. Even though their review focused
on an English hate speech dataset, our SLR differs from
their review in that it provides a more detailed analysis and
some taxonomies for our selected studies from a different
standpoint.

III. METHODS
This section outlines the procedures followed in this SLR
study to provide fair coverage of the reviewed literature.
The systematic review process involved several procedures:
formulation of the study questions, development of the search
string, selection of the study criteria, data extraction, and data
synthesis.

A. RESEARCH QUESTION FORMULATION
The goal of the study was to explore recent advances within
the topic of hate speech detection and to find, evaluate, ana-
lyze, and synthesize the works conducted on the detection of
hate speech on Twitter to provide a summary of all the efforts
that have been achieved in the study of this subject. The
strategies in Kitchenham andCharters (2007) were adopted in
conducting the SLR. The current study attempted to answer
the following research questions (Qs):

Q1: What were the ratios of the journals and the confer-
ences linked to the databases used by the selected studies?

Q2: What methods and techniques were applied to detect
hate speech on Twitter in the selected studies?

Q3: What types of validations were used in this study
domain?

Q4: What were the performance metrics commonly used
in this study domain?

Q5: What data was available or used for detecting hate
speech on Twitter?

Q2: What methods and techniques were applied to detect
hate speech on Twitter in the selected studies?

Q3: What types of validations were used in this study
domain?

Q4: What were the performance metrics commonly used
in this study domain?

Q5: What data was available or used for detecting hate
speech on Twitter?

Q6: What were the challenges in this research domain?
Q7: What are the possible future trends in detecting hate

speech in English texts on Twitter?
The goal of Q1 was to highlight the ratios for journals and

conferences linked to databases used by the selected studies.
The purpose of Q2was to underline the most appliedmachine
learning techniques in the selected papers. The aim of Q3 was
to illustrate the common practical validation methods used in
the selected articles.

The goal of Q4 was to demonstrate the popular perfor-
mance measures used in this study area. The aim of Q5 was to
discuss the data most used in this study domain, including the
types of classes, the sizes of tweets that are privately or pub-
licly available, and the possible links. Q6 aimed at identifying
the most critical challenges that the community attempted to
tackle in the selected papers. Finally, the goal of Q7 was to
highlight potential directions for further investigation in this
study domain.

B. REVIEW PROCEDURE
The selected databases exhibited abundant scientific compe-
tence in several high-impact research papers, as shown in
Figure 2. They were considered to be diverse and reliable
for this study topic. Moreover, these databases contained
cross-disciplinary studies on explorations by different aca-
demic fields, such as the sciences and social science, andwere
thus deemed to be sufficient for this SLR. The eight digital
databases involved in this SLR are presented in Table 1.
The search query was structured to find as many papers as
possible that were relevant to the subject of interest. The
initial stage involved establishing the keywords, where thus
far, ‘hate speech’ is the most frequently used term by the
scientific community. This term can be defined as the most
popular expression for this type of harmful, user-generated
content, and it is even a legal term in many regions [7].
Thus, it is considered to be the more focused term in this
study domain. The two other synonymous terms, ’cyber hate’
and ‘hateful language’ have been used in some published
studies. The term ‘cyber hate’ was used in [35], [37], [56],
and [69], whilst the term ‘hateful language’ was used in
[12] and [75]. These keywords have been used in connection
with the Boolean (AND) and (OR) to form the search query.
The effective collection of the search string keywords was
as follows: (‘cyber hate’ OR ‘hate speech’ OR ‘hateful lan-
guage’) along with the main terms of detection (‘detection’
OR ‘recognition’ OR ‘classification’). The SLR search query
is as indicated below:

(‘‘cyber-hate’’ OR ‘‘hate speech’’ OR ‘‘hateful language’’)
AND (‘‘detection’’ OR ‘‘recognition’’ OR
‘‘classification’’).

TABLE 1. Digital databases utilized.
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FIGURE 2. Selected Digital Databases and Libraries.

C. REVIEW PROCEDURE CRITERIA
Particular criteria were set to ensure whether an article was
to be included or omitted in the SLR. The inclusion and
exclusion criteria were used in the selected studies to identify
the most suitable studies. The papers collected were regarded
as the most closely related articles without repetition and
duplication. The inclusion and exclusion criteria were specif-
ically crafted to exclude those extracted papers that did not
fulfill the target of this study, as shown in Table 2 and Table 3.

1) INCLUSION CRITERIA
The inclusion criteria entail articles printed in English and
studies published in the last eight years (2015–2022) about
hate speech detection. In other words, only studies on the
detection of hate speech on Twitter using English datasets
were included. The main focus was on hate speech and its
categories, including reviews or survey articles. Articles on
proposals for methods and methodologies, and comparative
and evaluation studies were also included.

English datasets were included. The main focus was on
hate speech and its categories, including reviews or survey
articles. Articles on proposals formethods andmethodologies
and comparative and evaluation studies were also included.

2) EXCLUSION CRITERIA
The exclusion criteria were: non-English papers and studies
using data from other social media, such as YouTube, Face-
book, Instagram, etc. Studies with only textual data were con-
sidered; those that include other multimedia (images, videos,
and audio) were excluded. Articles with data on multilingual
hate speech on Twitter and from multiple platforms were
also not included. Studies that did not report on an approach
for addressing hate speech-related issues were also excluded,
including articles that did not focus onmachine learning tech-
niques, NLP, detection and classification models, or perfor-
mance evaluations. Papers that did not focus on hate speech
at all were also excluded.

D. QUALITY ASSESSMENT
Besides the inclusion and exclusion criteria, each article
selected was evaluated for quality. Typically, quality biased
research results. Moreover, it provides the reader with confi-
dence that each of them fulfils the SLR requirements.

TABLE 2. Inclusion criteria.

TABLE 3. Exclusion criteria.

We adopted a set of criteria from [23] for assessing the
quality of each of the 91 articles covered by this SLR. These
criteria are not meant to criticize works by scholars [23],
but rather to offer comfort to readers regarding the coverage
of the SLR questions. The adapted criteria are based on the
following questions:

QA1: Have the inclusion and exclusion criteria in the
research article been described properly?

QA2: Does the literature search appear to have enclosed all
the related studies?

QA3:Have the associated data used in the studies beenwell
described?

QA4: Has the study subject/context been clearly defined?
QA1 was given ‘‘yes’’ if the article clearly states the inclu-

sion criteria, ‘’’no’’ if the inclusion criteria are not provided
and cannot be presented for the study, and ‘‘not fully’’ if the
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inclusion criteria are not explicitly mentioned in the study.
QA2 was specified as ‘‘’yes’’ if the authors of the paper
conducted their search in more than five electronic libraries at
most with references, given ‘‘’no’’ If the number of electronic
libraries checked was between three and four but less than
five, and ‘‘not fully’’ if only a few digital libraries were
searched. QA3 was given ‘’yes’’ if the detailed data used
in the study was clearly stated, given ‘‘no’’ if the data used
in the study were not provided and could not be reported,
and ‘‘not fully’’ if the data used were not mentioned in the
study. QA4 was specified as ‘‘’yes’’ if the researchers clearly
state the information about the study, is given ‘‘no’’ f the
information about the study cannot be easily accessed, and
‘‘not fully’’ if the information about the study is partially
presented. We concentrated on finding papers that provided
enough evidence to address our RQs. We can estimate an
individual’s level of confidence that the article meets the
requirements. According to the findings, all 91 studies are
eligible for more analysis.

E. SEARCH PROCESS
The scope of this SLR covered all the study papers published
over the last eight years, i.e., from January 2015 to December
2022. Firstly, 1692 articles were collected: 235 articles from
Scopus, 448 articles from ACM Digital Library, 84 articles
from Taylor and Francis, 397 articles from Springer-Link,
30 articles from Wiley Online Library, 205 articles from
WOS, 234 articles from IEEE Explore, and 59 articles from
Science Direct. After filtering, 56 out of the 1692 articles
were found to be duplicates. After reading the title and
abstract, 1500 articles out of 1636 were excluded. Further-
more, 66 articles were excluded from the final full-text read-
ing and data extraction process. A final total of 91 articles
that met the inclusion criteria based on the search process
were reviewed in this SLR study. Throughout this process,
certain notes were recorded, which were later transformed
into useful insights to form the final structure of this study.
The focus of every paper was on the relevant details concern-
ing the journal or conference sources and names, the dataset
used, methods and techniques applied, practical validation
and evaluation methods, detection issues, and suggestions
for further study. Information was collected to answer each
of the SLR questions. The search strategy was based on
the PRISMA guidelines by [24] as the key element of this
study design, as presented in Figure 3. Table 4 presents the
complete statistical information on the included and excluded
publications and the total number of papers that were stated,
screened, eligible, and included in the current SLR study.

IV. ANALYSIS
As a consequence of the search strategy described above,
91 out of 136 papers, in general, were identified in terms of
the inclusion and exclusion criteria. The scope of the search
started in 2015, and no publication papers were found in this
year, according to the search query. Figure 4 presents the hate
speech detection studies in the last seven years. There was

TABLE 4. The number of research studies found.

a considerable rise in the number of articles in this area in
2018 and 2019. It was also noted that there was a decrease
in 2022, mostly because the year is still ongoing, and many
studies would have been published at the end of the year.
Figure 5 indicates that the largest number of journals were
published in 2018, with 13 papers; on the other hand, the
largest number of conferences was in 2019, with 18 papers.
Researchers used conferences to present and discuss their
ideas on this topic. Out of the selected articles, 53% were
conference papers and 47% were journal papers.
Q1. What Are the Ratios of the Journals and Conferences

Linked to the Databases Used by the Selected Studies?
Most of the published papers were from the IEEE and

ACM Digital Library, i. e, 27 (30%) papers and 19 (21%)
papers respectively. The ACM Digital Library had four jour-
nal studies and 19 (21%) papers respectively. The ACMDigi-
tal Library had four journal studies and 15 conference papers,
while the IEEE included 4 journal papers and 23 conference
papers. In addition, Scopus had 14 (15%) published articles,
of which 7 were journal papers and another 7 conference
papers. This was followed by Springer, with 13 (14%) pub-
lished papers, out of which 10 were journal papers and three
conference papers, as illustrated in Figure 6. Web of Science
had 10 (11%) journal articles. Elsevier had 5 (6%) published
articles, all of which were journal papers. Taylors Francis
had 3 (3%) journal studies.
Q2.WhatWere theMethods and Techniques Applied for the

Detection of Hate Speech on Twitter in the Selected Studies?
This section outlines most of the methods and techniques

that were developed in the selected studies. Figure 7 shows
the taxonomy of the methods adopted in the chosen papers on
hate speech detection. Based on these methods, we identified
three main categories, as follows:

1) Machine learning techniques (ML)
Most classification tasks are performed by machine learn-

ing, which typically entails linking certain output vectors
to several input vectors. Essentially, machine learning algo-
rithms could be used as single or hybrid algorithms.
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FIGURE 3. PRISMA flow diagram.

FIGURE 4. The number of publications per year.

2) Natural Language Processing (NLP)
Adapted NLP techniques enable computer systems

to understand and perform natural-language commands.
Through these techniques, the text can be read and understood

FIGURE 5. The number of publications per year by publication type.

Language processing functionality relies on linguistic knowl-
edge. A number of features can be determined using NLP
techniques, including semantic and syntax features. The
features used in the hate speech detection methods are the
main distinction among the approaches [7].
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FIGURE 6. Percentage of papers based on the publication databases.

3) ML-NLP
An NLP approach combined with machine learning has

several advantages, such as automatic attribute detection [25].
In automatic classification, feature extraction is a crucial
step. The machine learning classifier analyses the extracted
features from NLP techniques to learn a pattern. In Table 6,
we describe the methods and techniques used in the selected
studies. In addition, we outline the aim, the data used, the
hate speech categories, and the performance measures of
each study. Various techniques are involved in hate speech
detection, based on the problem under consideration. Addi-
tionally, some papers used more than one hybrid, ensemble,
or comparative approach. A hybrid machine learning method
is a way to combine different algorithms from existing ones or
incorporate methods of other fields into a machine learning
workflow. Multiple learning algorithms are used in ensem-
ble learning, which provides better predictive outcomes than
can be obtained via any one of the fundamental learning
algorithms alone. The main difference between the hybrid
and ensemble methods is that the hybrid methods predict
one single outcome that does not take into account voting,
while the ensemble methods operate independently to vote
the result. As shown in Table 6, the taxonomy of approaches
used in the selected studies is based on different models.
It was observed that the most frequently used techniques were
the traditional classifiers, such as logistic regression (LR),
random forests (RF), support vector machines (SVM), and
Naive Bayes (NB). These classifiers, used recently in many
comparative studies, have been demonstrated to be useful
in the issue of text classification [18]. However, applying
suitable features is critical to the success of these traditional
classifiers. Aside from choosing the optimal method for fea-
ture extraction, it is also essential to consider the architecture
of the data [26].

It is possible to improve the quality of classification by
combining different feature selectionmethods [27]. However,

FIGURE 7. Taxonomy of the hate speech detection methods used in the
selected studies.

deep learning techniques do not rely on handcrafted features.
The adoption of deep learning for hate speech detection has
been growing significantly since 2017 [28]. Their strength
links to the ability to explore data representations suitable
for classification [29]. long short-term memory (LSTM) and
Convolutional neural networks (CNNs) are well-known deep
learning techniques. CNNs are sufficient for extracting con-
text features that offer state-of-the-art outcomes in audio,
video, image, and text classification processes. Long short-
termmemory (LSTM) networks are a unique type of recurrent
neural network (RNN) structure that can acquire long-term
dependencies by their central memory. The gated recurrent
unit (GRU) is another type of RNN, where the gating mech-
anism of the GRU enables the learning of long-distance con-
nections between words. The bi-directional long short-term
memory (BiLSTM) is used to process information in forward
and reverse directions. However, different structures of deep
learning models gave a different performance in each study.
Some studies applied single deep learning techniques, while
others combined two forms of deep learning methods, such
as CNN and GRU, in a single model. Table 7 shows the deep
learning techniques that were used in the selected studies.

In a recent advance, the pre-trained BERT model was
usedfor hate speech detection models and obtained supe-
rior results [30], [31]. A genetic programming (GP) mode
was introduced for identifying hate speech [32]. The model
depicts each chromosome as a classifier. Their suggested
GP model outscored all advanced systems. However, their
model was tested in binary class classification, in which
the performance of the GP model in multiclass classifica-
tion is unknown. Conversely, a few selected studies applied
unsupervised learning techniques, which learned patterns in
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TABLE 5. A summary table of the methods used in the selected studies.
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TABLE 5. (Continued.) A summary table of the methods used in the selected studies.
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TABLE 5. (Continued.) A summary table of the methods used in the selected studies.
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TABLE 5. (Continued.) A summary table of the methods used in the selected studies.

unlabelled data. For example, [33] used the unsupervised
self-organizing map (SOM) algorithm. A SOM is a form of
an artificial neural network capable of converting nonlinear
and complex statistical relationships within data items into
pure linear relationships. However, more details on the per-
formance of unsupervised learning were unavailable in this
study. Accordingly, further investigation into the performance
of different unsupervised learning techniques in hate speech
detection is needed.
Q3. What Types of Validation Methods Were in This Study

Domain?
The term validation refers to the test set that is never

seen during the training of the model. A model can be more

effectively evaluated using data that has not been seen before.
This is commonly referred to as a train-test split algorithm
to evaluate the approach used. The training data is a set of
data used in training (for a machine learning model) to find
model parameters. To tune model parameters, the validation
set of data is used to provide an unbiased evaluation of a
model fitting the training dataset. The test dataset allows a fair
assessment of the final model fitted to the training dataset.
It was essential to highlight the current validation methods
used in this search domain to provide an understanding of
the model and to assess the reliability of the generaliza-
tion. Three validation methods were applied in the selected
studies, as presented in Table 8. The first one is the k-Fold
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TABLE 6. The taxonomy of approaches used in the selected studies based on different models.

TABLE 7. Most used deep learning techniques in the selected studies.

cross-validation method. In this method, the main training
set is split into k subsamples. One of the k subsets is used
as the test set in each fold, and the remaining k−1 subsets
are used as the training set. Sixteen selected papers applied
fivefold cross-validation, and 20 studies applied a tenfold
cross-validation method. The second method entails splitting
the data into training, testing, and development sets. The
development set is a sample of the dataset used, and it is
used to optimize and evaluate the model during the training
process while the model hyper-parameters are being tuned.
Five studies applied training-testing-development sets. The
third and last method entails splitting the data into training
and testing sets, where the training model is validated against
the test data. A total of 29 studies used the training-testing
sets.
Q4. What Were the Performance Metrics Commonly Used

in This Study Domain? The measurement of performance is
an essential step in machine learning. Multiple evaluation
metrics were used by different models for hate speech detec-
tion, depending on the technical aim. It was observed that the
most commonly used performance metric was the F1 score
and accuracy, which involved 29 and 27 selected studies,
respectively, as shown in Figure 8. Accuracy measures cases

that have been correctly predicted and are used mainly if all
the classes are equally significant. Accuracy is an effective
measure of unbalanced classes.

Conversely, the F1 score is appropriate once a bal-
ance is required between precision and recall as misclas-
sified instances are better measured by the F1 score. The
macro-averages essentially compute the metric indepen-
dently for every class and then take the average (thereby
treating every class the same). In contrast, a micro-average
will take into account the contributions of each class to
determine the average. The micro-average is preferable if
there are potential class imbalances. The area under the
curve (AUC) measures how well a classifier can identify
different classes. When the AUC is higher, the model is
more effective at detecting the positive or negative classes.
The macro-averaged F1 scores and the AUC were used in
8 studies. The macro-average F-measure is suitable when
the class is extremely unbalanced, while the AUC is used to
verify or represent the performance of the multi-classification
issue.

TABLE 8. Validation methods in the domain of study.

Q5. What Data Was Available or Used for the Detection of
Hate Speech on Twitter?

The general process of collecting Twitter data involved
a few steps, as illustrated in Figure 9. Twitter provides a
web-based application programming interface (API) for valu-
able data scraping and services. The Python module Tweepy
is used to link the Twitter API and the precise objects and
methods offered by the API. The Tweepy module enables
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developers to reach Twitter data, including personal informa-
tion, timelines, tweets, and retweets. However, the number
of tweets that a user can create at any one time is limited
[75]. The Twitter API only allows a user to access the last
3,200 tweets on a timeline and restricts the use to a period
of one hour. To manage the application of the Twitter API,
the user should be aware of the risks associated with the rate
limitation.

FIGURE 8. Performance metrics in the domain of study.

FIGURE 9. General twitter data collection phases.

The amount of time a user must wait after receiving an
error grows dramatically with each failed attempt. The tweets
collected by the API tool will be stored for the next step of
the annotation service. CrowdFlower (CF) is a platform that
provides a crowdsourcing service for dataset labeling. The
agreement score for CrowdFlower is based on a majority vote
from the trusted staff of each annotated class. The final step
involves storing the labeled data in CSV files. A comma-
separated values (CSV) file is a simple text record containing
a sequence of data. Complicated data from an application
can be captured to a CSV file, and then exported from the
CSV file to another application. The datasets used in the

selected studies can be classified as shown in Figure 10
namely private data, publicly available data, Kaggle, and
benchmark datasets. These data have different tweet sizes
and various types of hate speech categories. In private data,
the authors compiled and labeled new posts to evaluate a
model for specific issues. The drawback of private data is
that it is difficult to compare it with other search findings
[9]. However, some private data can be reached upon request
from the dataset owner, such as the data compiled by [76].
However, while this study was not in the listed papers, the
data collected in this study were used in 4 selected papers;
thus, it had to be referred to in the SLR paper. There were
some available data, such as the data compiled by [77] and
[93], that were more frequently used in this study domain.
Reference [77] was also not included in the selected studies.
Therefore, it was necessary to mention the data in this SLR.
Some benchmark datasets, which can be useful for comparing
two different methods, were used in the selected articles.
One of the benchmark datasets used in some of the selected
papers was SemEval 2019 Task 5 compiled by [78], which
is a benchmark English Twitter dataset that holds tweets
about hate speech against women and immigrants. More-
over, (AMI) shared tasks, i.e., the IberEval 2018 [79] and
EvalIta 2018 [80], which included hate speech tweets against
women, were the other benchmark datasets that were used in
a few selected papers. Likewise, the TweetEval benchmark
dataset by [99] consists of a set of seven NLP tasks, generic
criteria for testing, and reference models for measuring the
performance of newmodels. The sevenNLPmissions include
hate detection, emotion detection, emoji detection, sentiment
analysis, offensive language detection, stance detection, and
a distinct tagged dataset. Another recent Twitter benchmark
dataset established by [98], the EAH dataset, includes East-
Asian tweets throughout COVID-19. A recent benchmark
dataset is made by [113], namely the COVID-HATE dataset.
Our selected studies did not includemany benchmark datasets
mentioned in the original papers. However, they are Twitter
datasets used in some of our selected documents. As such,
the data were necessary to have in this SLR. On the other
hand, this study domain is also considered a collection of
hate speech tweets from Kaggle accessible on the Kaggle
platform. It holds tweets that represent various topics, includ-
ing homophobia, white skin, misogyny, and racism. Table 9
shows the data used in this study domain, where some aspects
of the data, such as the amount of data (number of tweet
instances), type of data classes, data source (the owner of the
data), and the sources that used the mentioned dataset, have
been highlighted. Figure 11 provides the taxonomy of the data
used in the selected study based on the target classes.

A. CHALLENGES BASED ON THE CONTEXT OF HATE
SPEECH
1) HATE SPEECH AS A SERIOUS PROBLEM
Social networking sites are willing to identify user-generated
hateful posts before release. An ensemble (RNN) with
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FIGURE 10. Categories of the data sources used in the selected study.

features related to users was implemented for the detec-
tion model [39]. Without investigating and identifying hate
speech, social networking will not be free of malignant con-
tent [33]. In this regard, a common topicmodelling technique,
such as the Latent Dirichlet Allocation (LDA), was applied
with an unsupervised machine learning technique, such as
Self-OrganizingMaps Additionally, [110] used deep learning
to tackle this issue. Likewise, [60] considered hate speech as
an unacceptable consequence of free speech and examined
different classifiers, namely, BIRNN, SVM, LR, LSTM, and
GRU, for hate speech detection. Recently, a genetic algorithm
was introduced by [32] as a more reliable and automatic
method for identifying and preventing hate speech. More-
over, [112] employed Knowledge Graphs (KGs) to boost hate
speech identification. Many methods have been proposed in
the literature to tackle this issue. There are still complaints
that not enough has been done to address this issue.

2) AN UNDERSTANDING OF ONLINE HATE SPEECH
Hate speech is an overly explicit social networking phe-
nomenon it is crucial to understand it. Reference [2] offered
a deeper understanding and an instance of the potential tar-
gets of this phenomenon. Furthermore, the study by [81]
aimed to understand the proliferation of hate speech on social
networking sites, the most popular hated words, a factor
of anonymity in hate speech, and the proper categories in
all regions. Additionally, [4] outlined how this critical issue
emerges online and pointed out that hate speech in the Internet
community determining if indicates hate in the offline com-
munity. However, determining if a text contains hate speech,
even with humans, is not a simple task. There is no universal
and individual full agreement on the definition of hate speech.

3) SUBTLE AND UNRELIABLE ANNOTATIONS
Social networking sites provide a rich source of information
but are less trustworthy and noisy. Some existing problems
associated with hate speech are the subtle instances of Twitter
posts and the fact that human annotations can be costly and

unreliable. To ensure that an algorithm can critically appraise
hate speech features, human annotations must be reliable
[77]. It is often difficult to determine if a sentence contains
hate or not, mainly if the hate speech is concealed behind sar-
casm or if there are no exact words showing hatred, stereotyp-
ing, or racism. Moreover, [40] considered suspended account
tweets to be a possible source for the retrieval of hateful
content. They used emotion analysis for tweets from sus-
pended, active, and natural accounts, and discovered that
suspended account users emitted hurtful words that were
more descriptive than active account users. Their results
revealed that the suspended account tweets could overcome
the limitations of using active account tweets. Reference
[54] depended on writing patterns, unigrams, and sentiment
features to overcome the non-reliability of noisy content.
Likewise, as pointed out by [41], by relying on the frequency
of actual terms or phrases, the subtle and indirect instances of
hate will lead tomany false negatives, providing an inaccurate
picture of cyber hate patterns. The authors investigated the
effectiveness of using linguistic features based on the asser-
tion that using an ‘‘other feature set’’ would give a broader
meaning to the classifier than words alone. Moreover, due
to the challenge of bias in the annotation caused by the
dialect and ethnicity, [55] designed tasks that specifically
illustrated the inferred dialect in a tweet or the potential eth-
nicity of the author. Regarding the same concern, [82] tackled
the challenge of crowd-sourced workers in differentiating
between hate speech and offensive and abusive language.
They presented a boosted sampling strategy that preserved an
unbiased dataset while providingminority samples with more
annotations. Likewise, the lack of sufficiently labelled hate
speech data had become an issue in the subject field [56]. The
latter focused on transfer learning and examined the ability of
BERT to capture hateful contexts within social media posts.
Due to considerable ambiguity in existing definitions of hate
speech, there was little agreement among the annotators.

4) AMBIGUOUS AND NOISY
Most of the existing methods for categorizing and identifying
hate speech concentrate on content shared on online social
networks. However, users intend to use typo language to com-
municate online and distribute their hateful instances to avoid
being barred from publishing the post online on social media.
Therefore, it would be challenging to gather and annotate
hateful speech due to the incompleteness and subjectivity
of hate speech. Accordingly, [42] used multi-task learning
with a fuzzy ensemble approach, whereby an instance could
be given multiple labels, contrary to single-task learning.
In this regard as well, [62] used fuzzy approaches in an
attempt to overcome the limitation of the previous method,
where an instance may not be consistent, i.e., an instance
that relates slightly to one class and slightly to another class.
Moreover, [10] confirmed that due to the lack of clarity
regarding the purpose of using machine learning techniques
with a detection model, it was appropriate to concentrate on
an explanatory model. Hence, to overcome this limitation,
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FIGURE 11. Taxonomy of the data used in the selected study based on the target classes.

they implemented the control signals of LSTMs to identify
and interfere with hate speech and offensive words. Other
issues in prior detection methods were that they made no
effort to represent offensive language and hate speech effec-
tively in the training dataset [63]. The bi-directional LSTMs
were trained on word representations based on pronunciation.
The issue became much more straightforward when only
hate-related tweets were taken into account [94]. The authors
shifted their focus toward users and developed a model
based on a user-embedding node and network connections.
Moreover, [64] applied the BiLSTM intra-user and inter-user
representation information to constrain the noise in a single
tweet. Reference [43] offered dependency as a feature to
intersect cyber hate attributes. The noisy and informal nature
of tweets could be handled more effectively by advanced
pre-processing.

5) SEPARATION OF HATE SPEECH FROM AN OFFENSIVE
INSTANCE
For automated hate speech identification on social media, it is
crucial to distinguish hate speech from other offensive lan-
guage instances. The dimensionality reduction approach was
implemented in previous studies, such as [90], to address this
issue. The offered system relies on feature selection meth-
ods, namely, information gain and term frequency-inverse
document frequency. Additionally, [95] provided a detailed
evaluation of the importance of different semantic feature
representations of social media posts. Semantic feature can

support and enhance the contextual interpretation of the
word senses of a machine learning model. Recently, [108]
attempted to distinguish between these two classes using
traditional machine learningwith superior outcomes. Further-
more, [25] applied an ensemble deep learning classifier using
an optimized function and weight-updating process. It is
difficult to differentiate between hate speech and offensive
speech [92]. Hate speech can also be too violent, unregulated,
and aggressive. In [92], the researchers used the text2vec
library in R, which is a programming language that is well-
established, concise, and powerful. The profane words in the
texts often do not imply that the text instance is hateful. Ref-
erence [85] used typed dependency as an additional feature
in a text instance to consider the connection between long-
range words, while providing more details than a word-based
feature. However, lexical detection methods suffer from low
precision. Such methods can identify all posts containing
unique words, such as hate speech, while the existing litera-
ture that used supervised learning was unable to differentiate
between the two categories. Moreover, [93] used crowd-
sourcing and LR, NV, DT, SVM, and RF. Based on their
findings, tweets without exact hate keywords are even harder
to identify. Reference [84] confirmed that there is a good
range to boost automated hate speech and offensive identifi-
cation schemes. The latter provided DT, SVM with Char4-
grams, CNN, and LSTM with different word embeddings.
The deep learning model offered the best performance among
the applied algorithms. Moreover, [65] introduced LSTM for
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FIGURE 12. The taxonomy of the selected studies is based on the existing challenges.

this issue, and the fastText and BERT embedding have been
used as entry features to CNN and BiLSTM classifiers. Hate
speech is a tough phenomenon to label. Searching for hateful
training data in the absence of specific terms or offensive
language could assist in classifying such cases.

6) DISTINGUISHING HATE SPEECH FROM PROFANITY
Another hate speech identification problem is the differenti-
ation between profanity and hate speech. Occasionally, hate
speech includes profane language, but the inclusion of those
words does not necessarily mean that the text case is hateful
[85]. This problem is addressed further by [44] using a linear
SVMclassifier with standard lexical features. Later, introduc-
ing the classifier ensembles to differentiate hate speech and
profanity is not easy [45]. Two algorithms have been used by
[45] namely a linear SVM kernel and a radial basis function
(RBF). Both techniques are effective for smaller data features
and can have nonlinear decision-making constraints. There
may be challenges here due to subjectivity regarding what

is considered offensive. In this challenge, a more in-depth
understanding of the semantics of the sentence is encouraged.

7) MISOGYNY AS AN INSTANCE OF HATE SPEECH
Hate against women is a complicated subject that includes tra-
ditional and cultural customs.Misogyny is a particular case of
hate talk directed at women.Misogyny can take various forms
in online social media. Reference [46] provided a corpus
of misogynous tweets labeled from multiple viewpoints and
used NLP features with ML models. Reference [91] carried
out two tasks: task A dealt with the issue of determining
whether the binary classification of a tweet was misogynous
or not. Task B comprised two parts in dealing with the prob-
lem of multiple categories, whereby misogynous tweets were
assigned to the correct misogyny group and examined by an
LSTM and traditional methods. The tweets mostly consisted
of just one or a couple of words, and it was difficult to decide
if those very brief tweets were misogynous or not due to the
lack of a discourse context [66]. Consequently, misogynous
and non-misogynous tweets were automatically labeled, but
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TABLE 9. The data used in this study domain.
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as syntactic and grammatical errors were involved, it was
difficult to retrieve the text features. Reference [66] proposed
an ensemble of five classifiers with bag-of-words for the
mentioned issue. Moreover, [47] examined computational
linguistic assumptions and variations between sexism and
misogyny by using TF-IDF and an SVM with a weighted
bag of words. The interpretation of an individual tweet was a
key difficulty in the automated identification of misogynous
tweets [48]. The CNN model was applied with pre-trained
embedding on the undertaken domain to classifymisogynistic
tweets directed to a person or a community. Additionally, [67]
introduced an initial effort to track and reduce unintended
bias in machine learning models to detect misogyny. The bias
introduced by different identity words in a model is often
related to the misogyny class. The appearance of the word
‘women’ regularly in misogyny posts will lead to unrealistic
misogyny scores for most supervised classification models.
Close attention is required to classify misogynistic abuse in
tweets, which can be difficult to categorize even for humans.

B. CHALLENGES BASED ON MACHINE LEARNING ISSUES
1) DATA OVERFITTING AND SAMPLING
References [6] and [49] re-experimented to provide a clearer
understanding of state-of-the-art approaches for identifying
hate speech. They focused on two state-of-the-art methods
that yielded a productive output for hate speech detection
using Twitter data used in the studies by [28] and [88].
Even though the work by [88] was not included among the
selected papers, it deserves mention in this study. There were
slight problems that needed to be immediately obvious from
the explanation of the methods or the corresponding code.
The issue in [28] involved the processing features from the
data entry. According to [88], there was oversampling of
the smaller classes. The correction was made by extracting
features based on the training set to prevent data overfitting.
Moreover, the oversampling undertaken on the data entry
before the train-test split and the generalization error of such
methods were revalidated. The model must have the abil-
ity to generalize over unobserved data to avoid overfitting
issues. In addition, oversampling has to be completed after
the train-test data split to avoid overfitting problems.

2) IMBALANCE ISSUE
A significant problem in this field is that the prevalence of
hate speech constitutes only a small fraction of the material
that can be viewed online. Reference [96] used re-sampling
methods, including ROS, SMOTE, and ADASYN, to solve
an imbalanced hate speech dataset and evaluated the output
of several machine learning classifiers, including SVM, LR,
and NB. The efficiency of all the classifiers increased when
all thementioned oversampling techniqueswere used. Tomit-
igate this issue, [57] applied data augmentation techniques to
reduce the degree of class imbalance with a recurrent neural
language generation framework. They achieved a noteworthy
increase from the baseline in the macro-F1 score and 30%

in the hate speech class recall. The minority hate speech
class is more important; therefore, the issue is more critical
to classification errors than the majority class. Imbalance is
a further challenge to the model and may demand distinct
mechanisms. To manage the unbalance class dataset, a range
of approaches must be used [111].

3) ADVERSARIAL EXAMPLES
There are several ways to invade or deceive text detection
systems. A simple attack is carried out by altering the input
text so that the individual reader can indeed perceive the
intended meaning, but the text is incorrectly identified by
detection models [68]. These attacks demonstrate that all
the suggested detection techniques are weak against adver-
saries who can (immediately) introduce typos and adjust word
boundaries. Moreover, [34] presented several new defenses
whereby significance and readability are preserved, and these
systems perform on par with or surpass the results of adver-
sarial retraining. They retraining. Pre-processing barriers
alter input data before improving upon the models [68] by
pre-processing, and they get at the model and try to repro-
duce the actual text. In contrast, retraining handles text mor-
phing by training the model using pre-attached data. The
same approach was used in [69], where it was verified that
a classifier could be deceived into misclassifying a toxic
comment as necessary by slightly changing the text. Thus,
the false negatives increased by two offered attacks: word
splitting and character dropping. An offender could bypass
a hate speech detection engine, and harmful content could be
labeled benign. Minor changes in a text can alter the meaning
or make the content completely worthless. Thus, it is possible
to trick a classifier into misclassifying that text.

4) GENERALIZATION ISSUE
The comments collected from a user-generated text can vary
between services, and using such data can reduce the gen-
eralization of the model. Therefore, detection approaches
that do not rely on information from any given platform are
essential [50]. Using text-based input can help avoid any
information about user metadata that can vary between net-
works. The absence of generalization can result from training
a hate speech algorithm on smaller datasets and testing it in
a different data distribution [70]. Deep generative language
modeling was used as a data augmentation technique to create
massive hate speech sequences. Many factors could affect
having a generalized model rather than data variety, either
due to the bad hyper-parameter setting or the nature of the
machine learning techniques. Several components of hate
speech detection are affected by the problem of general-
izability, including dataset preparation, model training and
verification, and implementation [108].

5) LACK OF COMPARATIVE EVALUATION
As indicated in [7], the lack of a detailed comparison is a
significant weakness in this field of work, rendering an eval-
uation of the impact of existing efforts. In [83], researchers
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compared the efficiency between several feature techniques
and eight algorithms and tested their performance in three
categories using a publicly accessible data set. Reference
[35] established other benchmark datasets and introduced
convolutional and gated feature techniques and eight algo-
rithms and tested their performance in three categories using a
publicly accessible data set. Reference [35] established other
benchmark datasets and introduced convolutional and gated
recurrent networks with six more datasets. Understanding
the nuances of messages from the user with the possible
intention of hate led to the introduction of semantic features
[95]. Accordingly, semantic features may contribute to an
understanding of the contextual text representation in a social
media post. A detailed evaluation was performed on the
effects of various semantic features in social media messages.
Depending on the issue being addressed, various features
and techniques were engaged in hate speech detection, which
should be evaluated in more comparative research.

6) FEATURE ENGINEERING
Hate speech suffers from a scarcity of typical and special
features, and is, therefore, hard to identify in the ‘long tail’
of a dataset [1]. Deep learning operates as a feature extractor,
which is extremely good for catching the semantics of hate
speech tweets. CNNwith the recurrent neural network (RNN)
has been applied to the issue concerned. Moreover, the study
by [36] paid attention to feature selection as a very effective
potential strategy as it can choose a very limited range of
the most predictive features. The study used the SVM with
the initial feature set alone and subsequently with both the
initial and enhanced feature sets. Dimension reduction was
introduced by [71]. LSA and SVD were applied with a gen-
erally utilized technique for feature extraction, such as bag-
of-words, N-grams, and TF-IDF, in addition to the cosine
similarity technique to provide efficient inputs for classifiers.
However, neglecting textual information in previous studies
led to offering word embeddings, sentiments, and topical
information with LSTM-CNN [37]. The feature selection
process can improve the performance of the ML model;
however, several feature selection processes were analyzed
in the hate speech detection task.

C. OTHER CHALLENGES
The literature described several other issues, which could
not be grouped, faced by researchers in the hate speech
detection process. Islamophobia hate speech messages, for
example, are another online social media theme that indi-
rectly communicates hate against Muslims. For this issue,
six different algorithms, including deep learning, were imple-
mented to detect Islamophobia hate speech [51]. However,
the dataset with a small number of instances containing
other classes posed a challenge in the learning process;
hence, [72] used TF-IDF, N-gram, and a sentiment lexicon
with an SVM for better results. Some recent studies [31],
[32] are concerned with detecting hate speech related to
COVID-19. Many studies had evaluated the use of various

machine learning algorithms for hate speech detection. Nev-
ertheless, they suffered from ineffective sequence represen-
tation. As such, the transformer-based method was provided
by [74]. In [86], researchers noted that hate speech can be
directed at a single person or a group of people (generalized).
They adopted amulti-step classification approach for directed
and generalized hate speech. The authors in [38] carried
out experiments based on BiLSTM with contextual attention
toward understanding the overlap between hate speech and
other abusive language types. However, [52] used lexical and
emotional approaches to overcome the limitations of lexical
methods, which tended to have low precision. The authors
in [3] built a model based on SVM, which splits the tweets
containing hateful code words about racist sentiments into
those frequently usedwords. Reference [61] separated hateful
users from counterspeech users by examining the attributes
of both accounts. They provided a dataset of tweet-reply
pairs, whereby tweets that were hate speech replies represent
counter speech. For this later issue, TF-IDF, user profile prop-
erties, and lexical properties with LR, RF, SVM, CatBoost
(CB), and XGBoost (XGB) were used. Hate speech detection
is still an area under consideration to date. Many other issues
could appear from more advanced research. There is still a
risk of prejudice when using hate speech recognizers, so they
should be treated with caution [104].

V. DISCUSSION AND FUTURE WORKS
The identification of hate speech has gained significant atten-
tion from researchers, who have introduced various methods.
The capture and control of hate speech can prevent hate in
social spaces and hate-linked crimes from occurring in the
offline world [3]. The NLP hate speech detection approach
is still weak, even with the many attempts by researchers
[64]. Several attempts have been made to resolve the mat-
ter of the proliferation of hate speech, which is well ahead
of their strategies. However, most of them still face chal-
lenges in reaching a competent solution, as the language
in social media is developing rapidly [9]. Moreover, these
approaches are inconsistent, and there are still some exist-
ing problems. Hence, some possible future directions are
suggested to address the remaining challenges. The preva-
lence of anti-female or misogynous language on social plat-
forms has increased, making it a critical issue that must be
investigated [14]. Although many works have addressed this
issue, the existing misogyny detection methods in online
environments are still in their infancy [46], [67]. Similarly,
adopting a multi-label classification approach in misogyny
detection could help overcome the growing violence rate
[46]. The effect of embedding biases in misogyny detection
models remains to be seen. As suggested by [67], it is a
process of assessing and comparing the performance output
of machine learning models between pre-trained embedding
and trained embedding during the training process. More-
over, studies should also include the aspect of aggressive
behavior since hate speech is linked to studies on human
behavior [8]. In contrast, distinguishing profanity profanity
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from hate speech is a challenging task [44]. The presence
of hate words in a text does not mean that the text carries
the meaning of hate speech. Tweets without obvious hate
words are often more challenging to classify [93]. Reference
[12] made three recommendations, namely, using unique
learning-based features, metadata, and multi-modular data to
integrate the context of hate speech. Moreover, a framework
has been established that recognizes hateful languages other
than English. The performance of the hate speech detection
task is significantly impaired when machine-based learning
and embedding models are trained on noisy datasets [63].
A deep learning approach is becoming more common for
text classification, and it has been suggested to address the
growing prevalence of hate speech on a variety of social
media platforms [41], [47]. As criticized by [9], this mission
demands expertise in social and cultural life. The relatively
high disagreement between hate speech and human label-
ing revealed that this classification might become difficult
for machines. Further, [40] indicated that tweets posted on
suspended accounts that correlated with a particular event
could increase the hate speech dataset. According to [54],
a broader hate speech pattern and a unigram dictionary could
be useful for detecting hate speech and offensive online mes-
sages. The authors in [57] believed that sub-word-level neural
embedding is worth exploring in the short-text hate speech
detection task. Further examination is needed to seek the
impact of imbalanced learning on intensive feature engineer-
ing and classification models [96]. Character-level features
could offer models that are more immune to attacks instead
of word-level features [68], [91], [92]. According to [69],
it is yet to be seen whether the attacks are efficient for
features extracted using contextual embedding. References
[50] and [56] suggested using BERT as a dynamic technique
for identifying hate speech. Authors in [112] recommended
using a knowledge graph to enhance transformers. In addi-
tion, it is necessary to explore the impact of an augmented
set of instances of each hate class on the detection perfor-
mance [33], [42], [66], [83]. Some languages have signif-
icantly fewer resources, and the transfer of learning from
language to language should be introduced to advance hate
speech detection in language-based cases [6], [11]. As [6]
also claimed, a practical strategy would be to enhance the
generalization of developed English methods. Methods such
as unsupervised learning have replaced reliance on labeled
data [100]. Future works could consider a careful optimiza-
tion of hyper-parameters to see how they impact the perfor-
mance of the method [33], [48], [49]. The focus should be
on the classifier ensembles and meta-learning efficiency for
this task [44]. More detailed pre-processing is preferred to
eliminate unnecessary information from noisy tweets [85].
Studies should focus on the function of humor in hate speech
detection tasks [9], [46], [61], [92]. It has been shown that the
literature is highly interested in the task of sarcasm detection,
called humor tweet detection, in some studies [73]. The focus
should be on the dialect to prevent intentional racial biases
in hate speech detection, as mentioned by [55]. Moreover,

additional hostile keywords should be acquired to monitor
potential hateful texts in response to changes in popular hate
themes [31]. A further course of work in the future should
include exploring different machine-learning techniques and
methods to characterize and track social media user-centered
content [4], [28], [35], [52], [94], [95]. A creative model
for increasing hate speech data should be established using
data created through a deep generative strategy trained on
limited datasets of hate speech [70]. There are discrepan-
cies between offensive speech and hate speech instances,
and further investigation is necessary [58]. The introduction
of linguistic features might be a promising path [45], [59].
A further improvement to this task could be to incorporate
textual and image data together in the detection models [12],
[37], [74]. For possible work corresponding to the hate speech
task, the examination of platforms other than Twitter that
fertilizes hate speech could be explored, as suggested by [86].
The huge advancements in this field are putting a constraint
on the timeliness of this study. Limited data sources exist in
languages other than English, which causes limited work in
those languages. Since only tweets written in the English lan-
guage were considered, further research on other languages is
encouraged [103]. Additionally, cross-lingual generalization
research is merely at the initial stage [17].

VI. CONCLUSION
In recent years, the increasing use of social media has led
to highly unacceptable phenomena, such as hate speech lan-
guage and hate speech-based incidents. Despite ongoing stud-
ies aimed at solving the issue of the proliferation of hate
speech, there are still challenges in establishing a competent
solution for content generated by users. The aim of the current
study is to contribute to the existing survey and review papers
to advance the investigation in the concerned field. Various
aspects can be derived from the selected studies, including
the datasets and their categories, the most used machine
learning techniques, the performance metrics involved, and
the validation methods applied. Moreover, a critical search
was carried out on the selected documents that characterized
and specified the challenges and recommendations linked
to hate speech detection. A potential future study has been
recommended to address the issues in previous research.
Some of these issues refer to the lack of agreement and bias
in data annotations, noisy user-generated posts, small train-
ing data, imbalanced data issues, lack of sufficient feature
representations, generalization, appropriate user imbalanced
data issues, lack of sufficient feature representations, gen-
eralization, appropriate user features, and hyper-parameter
tuning. Furthermore, it would be interesting to consider
the hate speech issue in languages other than English or
on other social network sites. The present study analyzed
the views in the published papers and provided researchers
with a useful reference. This research is essential for addi-
tional studies. The research society can further work and
concentrate on advanced methods for hate speech detection
missions.
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