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ABSTRACT One of the main causes of energy consumption in Internet of Vehicles (IoV) networks is an
ill-designed network congestion control protocol, which results in numerous packet drops, lower throughput,
and increased packet retransmissions. In IoV network, the objective to increase network throughput can be
achieved by minimizing packets re-transmission and optimizing bandwidth utilization. It has been observed
that the congestion control mechanism (i.e., the congestion window) can plays a vital role in mitigating the
aforementioned challenges. Thus, this paper present a cross-layer technique to controlling congestion in an
IoV network based on throughput and buffer use. In the proposed approach, the receiver appends two bits
in the acknowledgment (ACK) packet that describes the status of the buffer space and link utilization. The
sender then uses this information to monitor congestion and limit the transmission of packets from the sender.
The proposed model has been experimented extensively and the results demonstrate a significantly higher
network performance percentage in terms of buffer utilization, link utilization, throughput, and packet loss.

INDEX TERMS 10T, IoV, congestion control, energy efficiency, AIMD, TCP, flow control.

I. INTRODUCTION

In, recent years, the Internet of Things (IoT) has been uti-
lized to develop a wide range of applications across various
industries. These applications include healthcare systems,
agricultural systems, industrial applications, transportation
systems, and more. The IoT technology enables the integra-
tion of physical devices, vehicles, buildings and other items—
embedded with electronics, software, sensors and network
connectivity—to enable these objects to collect and exchange
data. The communication systems that depends upon battery
power needs special focus on energy consumption. In IoT
environment, the minimization of energy consumption per-
taining required throughput of the communication system is
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utmost important. In both wired and wireless network system,
there are various reasons for dropping a packet in the inter-
mediate node of a connection that includes; congestion of the
network, unreliable link connectivity, synchronization of the
packet injection to the network by the sender, etc. The use of
ad-hoc technology and the inception of smart-city networks
using IoT intensify the complexity of the congestion control
algorithms [1], [2], [3], [4], [5], [6], [7]. Further, internet
connectivity to the vehicles which is called as Internet of
Vechicles (IoV) used to monitor the vehicle traffic, parking
facility, and many more generate huge amount of data. But,
the smart city network in association with IoV network can
not neglect the data generated by vehicles as it contains very
sensitive information which helps to reduce traffic jam in
the road [8]. The congestion is simply defined as a higher
injection of data or control packets to an intermediate node
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than the forwarding packets by the node in a particular period.
The stop and wait protocol, when deployed in the network,
it does not lead to congestion as it takes care of one packet
at a time. Thus, it gives poor performance when the trans-
mission delay of a link is high as most of the time the entire
link would be transmitting only one packet. This leads to
the under-utilization of the bandwidth of the link. Hence,
congestion control algorithms are deployed on the sender side
to send more than one packet at a time [9] so that maximum
bandwidth can be utilized. This is supported by sliding win-
dow protocols like Selective Repeat ARQ and Go-Back-N
ARQ. Further, many modifications have been proposed to
maintain the dynamic length of the window by different con-
gestion control mechanisms like modified additive increase
multiplicative decrease (mAIMD) [10], Transmission Con-
trol Protocol (TCP) mSACK [11], CUBIC [12]. In addition
to this, some improved protocols are also developed for
IoT [13], [14]. But, these approaches create congestion on
the network due to a higher rate of injection of data packets
to the network. Hence, it is very much essential to send more
than one packet at a time to achieve higher throughput but at
the same time it also important to monitor the status of the
buffer at the receiver’s node. Thus, it needs a mechanism that
should consider both buffer status and link utilization of the
intermediate node during any modification on the congestion
window of the sender.

Further, it is clear that among various challenges of com-
munication, congestion is the major one that affects the
network performance [15]. In the field of smart-city, which
is an advancement of ad-hoc and sensor networks, packet
drop due to two fundamental causes. 1) congestion at the
intermediate node, and 2) due to interference (i.e., link col-
lision). TCP/IP protocol suite is the most used protocol in
communication. However, it has some limitations in that
it follows the layering structure of the OSI model strictly.
Each layer is assigned a fixed task to control the com-
munication. Moreover, it is experimented with and sug-
gested by Fu et al. [15], Foukalas et al. [16] that throughput
can be maximized by interacting variables of other layers
which are beyond the limitations of the OSI model. The
Cross-layer approach is the concept that enables one layer
to share its variables with its non-adjacent layers. Many
research articles including [17], [18] proved that the protocols
have been improved the performance and achieve efficient
resource allocation by using the cross-layer approach. Thus,
the cross-layer optimization motivates the researchers for
more attraction towards the improvement of the quality of
service. It allows non-adjacent layers to access informa-
tion of variables of other layers keeping the consistency of
the protocol. There are many cross-layer approaches (like
discussed in [18] and [19]) available in literature where
they have designed and improved the quality of service of
the communication system. Further, some researchers sug-
gested to handle congestion control using hardware devel-
opments [20] and congestion control using cross layer
approach [21].
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Sharing information between two non-adjacent layers is
implemented in two ways, 1) manager method and 2) non-
manager method [15]. In the manager method, there exists a
common virtual space to share information between layers.
However, in the non-manager method, the two non-adjacent
layers share information directly, without any intermediate
controller. Here, we are interested to create a new inter-
face that implements upward information flow. In this way,
we allow the data link layer to provide its information to
the transport layer on request to increase the throughput
of communication which can be easily encoded in various
models of TCP as described in [22], [23], and [24].

As congestion causes a great loss to the network in terms
of throughput and energy consumption, researchers prefer to
focus on the prevention of congestion. There are four major
mechanisms to prevent network congestion as follows.

i Network Scheduling: It is the part of the procedure
inside a node that is engaged to monitor the receiving
and dispatching packets throughout the communication.
Also, it takes the full responsibility for active queue man-
agement based on the requirement, i.e., ordering of pack-
ets, packet drop mechanisms, maintaining the priority of
packets at the change of priority dynamically, etc.

ii Detection of Congestion: This is a very important mech-
anism to control congestion. The congestion control
will be more effective if this can be detected very ear-
lier. There exist several mechanisms towards detecting
the mechanisms such as queue length-based congestion
detection, throughput-based congestion detection, round
trip time-based congestion detection.

iii Congestion Notification: It is the second step of conges-
tion control mechanism. After congestion detection, it is
the most important issue where we notify the congestion
to the sender node. Two major techniques called implicit
and explicit are well-known techniques for congestion
notification. The implicit technique can reduce the over-
head for data communication but sometimes explicit
mechanism performs better than compared to the implicit
mechanism.

iv Congestion Avoidance Algorithm: After detecting con-
gestion at any node, the congestion avoidance algorithm
runs at the source node. It mainly focuses on rate adjust-
ment of the flow for a temporary solution at the trans-
port layer. However, sometimes the source can divert
packets to another direction if possible by keeping the
same flow rate, which is maintained by modifying rout-
ing algorithms. Still, it can not get a better result as
repeated congestion affect a lot towards the network
throughput.

Still, several avoidance algorithms for congestion are fol-
lowed at the sender side after detecting congestion. Here,
we have discussed two specific approaches for congestion
control, i.e., A) end-to-end congestion control, B) network-
assisted congestion control.

End-to-end congestion control: In this approach, the
network layer does not provide any explicit support to the
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transport layer. Further, the presence of congestion in the
network are observed by the transport layer of the source
based on network behavior; such as loss of packets, packet
arrival delay, jitter, etc. The TCP end-to-end congestion con-
trol mechanism has three major components.

1) Initial rate and adjustment: When the TCP connection
begins, the value of the congestion window is usually
assigned to 1. As the available bandwidth to the con-
nection may be much larger than Maximum Segment
Size (MSS) for each Round Trip Time (RTT). The
TCP sender continues to increase its sending rate expo-
nentially until a threshold value and then it increases
additionally. After any packet loss notification from the
receiver, the sender node runs the flow rate control
mechanism.

2) Flow rate control mechanism: Additive Increase and
Multiplicative Decrease (AIMD) is the most used rate
control approach [3]. This is a combined approach of
two parts of an algorithm, i.e., 1) increasing flow rate
(Additive Increase) to achieve better throughput and
2) decreasing flow rate (Multiplicative Decrease) at
detection of congestion. Additive increase manages the
congestion window in such a way that the efficiency of
the network will be maximized. Moreover, it attempts
to enhance its throughput by increasing its congestion
window size by a fixed additional factor. This part of
the algorithm runs until there is no congestion notifica-
tion instruction received at the sender side. Further, the
multiplicative decrease approach reduces the conges-
tion window when congestion notification arrives. This
approach decreases the current value of the congestion
window by multiplying the fixed decrease parameter
after aloss event. As an example, it may take two-third of
the current congestion window if the decrease parameter
is 0.67. However, the congestion window reduces to
two-third of the current size always but never allowed
to drop below 1 after each packet loss.

3) Reaction to timeout events: After a timeout event, the
TCP sender goes for a slow start phase, i.e., it sets
the congestion window to 1 MSS (Maximum Segment
Size) and grows exponentially until it reaches the fixed
point. Let one half of the value it had before the timeout
event. At that point, it grows linearly, as in the case of
the packet drop phenomenon. TCP manages these chal-
lenges by maintaining a system variable called threshold
(ssthress), which determines the window size at which
the slow start will finish and congestion avoidance will
begin.

Contributions: The contributions of this work are as follows.

1) The root cause of congestion in real-time systems is
identified along with its behavior and variation of the
congestion window.

2) A modified architecture is proposed to monitor link
utilization and buffer utilization at intermediate using
the cross-layer approach.
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3) Algorithms for both sender and intermediate nodes are
proposed to act proactively to avoid congestion.

4) The proposed model is simulated extensively with dif-
ferent values of buffer and link threshold parameters.
It is compared with the existing models (mSACK and
mAIMD).

5) Further, the model is analyzed and a report has been pre-
sented with the justification of link and buffer threshold
supporting the proposed model.

The rest of the paper is organized as follows. In section II,
some related mechanisms are outlined. In section III the prob-
lem statement is defined explicitly. The proposed approach is
discussed in section IV. In section V, the simulation results
are presented. Finally, it is concluded with some future direc-
tions in section VI.

Il. RELATED WORKS

Recently many models are proposed to update the congestion
window. TCP-CUBIC [12] is the latest congestion control
algorithm which is adopted by the browsers in MacOS in
2014 and windows in 2017. The model claims that it updates
congestion window based on real time. In this model, it takes
little bit time to reach the peak of the congestion window but
it can stay more time in platue region. However, the RFC
of the CUBIC model shows that it can not perform well
in scenarios where end to end connection are short. It can
perform well when round trip time (RTT) is high as it updates
congestion window based on real time not on RTT based time.
Thus, in the scenarios like smart cities where connections
are monitored by the capacity of wide area networks (WAN)
this CUBIC model of increasing window size will be not
effective.

In [25], the authors proposed (TCP-WBQ) another active
queue management based congestion control approach which
identifies the congestion based packet drop and random
packet drop in the network. It maintains a backlog queue
in the intermediate router for each TCP and based on the
length of the backlog queue with respect to the outgoing
packets, it updates congestion window. It follows adoptive
decrease and multiplicative increase of congestion window
for efficient use of shared capacity of the link. However,
it will not work for multipath TCP streamings with multiple
TCP streams as backlog queue will not be able to differ-
entiate such a dynamic environement with huge number of
connections.

The authors in [26], proposed a multipath TCP that updates
congestion window based on the feedback from the learn-
ing agent. Here, they proposed a Random Forest Regress-
ing (RFR) method to predict throughput that maintains a
tradeoff among loss rate, latency and sending rate. They pro-
pose an offline training at the TCP source that learns from the
past history of the data packets that are sent from the source.
However, we believe it is truely difficult to alarm the source
node when there is a scenario that leads to congestion in the
intermediate node. Thus, it will not be able to differentiate the
random packet loss and congestion driven packet loss.
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FIGURE 1. Communication among vehicle and road side units (Access points).

In EC-Elastic [27], the authors have proposed a varying
parameter based TCP which changes congestion window by
multiplication factor of parameters 8; and B, which ranges
from 0.5 to 0.9. However, it is not clear about the value of the
parameters in different scenarios.

The TCP provides end-to-end service through a reliable
connection over the Internet. Basically, it includes two pri-
mary phases: 1) slow start, and 2) congestion avoidance.
Enhanced recovery from sporadic errors is provided by fast
retransmission and fast recovery. Many congestion control
protocols have been proposed earlier to handle congestion.
In TCP, the AIMD flow control mechanism is used to handle
packet loss because of actual network congestion.

TCP Tahoe [22], coarse-gain approach suggests that the
TCP connection starts with a slow start. For each transmis-
sion, the suggested protocol increases the sender congestion
window by 1. A packet loss or long round trip time is taken
as a sign of congestion and prevention algorithms are used to
handle it. However, due to a very slow increase in window
size, it can not achieve maximum link utilization. TCP New
Reno [28], enhances the congestion avoidance techniques
by adding some intelligence over it, like fast retransmission
and fast recovery. Fast retransmission and recovery phases
eliminate about a part of the coarse gain by multiplying a
predefined threshold variable and yields a 20% improvement
in throughput when that variable is assigned to 0.5. But, when
there exist multiple packet losses in one window, it doesn’t
perform well. TCP Bus [29] is able to detect multiple packet
losses. It increases its fast recovery duration until all the data
which were outstanding at the time it entered fast recovery is
acknowledged. It takes one RTT to detect each packet’s loss.
When the acknowledgment for the fast retransmitted segment
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is received, only then it can deduce which segment is lost.
Hence, loss of ACK packet, the RTT time is doubled and the
sender can not take decision properly.

All the above-described protocols use cumulative acknowl-
edgment (ACK) from the receiver. TCP Vegas [30] was pro-
posed, where a congestion control mechanism based on the
proactive measure. It doesn’t depend solely on packet loss as
a sign of congestion. It detects congestion before the packet
loss occurs. It is totally based on a significant estimation of
RTT, i.e., by keeping track of how long it takes for the ACK
to get back. Vegas increases its congestion window expo-
nentially only after every other RTT which are in time and
it calculates the actual sending throughput to the expected.
When the difference goes above a certain threshold, it exits
slow start and enters congestion avoidance. The athors in [31]
use selective ACK (SACK) in TCP. In this technique, the
receiver identifies the segment of message for wihch ACK is
acknowledged. Also, it identifies the selective segments are
received. Then sender (after receiving ACK and SACK) has a
picture of acknowledged segments and outstanding segments.
Here, duplicate ACK is considered as packet loss, and SACK
moves into the congestion avoidance phase by halving the
congestion window. During this time, as no packet has been
forwarded the link goes empty and as the congestion window
reduces to half, bandwidth utilization goes low. All the above
mechanisms consider that the only cause for packet loss is
congestion.

In the protocols embed with AIMD perceives a saw-tooth
pattern in its congestion window which decreases the average
length of congestion window. As a result, throughput drops
dramatically due to under-utilization of bandwidth. Thus, it is
observed that sender’s flow control mechanism triggers and
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reduces the congestion window size even though there is no
congestion. The reason is that congestion control algorithms
work in the transport layer as a part of TCP where actual
link utilization status can be found at the Media Access
Control (MAC) protocol of the data link layer. Thus, there
is a need of making a bridge between the MAC of the data
link layer, and the TCP of the transport layer which would be
called a cross-layer approach.

There are two popular approaches for improving the per-
formance of TCP using a cross-layer mechanism in the wire-
less network [32], i.e., a link-layer approach and Explicit
Congestion Notification (ECN) approach like [33].

In the link-layer approach, coding and ARQ schemes are
used to retransmit packets that are lost due to variation in
link state. This strategy works because the time required
for recovering from packet error at the link-layer is much
smaller than the time in which TCP receives feedback about
the packet. The latter approach is based on the addition of
the ECN bit in the TCP header. Whenever there is conges-
tion at the router, the router sets the ECN bit in the TCP
header of the packet. When the marked packet reaches the
destination, the destination becomes aware of the congestion
in the network. The destination then explicitly informs the
source of congestion so that it may reduce its transmission
rate.

Ad-hoc networks also have some tough challenges to
TCP, because of dynamic aspects [34]. Some congestion
control proposals such as BBR [35], TCP-ELFN [36], TCP-
BUS by [29] use the feedback information from the net-
work layer to signal non-congestion related cause of packet
loss. These feedback approaches help TCP to distinguish
true congestion and other problems such as channel errors,
link contention, and route failure. Masri et al. [37] have
mentioned that the special feedback is received from the
receiver that helps to regulate the window size of the sender.
It increases/decreases the congestion window according to
the level of congestion at the intermediate nodes in wireless
mesh networks. However, the above protocols would fail
when the transmission link experiences a long delay where
nodes are deployed in long distances. There may be a higher
number of packets at transit till the sender receives an explicit
notification that the link is congested. Thus, the packets in
transit are dropped.

The authors in [38] have extended the concept of [39].
Where they have adopted the flow rate by considering the
queue length of the buffer of the neighboring nodes. How-
ever, this technique will attain higher local overhead as all
neighboring nodes will explicitly send their buffer status.
ECN approach is extended by [40] where they have enabled
a router to mark packets and the receiver to signal conges-
tion to the sender without trusting the sender whether it has
responded to congestion or not. However, this mechanism
does not consider the global channel scenario. It only percepts
the receiving channel strength and updates the congestion
window without considering the sending channel strength of
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the receiver. Thus congestion control is still an open issue for
all types of networks.

TABLE 1. Acronyms and descriptions.

Terms Acronyms

Linkgstatus Percentage of channel currently used
Buf fersiatus Percentage of buffer currently used
fo Packet forwarding counter

Ii Packet forwarded by time instance I*
Channel_capacity | bandwidth of channel

ssthress_buf fer Threshold of buffer

ssthress_link Threshold of link

CWNDy Congestion window length at time ¢
LU? Link utilization at time ¢

It Time instance at time ¢

lll. MOTIVATION

A. PROBLEM STATEMENT

In this paper, we have focused a scenario of smart city net-
work with vehicles connected with internet (IoV) network
shown in Fig. 1. Here, vehicles communicate with other
vehicles and road-side units (RSU) regarding accident and
other information like traffic jam. At the same time, vehicles
can get the information from RSUs regarding the status of
the upcoming roads for a smooth and faster transportation
system. Further, RSUs communicate themselves regarding
this important information to improve the overall transporta-
tion system, parking system of the city. Also, the information
is supposed to be stored in the central server after filtering
the data which may be used to predict the traffic behaviour
of the individual roads and cities using machine learning
algorithms. Thus, the network system experiences a sudden
rise of data packets when there will be an accident and city is
too much crowd. Hence, it is very much essential to transmit
the data packets in the peak hours successfully with maximum
throughput, which requires an efficient congestion detection
and control approach.

In all the above congestion detection mechanisms, it is
observed that the congestion avoidance techniques start only
after the detection of congestion. However, the existing mech-
anisms detect congestion by packet loss at any intermediate
node or receiving ACK after time out. But, these events hap-
pen after occurrence of congestion although some approaches
monitor on the delay of receiving ACK and buffer occu-
pancy. Thus, there is a need for triggering notification by
the intermediate node which is experiencing high forward-
ing rate and buffer usage beyond a certain threshold. This
scenario is presented in Fig. 3 where the intermediate node
experiences packet loss due to buffer whelming. However,
some algorithms also implement the congestion prevention
mechanism. Still, it is seen that the performance of the TCP
is low as the congestion due to buffer full is not successfully
controlled, which motivates us to design such an algorithm
that can overcome this problem.

VOLUME 11, 2023
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B. IMPORTANT ISSUES IN EXISTING CONGESTION
CONTROL MECHANISM

The explicit congestion control notification (ECN) provides
a robust model for congestion control. ECN notifies sender
node regarding the status of the congestion in the path explic-
itly. It uses two bits in the IP header so that the intermedi-
ate node acknowledges receiver regarding congestion. After
receiving the existing of congestion in the path, the receiver
enables ECN-Echo (ECE) bit and echo backs the sender that
congestion exists in the path. Thus, the sender reduces the
congestion window size and acknowledges the receiver by
enabling the congestion-window-reduced (CWR) bit in the
next data packet. Here, the congestion is identified by an
intermediate node of the path but the information is propa-
gated to the receiver and again it echos back to the sender
by the transport later protocol. Thus, it takes at least one
round-trip-time to react towards congestion control. To act
proactively towards congestion control we propose a new
mechanism here. In the proposed model, the intermediate
node directly acknowledges the sender about the congestion
in the network and the sender node reduces the window
size.

IV. PROPOSED APPROACH

Considering the above issues and challenges, we propose a
novel congestion prevention and avoidance algorithm. As we
have discussed that congestion window size is being regu-
lated based on buffer status and link utilization, the conges-
tion status is being notified to the sender by the receiver based
on its own bandwidth utilization and buffer status using cross
layer approach.

A. SYSTEM AND NETWORK SETTINGS

In the proposed model, various end points and intermediate
nodes as considered. End points are the sources and desti-
nations of the data packets which such as vehicles, smart
camera of the traffic points, server or clouds. The inter-
mediate nodes helps to forward the packets to the needful
destinations. Here, the RSUs and the vechicles act as inter-
mediate nodes. RSUs installed on the city are connected to
each other in mesh topology when they are in range of com-
munications, where some of the RSUs can send the crucial
information to the server. All vechiles in the transmission
range of the RSU are connected in star topology. A vehicle
is supposed to broadcast message when the message is either
accidental or the vechile is not in the range of an RSU,
which sould be considered as high priority message. The
duplicate message received at any RSU are to be dropped
there only. In our model, we have considered that an RSU
can connect with maximum 1000 vechicles which turns to
number of connections. However, we have not considered
mobility speed, priority of the packets and security aspects
in our model. We have focused only on congestion control
aspects.
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Algorithm 1 Algorithm for Receiving an ACK Packet
at Intermediate Node

fpin previous unit of time

Channel _capacity ’
buffer_length

-

Calculate Linkgqy,s as

2 Calculate Buffersiass as “max buffer

3 if Buffersyns > ssthress_buffer and BUS = 0 then
4 | AssignBUS < 1;

5 else

6 ‘ do not update BUS bit of ACK packet ;

7 end

8 if Linksas,s > ssthress_link and LIS = 0 then
9 ‘ Assign LIS < 1;

10 else

11 ‘ do not update LIS bit of ACK packet ;

12 end

B. PROPOSED CONGESTION CONTROL MECHANISM

In this approach, an explicit throughput and buffer status
notification-based mechanism is proposed instead of explicit
loss notification. The throughput and buffer status notifica-
tion is sent from the receiver (intermediate) node to the sender
node. The status of the buffer at the transport layer is provided
to the data-link layer. In this approach, we have introduced
two extra bits from the reserved bits in the TCP packet
header to acknowledge the buffer status and link utilization.
In the existing congestion control algorithm follows the ELN
technique that modifies two bits in the IP header of the
data packet and the data packet is received at the destination
node. After receiving the data packet at the destination node,
it generates an ACK packet by modifying two bits of the TCP
header and sending it to the source node. Thus in the existing
congestion control algorithm, the sender takes too long to
reduce the congestion window. However, in the proposed
approach, the intermediate node modifies the BUS and LIS
bit of TCP header of the next ACK packet traveling towards
the source node so that it can reduce the congestion window
proactively. These two bits play a vital role in slow start, loss
recovery, and congestion prevention algorithm at the sender
side. The sender initiates the congestion prevention algorithm
after receiving this notification and updates the congestion
window as additive increase, multiplicative increase, subtrac-
tive decrease, or multiplicative decrease when required. Thus
the proposed approach avoids congestion due to packet loss
caused by buffer overwhelming. However, the packet loss due
to interference is not the scope of this research. The proposed
mechanism using the cross-layer approach performs better as
compared to traditional approaches.

1) CROSS-LAYER APPROACH

The data link layer has link status and TCP layer has the
congestion window information for queuing packets. The two
layers will share information using cross layer approach. So,
the data link layer uses two reserve bits of TCP layer to update

9005



IEEE Access

T. K. Mishra et al.: Adaptive Congestion Control Mechanism to Enhance TCP Performance in Cooperative loV

Source

Destination

® (Server/Cloud)

Intermediate node experiences
dynamic traffic load, Updates
BUS and LIS bit.

®
a ®
] O ®
Source o @
) Source

‘ . Sensor (1oT) Nodes or Road Side Units (RSUs) ‘

FIGURE 2. Intermediate node experiences dynamic traffic load, updates BUS and LIS bit to all source nodes.

Destination (Server/Cloud) server

identifies congestion at intermediate
node and enables ECE bit

Intermediate node experiences dynamic —Nodeand

traffic load, Updates TWO bits BUS and LIS in —®

prop—— ° TCP immediately n the next ACK received =

- . o tovsg e s o) |
i | — from ecver —

congestion at intermediate
____node and enables ECE bit

Source Destination (Server/Cloud) server Source
® )

Intermediate node experiences
. dynamic traffic load, Updates
[ ] TWO bits of ECN in IP header

g - ® Jo- ®
~ i o 1
° - °
_ ‘ ® ] [ J
| |
from sender from sender
RS ¢ ) N ) :
. ® % ®
Source [ J [ ] Source [ )] [ J
o Source

[ ) Source
@ sensor (1oT) Nodes or Road Side Units (RSUs) |

@ sensor (IoT) Nodes or Road Side Units (RSUs) |

(a) Existing ELN technique (b) Proposed notification technique

FIGURE 3. Intermediate node experiences dynamic traffic load, updates BUS and LIS bit to all source nodes.
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Source Port Number | Destination Port Number
Sequence Number
Acknowledgment Mumber
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Length TR [C[S| S| Y] I

S5|ISIG|K[H|T|MN|N
TCP Checksum Urgent Pointer

Options (1 to 10 words of 32 bits)
Data If any
FIGURE 4. Modified TCP header format with LIS and BUS bits.
buffer and link utilisation. Thus, these two bits would be utilization status would be represented by one bit (LIS). The

borrowed from the reserved six bits of the TCP header which intermediate node sets two bits always in explicit ACK packet
would cost no overhead to the TCP packet as shown in Fig. 4. or by piggybacking the ACK packets using selective repeat
Thus, buffer status is represented by one bit (BUS) and link ARQ sliding window congestion control protocol. It does not
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Algorithm 2 Algorithm for Updating cwnd at Source
Node
1 if no timeout and no dupACK then

2 if BUS=0 and LIS=0 then

3 | CWND(11) <= 2% CWNDy + 1 ;
4 else if BUS=0, LIS=1 then

5 | CWND(41) < CWND() +a ;
6 else if BUS=1, LIS=1 then

7 ‘ CWND(;41y < CWND) - v 5
8 end

9 else

10 if dupACK received then

1 | CWND41) < CWND) /2 ;
12 else

13 ‘ Retransmit packets in buffer ;
14 end
15 end

cost any overhead to the IoV network. The network layer
calculates the link status periodically which is the portion of
packets sent over channel capacity. When the intermediate
node achieves expected use of channel, it accesses the TCP
header and updates LIS bit to 1. Thus, it acknowledges to
the senders via ACK packets by updating the TCP header.
In addition to this, it also computes buffer status which is the
fraction of current buffer occupancy over maximum buffer
length. When the intermediate node experiences more use
of buffer than its threshold, it anticipates congestion. The
intermediate node updates the sender node by updating the
BUS bit of the TCP header. The detailed process is presented
in the algorithm 1. Buffer status information and link status
information are not available in TCP header. Here, Cross
layer approach is used to access the TCP header information
at data link layer and network layer. Thus, the source node
regulates its packet penetration to the IoV network using
algorithm 2. The different acronyms used are described in
Table 1 for better readability.

C. CONGESTION PREVENTION

The congestion control algorithm of the proposed approach
has three phases; i) slow start (Initial rate and adjustment),
ii) Congestion Prevention (Flow rate control mechanism)
iii) Early recovery (Congestion avoidance on packet drop).
In each phase, the sender regulates the congestion window
size differently using equation 1. These three phases are
explained as follows.

1) slow start: Basically, it is the initial phase where the
link is underutilized. Thus, to achieve the maximum
throughput the sliding window grows exponentially till
the link can be utilized at its maximum. When the
sender receives notification from the receiver that it has
achieved a predefined threshold of link utilization, the
sender enters phase two for congestion prevention. In
this proposed mechanism ssthress_link is taken as 50%
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keeping the sudden rise of data packets at the inter-
mediate nodes. It is observed that 50% performs better
result when it is tested with different settings with 50%
and 60%. Thus, to maintain a dynamic update in this
ssthress_link, machine learning algorithms can be used
based on various time stamps, traffic congestion in the
city, weather conditions, etc.

2) Congestion Prevention: In this phase, the sender fol-
lows Additive Increase and Subtractive Decrease (AISD)
approach and tries to maintain consistency in through-
put. Moreover, the congestion window is increased by
an additive parameter o enhance link utilization that will
achieve better throughput. Thus, it slowly regulates the
congestion window such that it utilizes the link 100%
and goes for buffering packets. Further, when it utilizes
30% of the buffer it decreases the congestion window
so that it will not affect round trip time (RTT) but it
can sustain a little bit of time to maintain link utilization
when the window size is reduced to half due to packet
drop. Thus, ssthress_buffer is set as 30% considering
various settings and their performance.

3) Early recovery: In this phase, the congestion window
of the sender is reduced to half when it receives three
duplicate ACKs like mSACK. It is assumed that the
cause of packet drop is congestion when three duplicate
ACKs are received. Otherwise, after receiving the first
and second ACK, the sender retransmits the packet. The
intermediate node sets the LIS bit as 0 if bandwidth is
under-utilized. In such cases, the buffer utilization status
is also 0. So, the source nodes increase their window
size by double of their existing window size. Thus,
it achieves proper bandwidth in a very short time. The
intermediate node updates the status of its own buffer
and link to the source nodes individually. Based on
the notifications received from the intermediate nodes,
the source nodes update their window size. In case
of under-utilization of buffer and proper utilization of
bandwidth, the window size increases slowly (additive
increases). In case of under-utilization of bandwidth,
the window size increases rapidly to use the band-
width. However, the window size of the source decreases
slowly when buffer and bandwidth is properly utilizes.
After a threshold of buffer utilization exceeds, the win-
dow size decreases slowly to maintain a proper utiliza-
tion of buffer and to avoid packet drops due to buffer
overwhelming.

2% CWNDyy + 1, if BUS=0, LIS=0

CWNDe .. — | CWND@ +a,  if BUS=0, LIs=1
D=l ewNDyy —y, i BUS=I, LIS=1
CWND/2, if duplicate ACK

(H

LIS — 1, Link utilization is more than 60%
B 0, Otherwise

@
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BUS — 1, Buffer utilization is more than 50%
~ o, Otherwise

3)

D. CONGESTION AVOIDANCE

In this phase, the sender detects the actual cause of conges-
tion. A multiplicative decrease scheme is followed if it is
interpreted that packet drop is due to buffering overwhelming.
According to the proposed approach, the IoV network will
not experience any congestion in ideal scenarios. However,
in dynamic scenarios where the number of TCP connections
varies to a large extent, the intermediate node experience
a sudden change in link utilization, and buffer status will
change accordingly. Thus, the intermediate node will not
able to convey the buffer and link status to the sender node
instantly, and the sender node will go on sending more
packets. Further, the sender does not change its congestion
window if the ACK packet from the receiver does not reach
the sender. Thus, the outstanding packets at the current sliding
window are re-transmitted and cause packet drop.

V. SIMULATION RESULTS AND PERFORMANCE
ANALYSIS

During simulation, various aspects of the smart city environ-
ment are taken into consideration. Further, the parameters
taken here for simulation are aligned with the parameters of
the routers available which are shown in Table 2.

TABLE 2. Parameter settings at a glance.

Parameters Value

Transport Protocol TCP NewReno

Congestion Control Mechanisms mAIMD, mSACK, Proposed
Sliding Window Protocol Selective Repeat ARQ
Packet size 30 bytes

Interface Queue Length 300 packets

Number of TCP Connections 1000

Interface Queue Type DropTail
Simulation time (in seconds) 1000-5000
Channel bandwidth 10 MHz

Mac Layer IEEE 802.11p
Communication Range upto 1000 m
Propagation Model Nakagami model

The proposed work mainly focused on the congestion win-
dow size of the sender, link utilization status, and buffer status
of the intermediate node. According to the availability of the
buffer space and utilization of the channel, the congestion
window of the sender is regulated. The main objective of
this approach is to prevent congestion by regulating packet
transmission at the sender side. Here, we have assumed
that vehicles can communicate with RSUs without loss. The
model is simulated extensively to investigate the efficiency
of the model in terms of throughput, packet success rate, the
average length of buffer occupancy, and variation of conges-
tion window size of the sender.

9008

A. SIMULATION PARAMETERS

Basic payload (Mpy ) generated by a sensor in each round is
predefined, i.e., 120 bytes [41]. Thus, number of packets to
be sent in a round depends on the size of the packet. The
packet size varies from 120, 60, 40, 30, 24 and 20 bytes
based on the predefined setup. Hence, size of the data packet
(Mp) including 8 bytes of header (My = 8) is 28 bytes to
128 bytes, i.e., Mp = Mp; + My. The number of connec-
tions in transportation system which is supposed to be smart
enough due to its real time update of the scenario may reach
1000 in peak hours. If we consider a router which works as
an intermediate node between router-router, router-server, or
RSU-server, huge number of connections are expected in the
intermediate node. Further, the TCP header has 16 bit of port
address which can support up to 103 connections [9]. Here,
the interface queue length (Queue size) is taken as 300 as
a standard size. The queue size will vary if the router have
enough memory. In order to monitor the congestion window
size of the sender, the model is simulated for different round
trip times (RTT), i.e., 1000 to 4000 times. Also, the model
keeps an eye on the buffer occupancy of the intermediate node
in different RTTs and their overwhelming frequencies. The
ssthresh_buffer is experimented with different values (such as
0.3,0.4,0.5, 0.6, and 0.7). As the results were vary closed for
0.3,0.4 and 0.5, so for presentation purpose, we kept 0.3 in the
paper. Similarly, the throughput shows closed results when
threshold of link utilization is 0.6 and 0.7, so we kept 0.6 in
the paper for presentation purpose. The simulation results are
analyzed rigorously and found that the proposed approach
shows better results in terms of buffer utilization and through-
put as compared with the other congestion control approaches
(mAIMD and mSACK) which are presented below.

B. EVALUATION PARAMETERS

The model is evaluated based on various parameters that
include packet success ratio (PSR), throughput in terms of
link utilization, average length of buffer space occupied,
variation of congestion window size. PSR is calculated for
the intermediate node, where it is the ratio of the number
of packets successfully forwarded to the number of packets
received by the intermediate node using equation 4. Buffer
space is also monitored at the intermediate node. In each
acknowledgment packet sent to the sender, the intermediate
node keeps track of the number of packets available at buffer.
Further, link utilization is calculated using equation 5. It is the
ratio of the average number of bits forwarded in a unit of time
to the channel capacity. That represents time taken to transmit
a block of packets packet to the total time it takes to transmit,
idle time and to receive the acknowledgement of packets.

5
PSR% = 2 4
5 @

t

* Packet size * 8

LU (in%) = Iy 5)

U —1-Nxp
where, fp’ represents number of packets forwarded by time
instance t(I'). f, represents the total number of packets
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forwarded during the simulation time. f, represents number
of packets received, § is bandwidth of the link.
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FIGURE 5. Throughput with respect to number of packets forwarded
successfully.
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FIGURE 6. Efficiency in terms of packet success rate.

C. THROUGHPUT ANALYSIS

In Fig. 5, the throughput of the proposed approach is pre-
sented with a comparison with the mSACK, mAIMD and
TCP-CUBIC approaches. After a number of experiments, the
average throughput is taken into analysis and presented in the
above figure. It is observed that the mSACK transmits slightly
more packets than mAIMD approach. In the same experiment
settings, the proposed model achieves close to 33% better
results than mSACK and close to 90% better results than
mAIMD in terms of buffer usage. But in another perspective,
it is observed that mAIMD approach achieves this throughput
by less number of attempts, i.e., packet service ratio (PSR) of
mAIMD is significantly higher than mSACK. The main cause
behind less PSR of mSACK approach is that more packet loss
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occurs in the case of mSACK than mAIMD. Fig. 6 presents
the percentage (%) of packets successfully sent in different
RTTs. Thus, minimum packet loss achieves better PSR. In all
the experiments it is observed that the mAIMD approach
provides a little bit less PSR but all models have PSR close
to 99% as all the models follow the early recovery model
of TCP NewReno. But, due to the early recovery model,
at each instance of packet drop, the congestion avoidance
algorithm reduces the congestion window to half. Thus, after
reducing the window size it takes a little bit of time to attain
the optimal window size and leads to under-utilization of
bandwidth. Considering the ssthress_link, it shows that noti-
fication raised at 50% ocupancy of of bandwidth yields better
result as compared to 60% and more as shown in Fig. 7 (a)
and Fig. 8 (a). Further, it shows that packet transmission rate
decreases when buffer threshold range increases which is
clearly visible in Fig. 7(b) and Fig. 8(b). However, the latest
model TCP-CUBIC can not perform well as it takes much
time to reach the plateau level of the congestion window.
Further, the short length between the source and the des-
tination in transportation systems networks, the fluctuation
of the number of connections are very high. Thus, the real
time monitoring of the congestion window using the cubic
model can not perform well which was also suggested by the
TCP-CUBIC model.

D. BUFFER OCCUPANCY ANALYSIS

All three models follow the same approach in their initial
phase (slow start) by which they try to attain the maximum
utilization of the link capacity. However, the existing two
approaches can not sustain due to their aggressive nature
in increasing the congestion window. However, the pro-
posed approach follows an additive increase and subtractive
decrease (AISD) approach to maintain the link utilization
by receiving the link utilization and buffer utilization status
from the intermediate (immediate successor) node. Thus, the
proposed model maintains a consistency in its congestion
window size to maintain 30% utilization of the buffer. When
the sender node receives a notification about the threshold
of buffer utilization, then the sender follows a subtractive
decrease mechanism to reduce the window size by a fixed
chunk (here we have taken 2). Thus, the proposed model
maintains to utilize buffer space close to 30% which is shown
in Fig. 9. It is observed that ssthress_buffer notification
affects both in consistency of the congestion window and
packet transmission rate. The experiment result shows that
notification of BUS bit at 30% buffer outperforms than other
combinations. It is observed that the TCP-CUBIC model can
use a substantial portion of the buffer. Because, it does not
reduce the congestion window on round trip time basis. The
window size in CUBIC model are updated on real time basis.
Thus, as the environment is dynamic in nature considering the
number of connections and huge number of connections are
there as compared to the bandwidth capacity of the network,
the CUBIC model can not perform well.
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E. CONGESTION WINDOW LENGTH ANALYSIS

Furthermore, the length of the congestion window is also
minutely monitored in our experiments. It is observed that
the length of the congestion window in the proposed model
maintains consistency, which is shown in Fig. 10. As we
have discussed earlier, the congestion window reduces to half
when there is a packet loss in both mAIMD and mSACK
models. Apart from the early recovery phase, the congestion
window is never reduced in mAIMD and mSACK model
rather it always grows either exponentially in the slow start
phase or linearly after attaining threshold. However, just after
early recovery, the existing models increase their congestion
window linearly. Thus, it takes too much time to attain the
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optimal congestion window size again. Thus, the congestion
window size varies frequently and leads to less throughput.
The TCP-CUBIC varies at each interval of time as the envi-
ronment is much dynamic. But, it shows equivalent variation
of the window length as compared to our model and the
cubic model can not reach better window size as it takes time
to update. Thus, the CUBIC model under-utilises the link
capacity as it can not update the window size proactively.
The growth of window size is shown in Fig. 11. It shows
that the proposed model performs better than TCP-CUBIC.
As the CUBIC model updates window size on real time basis,
it takes more time to reach at optimal level as compared to
RTT based models. Thus, the scenarios where number of
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hops are less RTT based models outperform than CUBIC
model. Further, the scenarios where number of connections
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are varying frequently CUBIC model will sustain very less
time in the platue level. However, the proposed model will
work effectively in all scenarios.

However, the proposed approach follows an additive
increase and subtractive decrease of congestion window after
attaining the initial threshold of bandwidth utilization. But,
it follows the same steps to achieve the initial threshold.
Thus, the proposed model tries to attain optimal congestion
window size, which helps to achieve maximum throughput
by utilizing the link capacity at its maximum level. Thus, the
consistency in maintaining optimal window size makes the
proposed model efficient than the existing models. Analysing
the experimented results which are shown in Fig. 7 and Fig. 8,
it is realised that length of average congestion window and
its variation is high in case of threshold notification at higher
range. Further, average length of congestion window and its
variation is less in case of lower range of notifications along
with lower packet transmission rate. Thus, a balancing of
thresholds are required to maintain higher transmission rate
and lower deviation of congestion window. According to our
experiment, it is suggested that ssthress_link as 50% and
ssthress_buffer as 30%-50% gives better result.

VI. CONCLUSION

In this paper, we have presented a novel congestion con-
trol approach that will be useful in smart-city networks and
transportation system of vehicular networks to monitor traffic
management and parking management. The proposed model
mainly focuses to prevent congestion in IoV network using
the link and buffer utilization status of the intermediate node.
It reduces the risk of congestion at any intermediate node
and saves energy by reducing packet drop due to buffer
overwhelming. The proposed approach sends link utilization
status and buffer utilization status to the predecessor node by
adding two extra bits in the acknowledgment packet which
will prevent congestion proactively in IoT environments.
The proposed model achieves better results as compared to
mSACK and MAIMD approach in terms of throughput and
packet success rate. In the future, this approach may be
used in other network environments like WSNs with health
care systems, industrial security/alarm systems, and Indus-
trial machinery monitoring systems, etc. where the data trans-
mission link experiences higher transmission delay. Further,
message flooding stands as an issue in V-V communication.
It can be minimized by tagging the messages with message
ID and location ID. So that all incoming duplicate messages
will be dropped at any of the receiver node. Hence, tagging
messages with ID is an open issue for vehicular networks and
transportation system.
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