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ABSTRACT The production of agricultural products and the high yield in these products are of critical
importance for the continuation of human life. In recent years, machine learning and deep learning
technologies have been widely used in determining agricultural productivity. The purpose of this study was
to estimate the yield of apple fruit by using a novel deep learning-based hybrid method. First, by using
images belonging to the golden and royal gala apple varieties, a classification was made with the help of a
convolutional neural network (CNN) that was designed for the study. Then, using classical machine learning
algorithms and bagging and boosting algorithms, a hybrid application was performed by classifying the
images whose feature extractions were done with the designed CNN. The results of the study, presented on
4 separate datasets (Datasets A, B, C, and D), were evaluated based on accuracy, precision, recall, F-measure,
and Cohen kappa scores. Considering the accuracy results for Datasets B, C, and D, it was determined that
the hybrid model that gave the best result was the CNN-SVM model. For Dataset A, the CNN-SVM and
CNN-Gradient Boosting hybrid models gave the best and same accuracy. Dataset C was determined as the
most appropriate dataset in terms of the more balanced distribution of train, test, and validation size in the
datasets, the results of the proposed hybrid CNN model, and the evaluation of the results of the model. For
Dataset C, it was found that the accuracy of the hybrid model was 99.70%. Precision, recall, f-measure, and
Cohen kappa scores were 99%. The results of the study revealed that the hybrid models showed effective
results in determining the productivity of apple fruit through images belonging to the golden and royal gala
varieties.

INDEX TERMS Apple yield prediction, deep learning, ensemble methods, machine learning, smart farm.

I. INTRODUCTION
Agriculture is the process of producing food, fiber, and other
products through the cultivation of certain plants. After the
production process, product efficiency gains great impor-
tance, and it also plays a very important role in the economy
of countries. Although there is an impact of global warming,
there are decreases in fruit and vegetable production and
yields due to the lack of knowledge of farmers and incorrect
irrigation methods. Though the World Health Organization
(WHO) says that people should consume an average of
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400 grams of fruits and vegetables per day, this does not
seem possible. Fruit and vegetable yields show a decrease
in many countries. In order to prevent this yield decrease,
important agricultural countries of the world have been devel-
oping smart agricultural systems to ensure obtaining even
greater yields by preventing yield reduction in fruit and veg-
etable production caused by farmers, to carry out water use
more consciously, and to identify diseases and wild-harmful-
poisonous herbs in plants. In the yield and disease determina-
tionmodels developedwith smart agricultural systems, image
data and metadata of them are used. Inferences are made
by training these data with statistical results and models.
According to FAO data, apple, which makes up 10% of the
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world’s fruit production, is the third most-produced fruit after
bananas and watermelons [1]. World apple production was
being estimated at 79.4 million tons in the 2019-2020 season,
while this production was predicted to be 76.1 million tons in
the 2020-2021 season by a decrease of about 4.1% [1].

This research was conducted to predict apple fruit yield.
For the purpose of the research, a dataset consisting of
images belonging to low-yielding and high-yielding Royal
Gala and Golden varieties of apple fruit was used. Due to
the fact that the dataset had a small number of images, GAN
(Generative Adversarial Network) was used to increase this
number instead of the classic data augmentation methods.
Based on their weights, the images augmented by the GAN
method were classified as High Yield Golden, Low Yield
Golden, High Yield Royal Gala, and Low Yield Royal Gala.
In the next step, four different datasets (Dataset A, Dataset B,
Dataset C, and Dataset D) were created to observe the results
of the classified images. First, the performance of the CNN
architecture designed for this study was examined for each
dataset. In the next stage, the image features were extracted by
the designed CNN architecture. Finally, these features were
classified by machine learning (ML), bagging, and boosting
algorithms, and then a hybrid model was proposed.

This study contributes to the literature by predicting pro-
ductivity in agriculture with a developed new deep-learning-
based method. Different from other studies in the literature,
the determination of the productivity of apples was carried out
based on their weights obtained using apple fruit images. The
small number of apple images was augmented with the GAN
model. In addition, the designed CNN architecture was used
instead of well-known pre-trained CNN models. In addition,
instead of the designed hybrid models with only one ML
algorithm, the most well-known ML algorithms were used
to determine the hybrid model in this study. For the purpose
of the study, performance metrics, cross-validation tests, and
Cohen Kappa scores of the proposed hybrid model were
calculated.

The rest of the paper is organized as follows. Section II
presents the literature review of existing studies. Section III
briefs about the dataset used, the data augmentation method,
the proposed hybrid model, the CNN model, and the ML
algorithms used in the architecture of the proposed hybrid
model. Section III-A presents the experimental results and
evaluations of the performance of the proposed hybrid
model. The study is completed with the conclusion given in
Section III-B.

II. LITERATURE REVIEW
Similar studies are reviewed in this part of the study. The
performance evaluations of machine learning, bagging, and
boosting algorithms used in conjunction with CNN networks
were focused on.

In a study conducted by Jieng et al., a data set consisting of
images of corn, lettuce, radish, as well as weeds growing at
and around the bottom of these plants was studied for weed
and crop classification in intelligent agriculture [2].

Koklu et al. classified the images, extracted with CNN,
by using Graph CNN (G-CNN). In their study, the ResNet-
101 architecture was used as the CNN architecture. Accu-
racy, precision, recall, and F1 score values were measured as
96.51%, 98.83%, 98.73%, and 97.18%, respectively. Using
the image dataset of vine grape leaves, the characteristics
were determined with a semi-trained MobilNetV2 CNN
architecture, and these characteristics were classified by the
SVM model [3].

In another study, the linear, quadratic, cubic and Gaus-
sian kernel functions of the support vector machine algo-
rithm were applied to the multi-class imbalanced dataset
and the cubic kernel function gave the best results. Accu-
racy, specificity, precision, sensitivity, and F1 score values
were measured as 97.60%, 99.40%, 97.62%, 97.60%, and
97.60, respectively. On images belonging to datasets includ-
ing multiclass and unbalanced varieties (CIFAR-10, Fash-
ion MNIST), classification was carried out using transfer
learning. In order to improve the performance of the model,
the images whose features were extracted with CNN were
classified using the AdaBoost algorithm [4].

In the study conducted by Khanramaki et al., only the
accuracy value of the pre-trained CNNmodels was examined
in the detection of citrus pests. It was seen that success was
achieved at a rate of 98.22%. To detect pests and fungi on
citrus plant leaves, ensemble classification was proposed on
AlexNet, VGG16, ResNet50, and InceptionResNetV2, which
were semi-trained CNN models. The accuracy value of the
proposed ensemble model was determined as 98.64% [5].

Thongsuwan et al. proposed a classification model includ-
ing a CNN + XGBoost approach to solve classification
problems. In the classification study carried out on many
datasets belonging to the health field, the accuracy value of
the proposed model was measured as 87.9% for the Annuran
Calls dataset, 97.74% for Breast Cancer Wisconsin dataset,
93.7% for DrivFace dataset, and 96.4% for the Parkinsons
dataset [6].

Ibrahim et al. proposed a WBA (weighted bat-inspired
algorithm)-CNN model to classify poisonous and wild plant
images. Accuracy, recall, precision, and f1 score values were
all measured as 98% for the proposed model [7].

In another study conducted by Hao et al., the images
belonging to the development process of the Gynura Bicolor
plant were classified and the development stages of the plant
were estimated. The images whose features were extracted
using Gnet (global information) and Lnet (local information)
were classified with CNN. Accuracy, precision, recall, and
v2 score values for the proposed model were measured as
99.47%, 99.5%, 99.40%, and 99.5%, respectively [8].

A CSPNet (cross-stage partial network)-based model
called MCF-Net based on a cross-level fusion strategy was
proposed by Kong et al. for the recognition and classification
of fine-grained agricultural crops in precision agriculture.
In the feature extraction of the model, accuracy and f1 score
values were 88.40% and 93.50% respectively when it is
used with the semi-trained CNN model, while accuracy and
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f1 score values were measured as 90.60% and 96.20% when
using CSPNet [9].

Using data on the daily water consumption of plants, Fer-
reira and Cunha proposed a CNN-LSTM model. They calcu-
lated the results of the proposed model for 4 separate stations.
When looking at the results of the proposed model, it was
found that the RMSE value for all stations was 88% [10].

Dongyao Jia et al. proposed a strong CNN-SVMmodel by
combining the features extracted by the GLCM for the detec-
tion of cervical cancer cells with abstract attributes coming
from the hidden layers of CNN. The accuracy, sensitivity, and
specificity values for the proposed model were measured as
99.3%, 98.9%, and 99.4%, respectively [11].

A study was conducted by Balgetir et al. to detect
MS attacks by using images belonging to the plantar pres-
sure distribution of low-disability MS disease. The features
obtained from the semi-trained CNN model were classi-
fied by ML algorithms. The accuracy values of the models
were examined, and it was observed that the best-performing
algorithm was the VGG19-SVM model with a success ratio
of 89.23% [12].

Li and Liu proposed a CNN-RNN approach model for the
analysis and classification of images of the hippocampus,
a region of the brain, in Alzheimer’s disease. Accuracy, sen-
sitivity, and specificity values for the proposed method were
measured as 89.1%, 89.6%, and 93.1%, respectively [13].

A TCN-DNN based power load estimation model was
developed by Bian et al. using nonlinear multidimensional
and time-series load data. The RMSE and MAE values of
the proposed model were examined, and the results were
measured as 26835.64 and 2.99, respectively [14].

In another study, by using images of corn hybrids, effi-
ciency was estimated with machine learning algorithms
(Decision Tree, Adaboost, GBM, Random Forest, Neural
Network, and XGBoost). The RMSE values of the algorithms
were examined [15].

As a summary of the literature, it has been reported that
traditional methods such as zooming in/out, rotations to
left/right have been used for image augmentation, trained or
semi-trained models (GoogleNet, AlexNet etc.) have been
used for training, single or ensemble machine learning or
deep learning methods have been used, and various accu-
racy values around 93-94% have been reached in many
studies.

In this current study, a hybrid model was developed to
predict apple yield. Because the number of apple images was
not sufficient, synthetic data was generated by using GAN.
Instead of semi-trained CNN models, a new CNN architec-
ture designed for this study was used. After these stages, the
performance of the CNNmodel was examined first. Then, the
data obtained by feature extraction with CNN were classified
by the machine learning (decision tree, random forest, and
support vector machine) and ensemble learning (bagging and
boosting algorithms) methods. The prediction results of these
methods were examined, and a hybrid model was developed
for apple fruit yield prediction.

The novelty of this paper can be summarized as using a
novel CNN architecture for feature extraction, using aug-
mented images by using GAN as the dataset for experiments,
experiments with popular machine learning classification
methods in ensemble form and a novel deep learning based
hybrid method for classification task together, and good per-
formance results when compared to the literature with high
accuracy values.

III. MATERIALS AND METHODS
This part of the study includes information about data set, data
preprocessing, data augmentation method, and the proposed
hybrid model.

A. DEFINITIONS OF APPLE IMAGES
The data set of apple images used in this study was provided
by COFILAB [16]. A data set was created from apple images
taken at a 45-degree angle from a distance of 20 cm with a
digital camera (EOS 550D, Canon Inc, Japan) in a laboratory
environment. The images belonged to the Golden and Royal
Gala apple varieties and consisted of 134 images brought
together from multispectral and original images having a
resolution of 1296 × 964.

B. PRE-PROCESSING IMAGES
134 images belonging to the apple varieties are not enough
for the classification study of a model. It is clear that hav-
ing a larger dataset will improve the performance of the
model. Therefore, for this study, the number of images was
augmented. To augment the number of images to be used
in experiments, GAN (Generative Adversarial Networks)
method, which is quite popular, was preferred instead of the
data augmentation techniques created by classical methods.
In classical methods, augmentation of the data is done by
methods such as zooming in, zooming out, rotating, scaling,
cutting, and Gaussian noise of the image with the help of
the Tensorflow library. On the other hand, GAN models are
considered as advanced data augmentation techniques. If the
data desired to be augmented is given as input to the GAN
model, the same type of data can be generated. For example,
if apple images are given to the GAN model, apple images in
the same shape are obtained.

C. GENERATIVE ADVERSARIAL NETWORK (GAN) MODEL
In many studies, GAN models such as DCGAN (Deep
Convolutional Generative Adversarial Networks), WGAN
(Wasserstein Generative Adversarial Networks), StyleGAN
(Style-based Generative Adversarial Networks), AC-GAN
(Auxiliary Classifier Generative Adversarial Networks), and
BigGAN (Generative Adversarial Networks) have been pre-
ferred. In this study, the Pix2Pix GAN model was used to
create a synthetic image. Pix2Pix GAN is a model belonging
to the CGAN (Conditional Generative Adversarial Networks)
type. The reason for using Pix2Pix was to create a difference
compared to other studies and to see the performance of
Pix2Pix GAN in terms of synthetic data generation in smart

7810 VOLUME 11, 2023



F. Bal, F. Kayaalp: Novel Deep Learning-Based Hybrid Method for the Determination of Productivity

FIGURE 1. Some apple images. (a) Real images, (b) Fake images generated with Pix-to-Pix GAN.

FIGURE 2. Class distribution of Dataset A. (a) 3D class distribution, (b) 2D class distribution.

agriculture applications. Synthetic data were produced by
the designed Pix2Pix model which combines multispectral
and RGB images. Pix2Pix uses the U-Net architecture as the
generator model. There is an encoder and a decoder in this
architecture. The image is first compressed and encoded in a
narrow pass (encoder). Then the encoded information is sent
to the output layer (decoder), and it generates output based
on the the characteristics of the information. Pix2Pix uses
PatchGAN as the discriminator. PatchGAN checks whether
the multispectral and color image is a valid conversion
(Fake-Real).

D. DATASETS
The original multispectral images and RGB images at a res-
olution of 1296 x 964 were resized to 256 x 256. The resized

images were given as input to the Pix2Pix GAN model. The
synthetic images produced with the Pix2Pix model consisted
of a total of 6700 images with a resolution of 256 x 256.
The image classes consisted of 4 (four) classes: high-yield
golden apple-type images (g_high), low-yield golden apple-
type images (g_low), high-yield royal gala apple-type images
(r_high), and low-yield royal gala apple-type images (r_low).
These images were divided into low and high-yield classes
by taking into account the data of the company Nutritionix
as a reference. For Golden Apple, the yield of 215 grams
and above was considered low [17]. For Royal Gala Apple,
the yield of 200 grams and above was considered low [18].
In order to compare and evaluate the results of the datasets,
four different datasets were designed (Dataset A, Dataset B,
Dataset C, and Dataset D). The data distribution of Dataset
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FIGURE 3. Class distribution of Dataset B. (a) 3D class distribution, (b) 2D class distribution.

FIGURE 4. Class distribution of Dataset C. (a) 3D class distribution, (b) 2D class distribution.

FIGURE 5. Class distribution of Dataset D. (a) 3D class distribution, (b) 2D class distribution.
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TABLE 1. The numbers of images used for train, test, and validation in
Dataset A.

TABLE 2. The numbers of images used for train, test, and validation in
Dataset B.

TABLE 3. The numbers of images used for train, test, and validation in
Dataset C .

TABLE 4. The numbers of images used for train, test, and validation in
Dataset D.

A was determined as 80% for the train set, 20% of train set
for the validation set, and 20% for the test set, while the data
distribution of Dataset B was determined as 75% for the train
set, 20% of train set for the validation set, and 25% for the
test set. On the other hand, while the data distribution of
Dataset C was determined as 70% for the train set, 20% of
train set for the validation set, and 30% for the test set, the
data distribution of Dataset D was determined as 65% for the
train set, 20% of train set for the validation set, and 35% for
the test set.

Fig. 2 shows the 2D and 3D image data distributions, while
the numbers of images used for train, test, and validation
are presented in Table 1 for dataset A. Fig. 3 shows the
2D and 3D image data distributions, and the numbers of
images used for train, test, and validation are presented in
Table 2 for dataset B. Fig. 4 shows the 2D and 3D image data
distributions, and the numbers of images used for train, test,
and validation are shown in Table 3 for dataset C. Fig. 5 shows
the 2D and 3D image data distributions, and the numbers of
images used for train, test, and validation are given in Table 4
for dataset D.

E. THE PROPOSED HYBRID CLASSIFICATION MODEL
In this part of the study, it is aimed to demonstrate the superi-
ority and classification ability of the proposed hybrid model
over the existing models. In the proposed hybrid model, the
features of the images were extracted by the designed CNN
architecture for this study (Fig. 7) and they were classified
using the machine learning and ensemble learning methods.
The architecture designed for the proposed hybrid model is
shown in Fig. 6.

In the context of the study, the data to be used in the model
was collected first. A total of 134 images of Royal Gala and
Golden apple fruits with a resolution of 1296 x 964 were
divided into four image classes (golden apples with a high
yield, golden apples with a low yield, royal gala apples with
a high yield, and royal gala apples with a low yield).

In the second stage, 6700 images with a size of
256 x 256 were produced using the Pix2Pix GAN model
due to the fact that a small amount of data could not give
the desired result. In order to classify the generated synthetic
images using the ML and ensemble methods, they were
resized in a way that they would be 100 x 100 in size.

In the third stage, the resized images were first classified by
MLmethods. Classification operations were performed using
the Support Vector Machine, Decision Tree, and Random
Forest algorithms. At the stage after the results were obtained,
the classification process was carried out by ensemble meth-
ods. Firstly, classification was performed with the bagging
algorithm, which is one of the Ensemble methods. After that,
the classification process was carried out with the AdaBoost
(Adaptive Boosting), GBM (Gradient Boosting), XGBoost
(Extreme Gradient Boosting), and Light GBM (Light Gradi-
ent Boosting) algorithms, which are the boosting algorithms.

In the fourth stage, the classification process of the images
was carried out with the designed CNN architecture.

The fifth stage consisted of the proposed hybrid model.
In the created CNN model, the information of the images,
whose features were extracted from the first 5 layers with
the feature extraction technique, was reshaped in order to
generate the input of the algorithms and sent to the classi-
fication algorithms. Here, the extracted features were clas-
sified using the Support Vector Machine, Random Forest,
and Decision Tree algorithms. After that, it was classified by
Bagging algorithm, and then by AdaBoost, GBM, XGBoost,
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FIGURE 6. Block diagram of the proposed hybrid CNN model. (I) Review of the proposed hybrid classification model. (II) Architecture of the best hybrid
classification model.

and Light GBM algorithms. The success performances of the
algorithms were examined.

1) FEATURE EXTRACTION WITH CONVOLUTIONAL NEURAL
NETWORK
Convolutional Neural Network (ConvNet or CNN) is the
most popular deep learning algorithm. It basically performs
classification by using the standard neural network. The CNN
architecture is created by combining 3 layers: convolutional
layer, pooling layer, and fully connected layer. The convo-
lutional layer is the main structure of the CNN architecture.
In this layer, the features of the image are extracted by apply-
ing filters to the image. Images whose features are extracted
are sent to the activation layer.

In the designed CNN architecture, 5 convolutional layers
and 1 fully connected layer were used. The first convolutional
layer included 32 different 5 × 5-dimensional filters, batch
normalization, and an activation layer for 100 × 100 image
input. The second convolutional layer included 48 different
3 × 3-dimensional filters, a pooling layer with 2 × 2 filter
size, and a dropout layer. There were 64 different
4 × 4-dimensional filters, batch normalization, and an acti-
vation layer in the third convolutional layer. There were
96 different 3 × 3-dimensional filters, batch normalization,
activation, pooling layer, and dropout layer in the fourth
convolutional layer. The last convolutional layer included
128 different 3 × 3-dimensional filters, batch normalization,
and an activation layer. Finally, there were four neurons in the
multiclass classification in the fully connected layer. ‘relu’
activation function was chosen for all convolution layers
while ‘softmax’ activation was preferred in the dense layer.
All datasets were fed to the CNN in packs with a batch

size of 128 and the epoch number was set at 20. The hyper
parameters of CNN architecture in this study are shown in
Table 5.

2) SUPPORT VECTOR MACHINE
Support vector machine (SVM) is a supervised machine
learning algorithm that can perform modeling for both clas-
sification and regression problems [19]. SVM draws a line to
separate data placed in a plane. This line ensures that it is at
the maximum distance of two classes.

3) DECISION TREE
Decision Tree (D-Tree) is a supervised machine learning
algorithm that can perform modeling for both classification,
regression, data mining, and statistical problems [20]. When
the D-Tree algorithm performs classification, it creates deci-
sion nodes based on features and goals, and from these nodes,
it also creates leaf nodes and carries out the classification
process.

4) RANDOM FOREST
The Random Forest (RF) algorithm is also a supervised
machine learning algorithm that can perform modeling for
classification and regression problems [21]. Many individual
decision trees are created in the model, and the trees are
randomly gathered up. After the gathered trees form forests,
forests are classified and estimation occurs.

5) BAGGING
Bagging (Bootstrap Aggregation) is an ensemble learning
method aimed at improving the evaluation performance of a
model [22]. BC (Bagging Classifier) is a variance reduction
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FIGURE 7. Used CNN architecture for this study.

TABLE 5. Parameters used in the CNN for this study.

method for certain algorithms or linear models such as deci-
sion tree [21]. In regression models, the decisions of the basic
learners are calculated by taking their averages, while they are
determined by voting in classification models.

6) BOOSTING
Boosting classifiers is an ensemble method and tries to get a
strong learner by combining predictions coming from weak
learners with voting within the framework of certain rules.
Unlike bagging algorithms, when performing ‘‘voting’’, the
learners predicted by ‘‘prediction’’ are sent in a sequential
manner and the prediction process is carried out. Adaboost
and gradient boosting algorithms, which are the most pop-
ular boosting algorithms, were used in the study. The most
obvious feature of the adaboost algorithm is to distribute
weak learners to their modified versions in a repeating cycle.
Predictions coming from weak learners are brought together
with voting and the final prediction is created [23]. In gradient
boosting, first of all, after the first nodes are created, new

FIGURE 8. Confusion matrix.

TABLE 6. Results of used cnn model in this study for Dataset A.

trees are created based on prediction errors. This situation
continues until no more results are obtained from the created
nodes and trees.

IV. RESULTS
This part of the study includes information about the evalua-
tion metrics and experimental results of the proposed hybrid
model.

A. EVALUATION METRICS
In this part of study, performance analyses of machine learn-
ing, deep learning, bagging, boosting, and the proposed
hybrid model were studied. Accuracy, precision, recall, and
F-measure results of the applied models were examined.

1) CONFUSION MATRIX (CM)
CM is a table used to describe the performance of a model on
a set of test data as in Fig. 8.
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TABLE 7. The results of all hybrid models for Dataset A.

TABLE 8. Results of used cnn model in this study for Dataset B.

2) ACCURACY (A)
is a ratio of total prediction in the model.

3) PRECISION (P)
shows how many of the positively predicted values have
turned into actual positive values.

4) RECALL (R)
shows howmany of the positively predicted transactions have
been predicted as positively.

5) F-MEASURE (F)
shows the harmonic average of precision and recall values.

6) COHEN’s KAPPA (COHEN)
is a statistical method that measures the reliability of compar-
ative agreement between two raters [24].

A =
TP + TN

TP + TN + FP + FN
(1)

P =
TP

TP + FP
(2)

R =
TP

TP + FN
(3)

F =
2xPxR
P+ R

(4)

Cohen =
Pr(a) − Pr(e)
1 − Pr(e)

(5)

FIGURE 9. Evaluation of KFold cross validation.

B. KFold AND STRATIFIED KFold CROSS VALIDATION
KFold Cross-validation (KFold) is a statistical method
applied to improve performance on data by using all the
data of the applied model effectively. As shown in Figure 9,
10-KFold cross validation was used in the proposed hybrid
model. In cross-validation, the train set is allocated as many
as the k value determined bymixing the data set randomly. All
allocated groups are used as a verification set. The evaluation
scores of the model are stored for each fold and the average
value is obtained. Stratified KFold (S-KFold) is a variation
of KFold that return stratified folds. The folds are made by
preserving the percentage of samples for each class.

C. RESULTS FOR DATASET A
When the results were examined, it was observed that in
Dataset A, the accuracy result of CNN model was 77.61%.
The detailed results of the performance metrics are presented
in Table 6. For the hybrid model using ML methods, the
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TABLE 9. The results of all hybrid models for Dataset B.

TABLE 10. Results of used cnn model in this study for Dataset C .

FIGURE 10. Confusion matrix of CNN-SVM (linear) hybrid model for
Dataset A.

best accuracy result was determined in the CNN-SVMmodel
(linear). For the hybrid model using ensemble learning
methods, the best accuracy result was determined in the
CNN-Gradient Boosting hybrid model. Confusion matrices
for the CNN-SVM (linear) and CNN-Gradient Boosting are
shown in Figs. 10 and 11, respectively. The accuracy result

FIGURE 11. Confusion matrix of CNN-Gradient Boosting hybrid model for
Dataset A.

for both hybrid models was 99.91%. The detailed results of
other hybrid models and the best hybrid model are shown in
Table 7.

D. RESULTS FOR DATASET B
For Dataset B, the accuracy result of the CNN model was
79.283%. The detailed results of the performance metrics
are presented in Table 8. For the hybrid model using ML
methods, the best accuracy result was determined in the
CNN-SVM model (linear). Confusion matrix of CNN-SVM
(linear) is shown in Fig. 12. On the other hand, for the hybrid
model using ensemble learning methods, the best accuracy
results were determined in CNN-Extreme Gradient Boost-
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TABLE 11. The results of all hybrid models for Dataset C .

FIGURE 12. Confusion matrix of CNN-SVM (linear) hybrid model for
Dataset B.

TABLE 12. Results of used cnn model in this study for Dataset D.

ing and CNN-Light Gradient Boosting. The accuracy results
were 99.82% for both ensemble hybrid models and 99.88%
for ML methods. The detailed results of other hybrid models
and the best hybrid models are shown in Table 9.

E. RESULTS FOR DATASET C
For Dataset C, the accuracy result was observed as 90.29% in
the CNN model, and the detailed results of the performance
metrics are presented in Table 10. For the hybrid model using

FIGURE 13. Confusion matrix of CNN-SVM (linear) hybrid model for
Dataset C.

ML methods, the best accuracy result was determined in the
CNN-SVM model (linear). On the other hand, for the hybrid
model using ensemble learning methods, the best accuracy
result was determined in the CNN-Light Gradient Boosting.
The accuracy result for CNN-SVM (linear) hybrid model
was 99.70%, while the accuracy result for CNN-Light Gra-
dient Boosting hybrid model was 99.60%. The confusion
matrix of CNN-SVM (linear) model is shown in Fig. 13. The
detailed results of other hybrid models and the best hybrid
model are shown in Table 11.

F. RESULTS FOR DATASET D
For Dataset D, in the CNN model, the accuracy result
was observed as 78.16% and the detailed results of the
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TABLE 13. The results of all hybrid models for Dataset D.

TABLE 14. The results of similar studies and their comparison with the proposed model.

performance metrics are given in Table 12. For the hybrid
model using ML methods, the best accuracy result was deter-
mined in the CNN-SVMmodel (linear). For the hybrid model
using ensemble learning methods, the best accuracy result
was determined in all boosting hybrid models. The accuracy
result for the CNN-SVM (linear) hybrid model was 99.74%.
The confusionmatrix of the CNN-SVM (linear) hybridmodel
is shown in Fig. 14. The accuracy result for all ensemble
hybrid models was 99.65%. The detailed results of other
hybrid models and the best hybrid models are shown in
Table 13.
When evaluating the results in general, it was seen that the

CNN-SVM (linear) hybrid model gave the best results for all
dataset types. On the other hand, the CNN-Gradient Boosting
hybrid model gave the best results for Dataset A, while the
CNN-Extreme Gradient Boosting and CNN-Light Gradient
Boosting hybrid models gave the best results in the ensemble
hybrid models for Dataset B, C, and D. The accuracy rate
results of the proposed hybrid models were found to be higher
than the CNNmodel. It was observed that the accuracy of the
CNN model increased as the number of test data increased.
However, for Dataset D, the closeness of the train, validation,
and test data distributions decreased the accuracy of the CNN
model.

The proposed hybrid model was applied to datasets previ-
ously studied in the literature, and the results were compared.
Dataset C, the recommended dataset type (70% of the number

FIGURE 14. Confusion matrix of CNN-SVM (linear) hybrid model for
Dataset D.

of images is Train Set, 30% of the number of images is Test
Set, And 20% of Train Set is Validation Set), was implemented
on the FruitNet [25], Kesar Mango [26], and Papaya [27]
dataset. When the performance of the hybrid model proposed

VOLUME 11, 2023 7819



F. Bal, F. Kayaalp: Novel Deep Learning-Based Hybrid Method for the Determination of Productivity

in this study was compared with the performances of the
studies in the literature, it was observed that the performance
of the proposed hybrid model was better than the other
models. A performance comparison of the models is given
in Table 14.

V. CONCLUSION
In the field of agriculture, the determination and classification
of fruit productivity are among the important issues. The
main purpose of this study was to classify the productivity
of apple fruit. For the purpose of the study, Golden and
Royal Gala types of apple fruit were obtained via COFI-
LAB. The fruits were classified based on their weight by
using Nutritionix data. By augmenting the small number of
apple images with the Pix-to-Pix GAN model, 6700 syn-
thetic images were produced. Depending on their character-
istics, the images were divided into four different classes as
high-yield golden images (g_high), low-yield golden images
(g_low), high-yield royal gala images (r_high), and low-
yield royal gala images (r_low). Four different datasets were
designed to measure the accuracy of data and the data dis-
tribution of datasets was explained in detail in Section 3.2.
Compared to other dataset types, Dataset C gave the best
results. The accuracy of the proposed CNN model in this
dataset was 90.29%. Images extracted with feature extrac-
tions by using the CNN model were classified by machine
learning models (SVM, Decision Tree, and RF) and extreme
learning models (Bagging, AdaBoost, GBM, Extreme GBM,
and Light GBM). It was determined that the hybrid model
giving the best results was the CNN-SVM model, and its
accuracy was 99.70%. The proposed hybrid model was
applied to datasets that had been used in similar studies
with high accuracy values. Whereas the accuracy results
were measured as 96.72, 96.50%, and 83.97% for FruitNet,
Papaya Images Dataset, and Kesar Mango datasets in pre-
vious studies respectively, the accuracy values were deter-
mined as 98.25%, 98.88%, and 94.36% respectively in this
study after applying the proposed hybrid model on the same
datasets.

In conclusion, when the results were examined, it was
observed that the proposed hybrid model revealed very
effective results on different datasets compared to the other
models.
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